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Literature reports different needs of users with high domain knowledge
(experts) or little domain knowledge (novices). User-centered systems ac-
commodate these differences. User-centered product search, particularly
clarifying questions (CQs), can improve user performance and satisfaction
in conversational product-search systems. Therefore, this research aims to
enhance a conversational product search system with user-centered CQs.
The research looked to figure out if providing CQs that match the user’s
level of knowledge results in a better search experience for the user. Our
findings show that users’ perceptions of the system’s effectiveness can be
slightly influenced by matching the type of CQs to their level of domain
competence. For this research, we decided upon two types of CQs - Ad-
vanced and Basic. Advanced CQs include specific measurements, such as “12
to 18 inches”, while Basic CQs include vague sizes, such as “small, medium,
big”. Overall, experts preferred the Advanced chatbot, while no significant
distinction was found between the Basic and Advanced chatbots among
novices. However, further elaboration on unfamiliar terms can be helpful
for novices. Recommendation, given by the chatbot, on various capacities
(such as RAM size) based on the user’s purpose of usage seem to be valuable
as well for the users.

Additional Key Words and Phrases: Information-seeking systems, Clarifying
Questions, User-Centered search, User Profiling, Usability analysis

1 INTRODUCTION
Nowadays, searching for products online is a common activity. On-
line store customers often utilize search boxes or facets to find
products with desired features. However, when users have specific
requirements, they may need to look through multiple pages or
refine their search queries multiple times to find what they want.
Conversational product search is a method of searching, where users
interact with technology in a natural conversation and receive re-
sponses [11]. This emerging field of research and usage is becoming
increasingly popular because it allows users to search with complete
sentences rather than keywords, making the process more tailored,
convenient, and optimized [2, 7]. Technologies such as voice, natu-
ral language processing, and machine learning are bringing a more
human-like interaction to consumer search experiences [11].

One of the key aspects of conversational search involves a mixed-
initiative approach where users and the system take turns in leading
the conversation. Users initiate the search by describing their infor-
mation need and can request additional information at any point.
The system can also take initiative by asking clarifying questions to
better understand the user’s intent [11]. Clarifying questions have
become increasingly important in modern information-seeking sys-
tems, as they improve the search experience and usability by clari-
fying the user’s needs [14] in a user-centered approach [8, 9]. Both
users and the system benefit from these questions, as they result
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in improved retrieval performance and increased user satisfaction
[11].
Although there has been progress in clarifying the users intent,

studies suggest that asking too many CQs without considering the
user’s profile is detrimental to the product search experience [13].
To achieve this, selecting appropriate responses based on the con-
versation’s context is crucial [1]. Research indicates that profiling
users as novices or experts in a particular domain can help tailor the
selection of CQs to their needs [5, 10]. Another study [12] supported
the concept of utilizing non-technical or vague terminology when
interacting with novice users. However, there is no research that
studies the impact of adapting CQs to user profiles.
To fill this gap, in this research, we propose to improve user-

centered conversational product search by providing CQs thatmatch
the user’s profile (novices or experts). It is necessary to examine
how targeted CQs influence their conversational search experience:
How does adjusting the type of Clarifying Questions (non-technical,
technical) based on the user’s profile (novices, experts) affect how the
user perceives the system’s efficiency?

Basic, non-technical CQs were asked as a vague questions, such
as “how big do you want your laptop screen to be - small, medium
or large?”. The technical equivalent was “how many inches do you
want your laptop screen to be (between 12-18 inches)?”. We consid-
ered four cases:

(1) basic (non-technical) CQs for novice users
(2) advanced (technical) CQs for novice users
(3) basic CQs for expert users
(4) advanced CQs for expert users

For each use case, we evaluated how the users perceived the
system’s efficiency. We defined efficiency as how easy to under-
stand and answerable are the CQs that the user is being asked. The
efficiency was evaluated qualitatively with in-depth online surveys.
By analyzing the results using inductive coding, we found that

adjusting the type of CQs (Basic or Advanced) based on the user’s
profile (novice, expert) has a greater impact on how expert users
perceive the system’s efficiency. The results show that experts prefer
the Advanced rather than the Basic chatbot, whereas no apparent
distinction exists between the two chatbots among novices. We also
found that novices want the chatbot to explain unfamiliar terms.
The participants from both groups also suggested that the chatbot
could recommend the required capacities of the laptop (such as
RAM size) based on what tasks they need the laptop for.
The research contributes to the development of user-centered

search systems that adapt the conversation to meet the needs and
preferences of the user. Additionally, the research aims to improve
the effectiveness of chatbots by understanding what the user wants
it to do. For example, the chatbot can recommend capacities based
on the user’s initial description of how they plan to use their laptop
and can explain terms that are unfamiliar to them.
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2 RELATED WORK
Clarifying questions is becoming more common in modern informa-
tion seeking systems, with the goal of focusing on user needs [14].
In general, studies in the domain of user-centered product search
have shown that better results are obtained when the search process
is focused on the user needs [8, 9]. A particular way of adjusting the
product search process to the user needs is done by understanding
their degree of domain knowledgeability [5, 10]. According to Row-
ley [10], questions can be gathered into six broad areas, and one of
them is the user profile. More particularly, Rowley states that “users
range from being subject domain novices and computer novices
all the way to subject experts and computer experts. The degree
of knowledgeability of the [. . . ] user and the domain experience
should be reflected in the design of the user interface prompts, alerts
and help facilities” [10]. In other words, the way the system works
should be aligned with the user’s domain knowledge. There is an-
other study that suggests this categorizing of users into these two
groups of novices and experts [6]. There is already evidence that
user profiling should be considered when designing a conversational
search system. For example, a study [12] indicated that missing do-
main knowledge may be a reason people use vague, non-technical
terms. In other words, novices are more likely to use non-technical
terms (e.g., big screen, fast computer) in their conversational search
than specific and technical ones (16 inch, 32GB RAM). Having said
that, there is still no clear indication that user profiling based on
their level of domain knowledge (experts and novices) can increase
the usability of a conversational search system.
System usability means how effectively, efficiently, and satisfac-

torily users may use a system to achieve their goals in a specific
use context [4]. Brooke [4] describes effectiveness as the ability of
users to complete tasks using the system and the quality of output
of those tasks, while efficiency is focused on the resources required
to perform the tasks. Satisfaction is the general reaction of the user
who is using the system. In the context of CQ, we define efficiency
as how easy to understand and answerable are the CQs that the user
is being asked. If the CQs are easy to understand and to answer,
in the way they are phrased, then it reduces the mental load of
the user and increases the speed of performing the task. We define
effectiveness as the relevance of the CQs – is the system asking
the user for the right information? Otherwise, the system will not
provide the product that is matching the user’s needs. Such a case
makes the system less effective. Last, we define satisfaction as the
reaction of the user to the experience of using the system.
Overall, the literature suggests that asking clarifying questions

by following the user-centered approach can lead to better use of
the system and user satisfaction. However, there is still room for
exploring how user profiling can be incorporated into the search
process to improve the system further, make it more usable.

3 METHODS OF RESEARCH
In this research, we designed and tested CQs for two user profiles:
novices (low domain knowledge) and experts (high domain knowl-
edge). Therefore, we built two versions of a product search chatbot
that asked two types of CQs: (1) used non-technical terms to ask
about product requirements and (2) used precise, technical terms

to ask for more specific product requirements (see Figure 1a and
Figure 1b respectively).
We also took into account the cases of “misprofiling” (when

novices are being asked advanced CQs, and experts receives the
basic CQs). It was important to analyze the difference between the
results under this condition, compared to the results under the “cor-
rect profiling” condition, where the CQs are adjusted to the users
level of expertise. This analysis helped us explain whether the ad-
justment of CQs has a significant impact on the conversation or
not.

This led to a 2x2 design with the following four conditions:
(1) basic CQs are given to novice users
(2) advanced CQs are given to novice users
(3) basic CQs are given to expert users
(4) advanced CQs are given to expert users
The method of research that was used in this study involved

testing the perceived efficiency of chatbot websites with basic and
advanced clarifying questions (CQs), using a sample of 24 partici-
pants (12 novices and 12 experts), with each condition being tested
by six participants. Furthermore, this study has received clearance
by the institute’s ethics committee prior to conducting the study.

3.1 Participants
The study involved two distinct groups: novices and experts in the
field of laptops. The participants did not receive any compensa-
tion for their participation. To identify participants for each group,
we employed a self-assessment approach. At the beginning of the
survey, participants were asked to rate their level of knowledge in
laptops on a scale of 1 to 7. Our objective was to recruit individuals
who either rated themselves as 1 or 2, indicating low expertise, or as
6 or 7, indicating high expertise. This approach allowed us to focus
on individuals with clear distinctions in their perceived knowledge.
Respondents who rated themselves as 4, which falls in the middle,
were excluded due to the ambiguity of their expertise level. We
decided to include some participants who rated themselves as 3 or 5.
A subset of respondents who rated themselves as 5 had backgrounds
in Computer Science or related fields, which leads to the assump-
tion that this scale question suffered from the moderate responding
bias. More statistics about the distribution of participants over the
various cases could be found in Table 1 In addition, 10 of the 12
experts were males, while 8 of the 12 novices were females.

Table 1. Statistics of the distribution of the participants over the different
conditions of the experiment (the type of chatbot in brackets)

Novices
(Basic)

Novices
(Adv.)

Experts
(Basic)

Experts
(Adv.)

Females
(No.)

5 0 3 2

Males (No.) 1 6 3 4
Age M (SD) 35.7 (11.6) 22.8 (1.7) 23.7 (1.9) 26.8 (4.7)
Domain
knowledge
M (SD)

2.0 (0.8) 6.2 (0.7) 2.2 (0.7) 5.0 (0.0)
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Fig. 1. An example of the Basic (a) and the Advanced (b) chatbots.

3.2 Procedure
The participants received the URL address of the chatbot website
based on their condition group. The aim of the study was to mea-
sure the perceived efficiency of chatbots when using non-technical
(vague) terms versus technical terms. To test the perceived effi-
ciency of the chatbot websites, the participants were given the task
of searching for a laptop that fit their needs by interacting with
one of the chatbots and answering the CQs. The CQs in both chat-
bot types (basic CQs and advanced CQs) were of the same order
and asked about the same product aspects, but were presented in
a different style, either using vague and non-technical terms such
as ‘small’ and ‘fast’ or using specific technical terms such as ‘size
in inches’ and ‘RAM-size in GB’. The full list of CQs asked by the
chatbots is shown in appendix A. After the conversational search
interaction, the participants filled in a survey. The survey consisted
of open questions that measured how the user perceived the sys-
tem in terms of its efficiency. Participants were asked to provide
feedback on several aspects of the system:

• Understanding the chatbot questions: Participants’ feedback
on how well they understood the questions asked by the
chatbot.

• Relevance of terms used by the chatbot: Participants’ opinions
on whether the terms used by the chatbot were appropriate
and made sense.

• Familiarity with terms used by the chatbot: Participants’ level
of familiarity with the specific words or phrases used by the
chatbot.

• General impression of the chatbot: Participants’ overall opin-
ions and feelings about the chatbot’s performance and inter-
action.

• Effect of the chatbot’s knowledge level on the conversation:
Participants’ observations and comments on how the chat-
bot’s level of knowledge affected the conversation.

3.3 Analysis
These answers were later analyzed using the method of inductive
coding, which involved identifying themes or patterns that emerged
from the qualitative data itself.

Once the data was collected through the survey, inductive coding
was employed to gain an understanding of how users perceived the
CQs. First, the data was read to gain a general understanding of
the content. Next, codes or labels were identified that captured the
key ideas or concepts present in the data, for each of the aspects
of the system the participants were asked to provide feedback on
(i.e., “relevance of terms”, “familiarity with terms”, etc.). These codes
were descriptive and based on the actual content of the data. Based
on these codes, patterns in the answers were found. Finally, these
patterns were used to draw conclusions and make interpretations
about the data.

To answer the main research question, several comparisons were
made in the final part of the study. These comparisons were made
based on the patterns. The first comparison was within the groups of
users (novices and experts) themselves, to understand the impact of
adjusting the CQs to the users (against the case of mis-profiling of a
user). Next, each group was compared to determine for which group
the clarifying question adjustment was more efficient from the users’
perspective. Based on these results, conclusions or recommendations
has been made.

4 RESULTS ANALYSIS
Overall, both chatbots (Basic and Advanced) were easy to compre-
hend by both groups (novices and experts), as shown in Table 2.
Table 2 shows minor differences in how novices and experts per-
ceived the understandability of the chatbots, which needs to be
investigated with a larger sample size and statistical tests in future
work. Participants indicated that they encountered difficulties in
understanding at least one question. The challenges primarily arose
from encountering technical terminology that was unfamiliar to
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Table 2. The average rating (and standard deviation) given by users regard-
ing their ability to understand the questions posed by the chatbot (on a
scale from 1-7)

Basic Chatbot
M (SD)

Advanced Chatbot
M (SD)

Novice 6.3 (0.7) 6.2 (1.0)
Expert 6.3 (1.1) 6.5 (0.8)

them and lacking knowledge about specific aspects of the prod-
uct (more common for novices), as well as ambiguous language
expressed by the chatbot. Figure 2 and Figure 3 visualize the count
of questions that were difficult and easy to answer for novices and
experts. A summary of the main points mentioned by the novices
and experts is shown in Table 3.

In the following sections, we explore in more details the effects of
the chatbot’s content (what was asked) and the language (how was
the question asked), to better understand how the users perceived
the chatbot’s efficiency.We start with the Basic chatbot and continue
with the Advanced one.

4.1 Basic chatbot
4.1.1 Language. The Basic chatbot was easy to conversate for both
the experts and the novices, who felt as if it was a real person
talking to them. The language was clear and concise for them, and
the questions were asked in a simple manner. The novices did not
mention any problem with the way the questions were asked.
Half of the experts who used the basic chatbot explicitly men-

tioned that the vague options provided by the chatbot (e.g., “small,
large”) were helpful for some of the questions, since it gave them
space for interpretation and mimic a real-life scenario of choosing
a laptop, when usually we do not know the exact size. However, it
was not the case for all the expert respondents. Some of the experts
(2 out of 6) and one novice found the same questions difficult to
answer because of lack of exact values, which the Basic chatbot was
missing by its use of less technical and therefore more ambiguous
language.

4.1.2 Content. Some novices felt that the chatbot asked them ex-
actly the questions that should be asked when purchasing a laptop.
On the other hand, 5 out of 6 novices mentioned that they do not
know what RAM is, therefore they had a hard time understanding
the question related to the RAM size.

The experts did not face the same issues, except for one participant
who felt that the questions about the RAM and hard-drive storage
were redundant, since they are dependent on the way the user
is using the laptop. Both the experts and novices mentioned that
questions about hardware specifics (processor, GPU maker, etc.)
and general laptop layout (keyboard, screen attributes, etc.) were
missing.

4.2 Advanced chatbot
4.2.1 Language. Similarly to the experience of the Basic chatbot’s
users, both the experts and novices found the language used by the
Advanced chatbot easy, straightforward, clear, and concise. Some

participants in each group noted that the chatbot’s precise measure-
ments (such as “laptops with storage between 64 GB and 2000 GB”)
provided as specifications during the question prompts contributed
to the ease of use.

4.2.2 Content. However, they also had a hard time understanding
the question talking about the RAM, because they were not sure
what the needed capacity is to meet their needs. Some of them
claimed the same thing regarding the hard drive storage size. It
might be a result of lack of knowledge and unfamiliarity with the
terms that were questioned about.

The experts experienced no difficulty at all and felt that the ques-
tions were all relevant and on point. One of them even spotted
the problem for the novices, caused by the difficult term, and sug-
gested a way to resolve it by having a short explanation of these
terms and having references (e.g., 8GB of RAM “is ideal to run word
and browsing [the internet]”, whereas 32GB “is ideal for running
multiple heavier programs, running heavy software and gaming”).
In addition, some respondents from both groups claimed that the
chatbot should be capable of asking follow-up questions in response
to the purpose given by the respondent. As an example: the chat-
bot should induce the RAM and Hard-Drive storage needed for the
laptop based on the “purpose” initially stated by the user. Like the
Basic chatbot, both the novices and expert respondents claimed that
the chatbot should ask about more hardware specifics and other
laptop’s attributes, such as processor, operating system etc.

4.3 The Effect of the chatbot’s level of expertise
In the survey, participants were asked about their opinion regarding
the influence of the chatbot’s perceived knowledge level on the
conversation. The responses varied, encompassing both positive
and negative perspectives on how the chatbot’s knowledge level
affected the conversation. Both the novice and expert users rated
both chatbots’ level of knowledge around 5 (on a scale of 1 to 7). On
average, novices rated the chatbots as much more knowledgeable
than themselves, while experts rated them equally knowledgeable,
as shown in Table 4.
In the following sections, we explore in more details the effects

of the chatbot’s assumed expertise on the users. We start with the
Basic chatbot and continue with the Advanced one.

4.3.1 Basic chatbot. The impact of the Basic chatbot’s expertise
level varied among novices. Figure 4 demonstrates the count of
negative, positive or neutral effect reported by the respondents
as a result of the expertise of the Basic chatbot. Some found the
chatbot to be easy to work with and to have an adequate knowledge,
while others did not see the chatbot to have enough knowledge
and suggested that the chatbot provide explanations for unfamiliar
terms and offer recommendations based on the user’s specific use
case, such as suggesting an appropriate RAM size.

Among the experts, opinions differed as well. Some experts men-
tioned that the chatbot was appropriately proficient since it asked
them the relevant questions for the task of finding a laptop, which
they found to be useful as users. Others believed that the chatbot
primarily targeted individuals with limited knowledge in the laptops
field and assigned the chatbot an average level of domain expertise
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Fig. 2. A visualization showing which of the questions of the Basic chatbot were difficult to understand for the users (red), and which were easy to understand
(green).

Fig. 3. A visualization showing which of the questions of the Advanced chatbot were difficult to understand for the users (red), and which were easy to
understand (green).

Table 3. The main points given by both expert and novice participants regarding the questions asked by the chatbots (both Basic and Advanced)

Basic chatbot Advanced chatbot

Novices

- Clear language
- Easy to understand
- Formulate good
- Language like a real person
- The basic (and relevant) questions to ask when
purchasing a new laptop
- RAM is not well-known, therefore difficult to
answer the question
- Missing product aspects, such as processor, key-
board and mouse layout, and further attributes of
the laptop

- Simple, concise and straightforward language
- It is easy to understand because the chatbot men-
tions the range that exists, such as “between 10 to
18 inches”
- Unsure what RAM, Hard-Drive storage and dis-
play size values are suitable
- RAM is not well-known
- Missing product aspects

Experts

- Clear language
- Easy to understand
- Formulate good
- Language like a real person
- Simple
- Helpful language due to room for interpretation
- Difficult due to ambiguous terms (“small”, “big”),
where the specific values are missing
- Could have been a bit more formal
- Missing product aspects, such as processor, GPU
maker, keyboard and screen attributes, and further
attributes of the laptop

- Easy language
- Concise and straightforward questions
- Clear language
- The terminology was easy to understand
- Relevant questions (covered the basic require-
ments of buying a laptop)
- Technical terms might be unknown to novices
- Could have been a bit more formal
- Missing product aspects
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Fig. 4. A visualization showing the various number of participants who felt positive, negative or no-effect as a result of the Basic chatbot’s level of expertise.

Fig. 5. A visualization showing the various number of participants who felt positive, negative or no-effect as a result of the Advanced chatbot’s level of
expertise.

Table 4. Users’ average rating (and standard deviation) of the chatbot’s
degree of expertise (on a scale of 1-7).)

.

Basic Chatbot
M (SD)

Advanced Chatbot
M (SD)

Novice 5.2 (1.2) 5.0 (0.6)
Expert 5.2 (1.2) 5.3 (0.9)

(around 4, on a scale from 1-7). These participants recommended
that the chatbot delves deeper into hardware specifications and pro-
vide more detailed explanations about the terms and their respective
impacts, aligning with the suggestions made by the novices.

4.3.2 Advanced chatbot. Figure 5 demonstrates the count of neg-
ative, positive or neutral effect resulted from the expertise level
of the Advanced chatbot, as reported by the respondents. Novices,
much like those who used the Basic chatbot, felt that the chatbot
does not have enough expertise, since it does not provide additional
assistance, such as understanding unfamiliar terms and recommend-
ing appropriate capacities (such as RAM, storage, etc.) based on
the user’s initially stated purpose. Nonetheless, some users found
the provided ranges and values to be sufficiently helpful during the
conversation. The experts also did not rate the chatbot as an expert
in the domain of laptops (5.3 on a scale from 1-7). However, like the
novices, they felt that it covered all the fundamental requirements
and found the precise ranges and values for specifications to have a

positive effect on the conversation, or at least accelerate the process
of finding a laptop. According to one of the respondents, this speci-
fication of terminology demonstrated the chatbot’s trustworthiness:
“as the chatbot used specific terminology I left the conversation
feeling like I had received competent, trustworthy advice on what
laptop to buy”. However, the same quoted respondent mentioned
that the chatbot should ask more questions to be fully trusted. Over-
all, it seems that the expert users were satisfied with the Advanced
chatbot’s level of knowledge.

5 DISCUSSION
This research focused on improving user-centered conversational
product search by providing clarifying questions (CQs) that match
the user’s profile (novices or experts). Our results indicated that
adjusting the type of CQs based on the user’s profile had a greater im-
pact on how expert users perceived the system’s efficiency. Experts
preferred the Advanced chatbot, while no significant distinction was
found between the Basic and Advanced chatbots among novices. In
fact, some novices even noted that the Advanced questions were
helpful because they provided more detailed specifications. The
latter was an interesting finding, and could be related to the Anoma-
lous State of Knowledge (ASK) theory [3], which suggests that if
someone searches, there is an underlying need to fill a knowledge
gap. In our study, novices maybe felt the need to learn about laptops,
and as a result were interested in seeing language or information
that is slightly above their own knowledge level. Furthermore, our
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research primarily focused on the content generated by the chatbot
that users see, rather than their own language when interacting
with the chatbot. Therefore, it does not contradict the study [12]
which indicated that novices tend to prefer using vague language.

Both novices and experts were able to understand most of the
questions asked by the chatbots, indicating that the chatbots’ lan-
guage and content were generally clear and comprehensible, regard-
less the type of CQ (Basic or Advanced). However, participants faced
difficulties in understanding certain questions, primarily due to en-
countering technical terminology that was unfamiliar for them and
lacking knowledge about specific aspects of the product, especially
for novices. Some novices mentioned that they did not know what
is the needed capacity of some product aspects, such as RAM size.
We assume it stems from their unfamiliarity of the terms and lack
of knowledge in the field, as experts did not report this problem.
Our research focused on vague versus technical CQs. Both types
of questions included the same product aspects in it, but asked the
question differently (using vague terms such as “big, small” or using
exact measurements such as “8GB to 32GB”). Based on the results,
we comprehend that further importance should be given to the
product aspects themselves (RAM, Hard-Drive, etc.) and the ability
of the chatbot to explain them to the users who do not know them
(i.e., novices). Therefore, the results confirm the relevance of this
research, pointing on the importance of adjusting the type of CQs
to the user’s profile. This supports other studies that indicated that
profiling users as novices or experts in a particular domain can help
tailor the selection of CQs to their needs [5, 10].
We therefore advise to adjust the system by matching the type

of CQs to the user’s profile. Novices may benefit from receiving
CQs that explain unfamiliar product aspects, allowing them to learn
and engage with the chatbot more efficiently. We recommend to
explain the novices product aspects which are shown to be harder to
understand, such as RAM and Hard-Drive Storage. An example for
a CQ in this context: “What RAM size do you prefer? Bigger RAM
size improves your laptop performance when running many tasks
simultaneously, useful for heavy software such as Video-Editing and
Gaming”. Experts, on the other hand, should be presented with CQs
that cater to their higher level of knowledge and specific require-
ments, saving the effort to read unnecessary information which is
more relevant to novices. However, it might be useful to present
both novices and experts the recommended product aspects sizes,
based on the purpose of use.

Moreover, both novices and experts perceived no clear distinction
in expertise level between the Basic and Advanced chatbots. This
finding supports the idea that the perceived level of knowledge
depends on the way the chatbot assists users in understanding
unfamiliar terms and go the extra mile by offering recommendations
based on the ongoing conversation.

Effectiveness is one of the components that determine the usabil-
ity of a system [4]. We defined the chatbot’s effectiveness as the
relevance of the CQs it asks. According to the users, most of the
questions asked by the chatbot were relevant for the purpose of
finding a laptop. The questions which were found irrelevant were
mostly those who contained unfamiliar terms for the users. This
finding support the notion that the chatbot asked the CQs mostly
effectively, having an impact on its general usability.

Adjusting the CQs based on the user’s profile also carries risks. If
novices receive basic questions, there is a possibility that they might
not receive the necessary guidance or detailed information they
require to make informed decisions about the product. This possi-
bility was seen in the results of this study, when novices mentioned
that some product aspects are missing. On the other hand, if experts
face advanced questions, we speculate that there is a possibility of
overwhelming them with unnecessary technical specifications than
what they have expected (such as the exact RAM size) and making
the conversation overly complex, resulting in a less efficient search
experience. However, our data from the experiment does not sup-
port the last argument. In addition, misclassifying users also poses
a risk. Assigning basic CQs to experts or advanced CQs to novices
can lead to misunderstandings and difficulties. In our experiment,
experts felt that the basic questions are too ambiguous and miss the
specific values, while novices struggled to understand and engage
with advanced questions.

To mitigate these risks, it is essential to accurately determine
users profiles using reliable methods such as short quiz, rather than
relying solely on self-assessments. This ensures that the chatbot
selects the appropriate level of questions that align with user’s
knowledge and expertise.

Overall, the study contributes to the development of user-centered
search systems by adjusting the selection of CQs based on user pro-
files. The findings highlight the importance of considering user’s
knowledge and familiarity with terminology when designing con-
versational search systems. Providing explanations for unfamiliar
terms seems to be relevant to provide the appropriate chatbot based
on the user’s profile. In addition, offering recommendations on the
various sizes (such as RAM size) based on the user’s specific needs
seems needed for all the users, regardless their expertise level.
The research has several limitations that should be considered.

The study could be replicated with a larger sample to validate our
qualitative findings with quantitative statistics. Additionally, the
study focused on experts and novices, but the process for catego-
rizing the participants to either experts or novices was based on
self-assessments. That led to some surprising results, where indi-
vidual experts were not aware of terms which novices knew about.
Future similar research should involve a better method to find rele-
vant participants for the study, e.g., using a quiz or an interview to
assess the level of knowledge more reliably.

6 CONCLUSIONS
In this research, we performed a qualitative analysis that provides
insights into this impact.We did so by dividing users into two groups
- experts and novices. We evaluated how users perceive the system’s
efficiency by asking each group about their experience of using the
different chatbots (Basic and Advanced).
To answer our research question, we can see that adjusting the

type of CQs (non-technical, technical) based on the user’s profile has
a greater impact on how expert users perceive the system’s efficiency.
The results show that experts prefer the Advanced rather than the
Basic chatbot, whereas no apparent distinction exists between the
two chatbots among novices.
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In general, both novices and experts recommended to have more
CQs about the laptop’s hardware specifications. Furthermore, they
wish the chatbot could recommend them on what capacities are
required to meet their needs (e.g., recommending how much RAM
size a gaming laptop requires).

For further work, we suggest to conduct a quantitative research,
with significant amount of participants. In addition, it may be bene-
ficial to provide a brief explanation of the more technical terms to
novice users (in the CQs themselves) and assess its impact on their
perception of the system’s efficiency. Another research, that seems
to be relevant based on the participants’ responses, should explore
the impact of recommending the users the required capacity (such
as RAM size) based on their initial purpose.
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A LIST OF QUESTIONS

Table 5. The list of questions asked by the chatbots (Basic and Advance)

Product aspect Basic chatbot Advanced chatbot
Purpose What do you usually use your computer for? What do you usually use your computer for?

Price What were you thinking of in terms of price?
We have cheap, mid-priced and expensive laptops

What were you thinking of in terms of price?
We have laptops from 50 to 3000 pounds

Display size
How big should the display be?
Our laptops have either small, medium or large
display size

How big should the display be?
Our laptops have displays between 10 to 18 inches

Hard Drive Storage
How much hard drive storage do you need?
Our laptops have either small, medium or big hard
drive storage size

How much hard drive storage do you need?
We have laptops with storage between 64 GB and
2000 GB (2TB)

RAM
What RAM size do you need?
Our laptops have either small, medium or big RAM
size

What RAM size do you need?
Our laptops have between 1GB and 32GB RAM

Battery
What are your requirements on battery life?
Our laptops have either short, intermediate or
long lasting battery

What are your requirements on battery life?
We have laptops that last between 6 and 20 hours
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