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#### Abstract

Graph entropy is a way to measure the complexity of a graph. There are many different graph entropies, but there is little work done on finding their extremal values. It is especially intriguing to find the minimal values because of the lack of analytical methods to tackle this problem. This paper will focus only on the Wiener entropy and aims to find the trees that minimize the entropy, until the possible computation limit. After that, 2 classes of graphs, referred to as "brooms" and $G_{n, k, j}$, will be inspected and the goal is to find the optimum structure that minimizes the entropy. There is one existing research paper on minimizing Wiener entropy, and the results from this experiments aim to confirm or deny the predictions made there. The experiments will be performed by brute-forcing the graphs that minimize the entropy in the respective search space. In the end, it appears that the class of brooms minimizes the entropy for trees with number of vertices $(n) 16<n<32$ and is expected to continue to minimize it for bigger trees. Furthermore, the results, for the 2 distinct classes, confirm the conjectures for brooms and discover an error in the predictions for the optimum structure of the $G_{n, k, j}$ class. The paper then defines new conjectures based on the results gathered. Additional Key Words and Phrases: Wiener entropy, graph entropy, trees, brooms


## 1 INTRODUCTION

Shannon entropy, named after Claude Shannon, is a fundamental concept in information theory. It provides a measure of the uncertainty of a random variable and it is widely used in various fields, for example in Computer science, Mathematics, and others. Scientists have extended this notion of entropy to graphs. One such graph entropy is called Wiener entropy, which utilizes the transmission of the nodes in the graph, will be studied in this paper.

This paper aims to explore the minimization of Wiener entropy in graphs, focusing on trees but not only. Understanding the properties of graphs with minimum Wiener entropy can have implications in diverse fields where entropy is used. For instance, entropy is used in biology and chemistry [4, 13, 15], in ecological studies [16], and others.

The research on Wiener-entropy is small. Nevertheless, there are several results presented in the research of Yanni Dong \& Stijn Cambie [7]. They found asymptotic lower bounds for the entropy of trees, experimentally found minimal trees, and predicted class, called brooms, to be the minimum trees for higher-sized graphs. However, the results are only for small graphs and this paper aims to build on top of those results by brute-forcing the minimum trees and confirming the prediction to a certain extent. Due to the fact, that the number of non-isomorphic trees grows exponentially, $T_{n}=$ $0.535(2.959)^{n} n^{\frac{2}{5}}$ according to [14], brooms are going to be explored by themselves, after confirming that they minimize the Wienerentropy. The goal of studying them is to confirm the asymptotic bounds and show how the size of the tree is related to the structure of the broom. Furthermore, another class of graphs, derived from
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brooms but generalized for all graphs and referred to as $G_{n, k, j}$ later, is predicted to minimize the Wiener entropy in general. The paper will also explore them and again try to find the relation between the size and the structure of the graphs. The number of non-isomorphic graphs grows extremely fast with the size of the graph, $2^{\binom{n}{2}} / n$ ! according to [8], and therefore only this specific class of graphs is going to be considered. In summary, the research questions, that this paper will answer, are:

- What is the tree $T$ of $n$ vertices that minimizes $I_{w}(T)$ ?
- What is the broom $T$ of $n$ vertices that minimizes $I_{w}(T)$ ?
- What is the graph $G_{n, k, j}$ that minimize $I_{w}\left(G_{n, k, j}\right)$ ?


## 2 PRELIMINARIES

### 2.1 Background

Shannon entropy is a concept in information theory and it is used as a way to measure the uncertainty of a random variable [2, 7, 12]. Let $X$ be a discrete random variable with possible outcomes $x_{1}, x_{2}, \ldots, x_{n}$, and let $P=p\left(x_{1}\right), p\left(x_{2}\right), \ldots, p\left(x_{n}\right)$ be the probability distribution on $X$. Shannon entropy is defined as:

$$
-\sum_{i=1}^{n} p\left(x_{i}\right) \log _{2}\left(p\left(x_{i}\right)\right)
$$

In his paper [3] Dehmer proposes a general form of graph entropy. Let $G=(V, E)$ be a graph with $V=v_{1}, v_{2}, \ldots, v_{n}$ and $E$ be the set of edges. Given any function $f: V \rightarrow \mathbb{R}_{>0}$, the graph entropy with respect to $f$ is defined as:

$$
I_{f}=-\sum_{i=1}^{n} \frac{f\left(v_{i}\right)}{\sum_{j=1}^{n} f\left(v_{j}\right)} \log _{2}\left(\frac{f\left(v_{i}\right)}{\sum_{j=1}^{n} f\left(v_{j}\right)}\right)
$$

There are many different ways one can define such informational functional but this paper will focus only on one. The distance between two vertices $u$ and $v$, denoted by $d(u, v)$, is the length of the shortest path from $u$ to $v$. Wiener-entropy, as defined in [7], uses $f\left(v_{i}\right)=\sigma\left(v_{i}\right)$ where $\sigma\left(v_{i}\right)$ is called transmission of a vertex and it is the sum of distances towards all other vertices: $\sigma(v)=\sum_{u \in V} d(v, u)$. The entropy is then defined as:

$$
I_{w}=-\sum_{i=1}^{n} \frac{\sigma\left(v_{i}\right)}{\sum_{j=1}^{n} \sigma\left(v_{j}\right)} \log _{2}\left(\frac{\sigma\left(v_{i}\right)}{\sum_{j=1}^{n} \sigma\left(v_{j}\right)}\right)
$$

### 2.2 Existing results on Wiener entropy

This section will go over the work that has been done related to Wiener-entropy in graphs.

The main research paper that has done work in the field is by Yanni Dong \& Stijn Cambie [7]. In their work, they compare 2 popular natural distance-based graph entropies: eccentricity-based and Wiener-entropy. They derive the extremal behaviour of graphs based on the Wiener-entropy and conclude that Wiener-entropy is more spread than the eccentricity-based. In the derivation of the minimal behaviour of graphs, they prove the asymptotic lower bound for the Wiener-entropy which is:


Fig. 1. Example of a broom for $n=13$ and $k=6$.


Fig. 2. Example of $G_{n, k, j}$ graph for $n=14, k=6, j=4$.

$$
\left.I_{w} \geq \frac{3}{4}(1+o(1)) \log _{2}(n)\right)
$$

Furthermore, in the proof they show that equality is attained by a specific class of trees that they define as "brooms". Therefore they expect the trees of order $n$, which minimize Wiener-entropy, to be the class of brooms. In this paper, they will be explored further. A broom is defined as a tree consisting of a path $P_{k}$ with one of its end vertices $c$ connected with $n-k$ pendent vertices. An example of a broom can be seen in Figure 1.

In their paper [7], the authors could not reach a precise answer on the graphs that minimize Wiener-entropy, therefore they only assume that with sufficiently large $n$, brooms will become those graphs. They brute-forced the graphs with $3 \leq n \leq 18$ and found out that only the graphs with $n=17$ and $n=18$ are brooms. Those results are not enough to conclude that brooms minimize the entropy for higher $n$. In addition, the optimum $k$ is not known, but only asymptotically bounded and this research aims to give a concrete estimation of the optimal $k$.

The paper [7] also defines a graph $G_{n, k, j}$ which will be also explored in this paper. It comes from a broom but is generalized for all graphs. The conjecture is that this class of graphs would be minimizing the entropy for graphs in general. It is defined as a graph, consisting of a disjoint union of a path $P_{k}$ and a clique $K_{n-k}$ and one of the end vertices of $P_{k}$ is connected with $j$ vertices from $K_{n-k}$. This class of graphs is introduced due to the fact that it is impossible to compute the minimal graph out of all graphs. The number of graphs grows exponentially fast with the size $n$, shown to be $2\binom{n}{2} / n$ ! [8]. An example of $G_{n, k, j}$ can be seen in Figure 2.

## 3 PROBLEM STATEMENT

As it was mentioned previously, this paper aims to continue the research on trees and graphs that minimize the Wiener entropy. Due to the fact the number of trees grows exponentially with the
size of the tree, the paper will also explore minimal brooms by themselves. In addition, $G_{n, k, j}$ graphs will also be explored because the number of graphs grows even faster than the trees and they are also predicted to minimize the Wiener entropy but for graphs in general. The paper [7] experimentally shows that $G_{n, k, 1}$ is the minimal graph from that type. However, in their results, they have several assumptions about $k$ and $j$ which this paper aims to remove. The research questions, that are going to be answered in this paper, are:
(1) What is the tree $T$ of $n$ vertices that minimizes $I_{w}(T)$ ?
(a) How can trees for a given $n$ be generated?
(b) What is the fastest way to calculate the Wiener entropy of a graph?
(c) What is the fastest way to calculate the minimal Wiener entropy for a tree with $n$ vertices?
(2) What is the broom $T$ of $n$ vertices that minimizes $I_{w}(T)$ ?
(a) How is the length of the path $(k)$ related to the size of the broom ( $n$ )?
(b) How is the entropy $\left(I_{w}(T)\right)$ related to the size of the $\operatorname{broom}(n)$ ?
(3) What is the graph $G_{n, k, j}$ that minimize $I_{w}\left(G_{n, k, j}\right)$ ?
(a) How is the length of the path $(k)$ related to the size of the graph ( $n$ )?
(b) How is the number of connected nodes from the clique to the path $(j)$ related to the size of the graph $(n)$ ?
(c) How is the entropy $\left(I_{w}\left(G_{n, k, j}\right)\right)$ related to the size of the graph ( $n$ )?

## 4 METHODOLOGY

In this section, the tools and the steps for completing the research will be discussed. For each research question a program had to be implemented.

### 4.1 Tools

For performing the experiments initially Python was used, mainly because of the available library networkx [9], which makes working with graph structures easy. In addition, it has an implementation of an algorithm for generating all non-isomorphic trees for a given size. However, due to the fact that Python is not a very fast language and the library is written in Python as well, the experiment did not produce enough results. Therefore all the code was rewritten in Rust. Rust was chosen because it provides good performance and an easy way to parallelise the execution of a program. For working with graphs the crate(library) called petgraph was used. For producing the plots, python was still used with the libraries pandas [17], numpy [10] and matplotlib [11]. Most of the code for the experiments was run on the High Performance Cluster(HPC) of the University of Twente, due to the fact that it has modern and advanced hardware. With the use of the HPC, graphs with bigger sizes were able to be calculated and therefore more results were gathered.

### 4.2 Minimal tree for $I_{w}$

For finding the tree that minimizes $I_{w}, 2$ algorithms were needed: generating all non-isomorphic trees and calculating the $I_{w}$ for a tree. After that, a program which combines both was written in order to
calculate the minimal tree for a given order. The program was also configurable to provide top $x$ minimal graphs.
4.2.1 Generating non-isomorphic trees. To begin with, the algorithm that was used for generating trees is Wright, Richmond, Odlyzko and McKay (WROM) algorithm [18]. The algorithm builds on top of Bayer and Hedetniemi rooted tree algorithm [1], which generates only rooted trees. Both algorithms use integer sequences to encode trees. The WROM algorithm sequentially generates nonisomorphic trees and that sequentiality restricted the optimizations that were possible in the combined program.
4.2.2 Calculating $I_{w}(T)$. For calculating the $I_{w}(T)$, we need the transmission $(\sigma(v))$ for all $v \in T$. The Dijkstra algorithm [5] was used on each vertex in order to obtain all of the shortest paths in the graph. The rewritten formula for $I_{w}$, derived in [7], was used in order to optimize the performance. It improved the speed of the calculation because it contains considerably fewer division operations and those operations are expensive in computation. It uses the Wiener index which is defined as:

$$
W(G)=\sum_{v_{i}, v_{j} \in V} d\left(v_{i}, v_{j}\right)
$$

The rewritten formula for $I_{w}(T)$ :

$$
I_{w}=\log _{2}(2 W(G))-\frac{1}{2 W(G)} \sum_{i=1}^{n} \sigma\left(v_{i}\right) \log _{2} \sigma\left(v_{i}\right)
$$

4.2.3 Combining both parts to calculate the minimum tree. Making a program for calculating the minimum tree was fairly simple. However, 2 modifications were made. First, a producer-consumer pattern was used in order to improve performance. Producer-consumer pattern [6] is a concurrency design pattern, where there are multiple threads(producers) which produce objects and put them into a shared queue, from where then multiple threads(consumers) can get the objects and perform a task with them. It appeared that the generation of trees was faster than the calculation of $I_{w}(T)$. Therefore, it was beneficial to have multiple CPUs, computing in parallel the calculation of the entropy, while other CPUs are generating trees. There were only 2 producers because the WROM algorithm is sequential and therefore not possible to parallelize. However, it was observed that with 2 producers the program was significantly faster. The second modification was to add a configuration that outputs not only the minimal tree. Instead of keeping track only of the minimal graph, the program takes an argument which defines how many graphs to save.

### 4.3 Minimal broom for $I_{w}$

For calculating the minimal broom, the search space is reduced to only broom graphs. The method, in which the search for the minimum broom was performed, was looping through all the brooms with $n$ vertices and changing the number of vertices that are on the path part of the broom (changing the $k$ ). Because of the fact that the structure of the graph is known, it was possible to calculate the entropy without using graph objects in the code but by implementing a clever calculation. This was considerably faster than creating a graph object, then running the Dijkstra algorithm on each node and then calculating the entropy. A pseudo-code of that calculation can
be seen below at Algorithm 1. Additionally, a version which utilizes parallelization was implemented in order to compute brooms up to $n=125000$. The parallelization was not in the calculation, but making different CPUs to calculate minimal broom with different $n$.

```
Algorithm 1 Calculate wiener entropy of a broom
    function CALCULATE_ENTROPY \((n, k)\)
        transmission \(_{\text {star }} \leftarrow k(k+1) / 2+2(n-k-1)\)
        transmissions \(_{\text {path }} \leftarrow 0\)
        entropy path \(\leftarrow 0\)
        for \(i\) in \(1 \ldots k\) do
            \(t \leftarrow((k-i)(k-i+1) / 2+i(i-1) / 2+i(n-k))\)
            transmissions \(_{\text {path }}+=t\)
            entropy \(y_{p a t h}+=t * \log _{2}(t)\)
        end for
```



```
        entropy \(\leftarrow \log _{2}(\) WienerIndex \()-(1 /\) WienerIndex \()((n-\)
    \(k)\) transmission \(_{\text {star }} * \log _{2}\left(\right.\) transmission \(\left._{\text {star }}\right)+\) entropy \(\left._{\text {path }}\right)\)
        return entropy
    end function
```


### 4.4 Minimal $G_{n, k, j}$ graph for $I_{w}$

A similar approach to calculating the minimal broom was applied here. The difference was that in the search, the program had to loop through all pairs of $k$ and $j$ for a given $n$. Unlike the broom solution, here the number of pairs ( $k, j$ ) was significantly more and therefore parallelization in the calculation was utilized. A different thread was spawned for each $k$ and each thread calculated the entropy for all possible $j$ values. This technique appeared to improve the performance. The calculation of $I_{w}$ is different but the approach stayed the same because again the structure of the graph is known beforehand, therefore a clever calculation was possible and the object-orientated approach could be skipped. The algorithm can be seen below at Algorithm 2.

```
Algorithm 2 Calculating wiener entropy of a \(G_{n, k, j}\) graph
    function CALCULATE_ENTROPY \((n, k, j)\)
        transmision \(_{\text {not_con }} \leftarrow((n-k-1)+(k(k+1)) / 2+k)\)
        transmission \(_{\text {con }} \leftarrow((n-k-1)+(k(k+1)) / 2)\)
        transmissions \(_{\text {path }} \leftarrow 0\)
        entropy path \(^{\leftarrow} \leftarrow 0\)
        for \(i\) in \(1 \ldots k+1\) do
            \(t=((k-i)(k-i+1) / 2+i(i-1) / 2+i j+(n-k-j)(i+1))\)
            transmissions \({ }_{\text {path }}+=t\)
            eentropy path \(+=t * \log _{2}(t)\)
        end for
        WienerIndex \(\leftarrow(n-k-j) *\) transmission \(_{n o t}\) con \(+j *\)
    trnsmission \(_{\text {con }}+\) transmissions \(_{\text {path }}\)
        entropy \(\leftarrow \log _{2}\) (WienerIndex \()-(1 /\) WienerIndex \()((n-\)
    \(k-j) *\) transmission \(_{n o t \_c o n} * \log _{2}\left(\right.\) transmission \(_{n o t}\) _con \(\left.)\right)+j *\)
    transmission con \(* \log _{2}\left(\right.\) transmission \(\left._{\text {con }}\right)+\) entropy \(\left._{\text {path }}\right)\)
        return entropy
    end function
```


## 5 RESULTS

In this section, the results for each research question will be presented and discussed. For brooms and $G_{n, k, j}$ graph, logarithmic linear regression was applied to find a function that approximates $k$ well. The way it was done was using the data gathered, finding $a$ and $b$ such that $\log _{2}(k)=a \log _{2}(n)+b$ and then using them to approximate $k$ with the equation $k=2^{b} n^{a}$. The code for generating the trees and the plots can be found at https://gitlab.utwente.nl/ s2615576/research-project.

### 5.1 Minimal trees

Brute-forcing the tree that minimizes $I_{w}(T)$ took exponentially more time as the number of vertices of the tree grew. There are 2 reasons for that. First, the number of trees exponentially increases with $n$. In the past [14] proved the asymptotic estimate for the total number of (unlabeled) trees to be: $T_{n}=0.535(2.959)^{n} n^{\frac{2}{5}}$. Secondly, the calculation of the entropy for each tree is slower for bigger trees. In the end, in this experiment minimal trees up until $n=31$ were able to be computed, the last one taking several days. The numbers of non-isomorphic trees for $n=30$ is $1.4 \cdot 10^{10}, n=31$ is $4 \cdot 10^{11}$ and for $n=32$ is $1.1 \cdot 10^{12}$ for which it would take nearly a week to compute the minimum graph.
From the experiment, all of the minimal trees with $n>16$ turned out to be brooms. Therefore Conjecture 1 was made. Furthermore, Conjecture 2 was made because for trees with $n \geq 19$, the second minimal tree is also a broom and for trees with $n \geq 253$ out of the top 4 minimal trees are brooms. More results, supporting Conjecture 2 can be seen in Table 1.

Conjecture 1. Among all trees where $n>16$, the Wiener entropy is minimized by a broom.

Conjecture 2. For a given $m$, there exists an $n_{0}$ such that for all $n>n_{0}$ the top $m$ minimal trees are brooms.

| $m$ | $n_{0}$ |
| :---: | :--- |
| 1 | 17,18 |
| 2 | $19,20,21,22,23,24,26,27,28,31$ |
| 3 | $25,29,30$ |

Table 1. Showing results supporting Conjecture 2

The relation between the length of the path of the $\operatorname{broom}(k)$ and the size of the $\operatorname{broom}(n)$ will be discussed in the next section.

### 5.2 Minimal brooms

Restricting the search space only to brooms led to significantly more results. In the end, the minimal brooms with size $16 \leq n<$ 125000 were calculated. The relation between $n$ and $k$ seems to confirm the proposition by [7] and the results can be seen in Figure 3. Using logarithmic linear regression, the optimal choice for $k$ seems to be: $k \approx 1.814 n^{0.568}$.
However, the prediction for the entropy in [7] seems to not be perfectly matching. First of all, there is a mistake in the formula


Fig. 3. Relation between broom size $(n)$ and tail length $(k)$.
of their Proposition 29. With the correction, for $0<\epsilon<\frac{1}{3}$ the asymptotic estimation for the entropy is:

$$
I_{w}(G)=\frac{3+2 \epsilon}{4} \log _{2}(n)
$$

With that correction, the lower and upper bounds were more accurate and the actual results were in between those bounds. The lower and upper bounds were calculated by taking 0 and $\frac{1}{3}$ for $\epsilon$ respectively. The prediction was made by calculating the $\epsilon$ from the formula for the optimal choice for $k$. The value that was substituted was $\epsilon=0.168$.
Although the entropy was not matching perfectly, with more results gathered we can see that the entropy slowly getting closer to the predicted value. The prediction in the paper [7] is an asymptotic prediction with $n \rightarrow \infty$, therefore with enough results, it might reach the prediction. A plot can be seen in Figure 4.

### 5.3 Minimal $G_{n, k, j}$

Conjecture 3. There exists a value $n_{0}$ such that for all $n \geq n_{0}$, among graphs of order $n$, the Wiener-entropy is minimized by $G_{n, k, 1}$ and/or $G_{n, k, n-k}$.

For the graphs $G_{n, k, j}$ the paper [7] predicted that after a certain $n>n_{0}, j=1$ to be the minimum graph. However, the paper [7] missed the possibility of having 2 different graphs having equal entropy. From the results gathered, graphs with higher order tend to have 2 minimal graphs, where $j=1$ with a certain $k_{0}$ is one of them and the second one is with $k=k_{0}+1$ and $j=n-k$. It should be noted that $j=n-k$ is the maximum value that $j$ can attain. Because of that, this paper proposes slightly changed conjecture seen at 3 . The $n_{0}$ appears to be the same as in the paper [7], being $n_{0}=1270$.

Another interesting result is that for bigger graphs, the fraction of graphs with 2 minimal entropies tends to be increasing. However, it should be noted that there are still graphs for which there is only 1 minimum. This observation can be seen in Figure 6.


Fig. 4. Relation between the size of the broom $(n)$ and the entropy of the broom.


Fig. 5. Relation between the number of connected nodes of the clique to the path $(j)$ and the size of the $\operatorname{graph}(n)$.

In Figure 6 can be also seen that for bigger graphs which had 1 minimum, the number of graphs that have $j=1$ and $j \neq 1$ is almost the same.

The optimal choice for $k$, considering all minimal graphs, again seems to be linear on a logarithmic scale therefore again logarithmic linear regression was applied. The exponent seems to be very close to the one for brooms but the coefficient differs significantly. The result can be seen in Figure 7 and the formula is:

$$
k \approx 1.07 n^{0.597}
$$



Fig. 6. The distribution of 1 and 2 minimums in $G_{n, k, j}$


Fig. 7. Relation between graph $\operatorname{size}(n)$ and path length $(k)$ for $G_{n, k, j}$.

## 6 CONCLUSION

This research has analyzed the trees and graphs that minimize Wiener entropy. It found that for trees with number of vertices $16<n<32$, the minimal graphs are brooms and this trend is expected to continue. Furthermore, the relation between the length of the path $(k)$ and the size of the $\operatorname{broom}(n)$ for the minimal broom was examined and was found to be log-linear. In addition, a certain graph class, $G_{n, k, j}$, was researched because it is expected to minimize the Wiener entropy for all graphs. The relation between the length of the path $(k)$ and the size of the $\operatorname{graph}(n)$ was again examined. An interesting result that was found is that for bigger sizes, 2 minimal graphs were more common. In addition, $j$ was taking the values of either 1 or the maximum possible value with the optimum $k$.

## 7 FUTURE WORK

For future research, trees with more than 31 nodes can be explored. As the number of trees becomes enormous, different generation of trees can be a point of research. There might be a way to not look through every possible tree, but to find a structure of trees that are definitely not minimal and can be skipped.

Another possible future research can be to extend the class of $G_{n, k, j}$ graphs by allowing for multiple paths connecting to the clique and not forcing the clique to be at the end of a path. The extended class should be still computable and it would support or contradict the prediction that $G_{n, k, j}$ are minimizing the entropy for graphs.
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