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ABSTRACT 
Automated grading systems have been developed to support 

the grading process of open-ended questions in exams. 

However, these systems lack transparency on the student side. 

This study aims to investigate how much and what 

information students would like to receive with regard to 

automated grading tools, specifically with regard to 

EasyGrader, an AI-supported grading tool that is being 

developed by the University of Twente. In order to achieve 

this goal, a mixed methods research was conducted, 

consisting of a literature review, a survey and interviews. The 

literature review explores current practices for making AI 

systems transparent. The survey and interviews with students 

are conducted to gather their perspectives and preferences on 

transparency in automated grading tools. The survey and 

interviews revealed that students prefer to be informed about 

these systems before they take an exam, with a reminder 

during or after the assessment. Students also expect different 

types of information, including how the system works and 

how teachers are still involved in grading. These findings can 

lead to a better understanding of how to design transparent 

AI-supported grading tools that meet students' needs. 
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1     INTRODUCTION 
Artificial Intelligence (AI) has become increasingly relevant 

in the field of education. One of the areas where AI can 

provide a significant benefit is the grading of open-ended 

questions in exams [8]. The University of Twente has been 

developing EasyGrader, an AI-supported grading tool that 

can automate the grading of such questions.  

Automated grading systems, such as the EasyGrader tool, 

have the potential to reduce the time and effort required for 

grading open-ended questions in exams.  To increase the 
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trust in these systems, it has been proposed to use hybrid 

systems that combine the strengths of human graders and 

automated tools [2]. Additionally, previous research has 

highlighted the importance of transparency in the use of AI-

supported grading tools [13]. 

From previous research, it emerged that transparency in AI is 

important in order to ensure trust [5, 7, 10, 11, 14]. In recent 

years, there has been growing interest in the development of 

Explainable AI, which aims to provide insights into the inner 

workings of AI algorithms and decision-making processes. It 

is used to make the AI algorithm more transparent by showing 

what is happening inside the so-called ‘black box’. By 

increasing the transparency of AI, explainable AI can help to 

promote trust and understanding among stakeholders, 

including students, teachers, and educational institutions [6]. 

Although there has been research about automated grading 

systems [2, 13], it has not been researched what information 

students expect about such a system. This research aims to 

address this gap by investigating the requirements for 

transparent AI-supported grading of open-ended questions in 

exams from the student's perspective. 

The study employs a mixed-methods approach, including a 

literature review, a survey, and interviews. The literature 

review synthesizes existing knowledge on transparency in AI, 

with a focus on educational contexts. This helps to design the 

survey and interviews. The survey collects data on students' 

perceptions and preferences regarding transparency in the 

EasyGrader tool, while the interviews allow for a more in-

depth exploration of students' experiences and perspectives.  

2     PROBLEM STATEMENT 
The use of automated grading systems, such as EasyGrader, 

can simplify the grading of open-ended questions asked 

during exams. However, these systems raise concerns about 

a lack of transparency for students. While previous research 

has shown that transparency is important, little is known 

about how much and what information should be provided to 

students in the context of hybrid grading systems that 

combine human and AI-supported grading (human-in-the-

loop). Furthermore, it remains unclear how to effectively 

achieve transparency in automated grading systems. 

Therefore, the problem addressed by this study is to 

determine how much and what information students would 

like to get with regard to the EasyGrader tool. 
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From the problem statement, the main research question was 

formed: 

What are the needs and preferences of students regarding the 

transparency of an AI-supported grading tool for open-ended 

questions in exams? 

The following sub-questions were formulated to answer the 

main research question: 

1. What are the factors that make an AI-supported grading 

tool transparent from a student perspective? 

2. What are the expectations of students regarding the 

transparency of AI-supported grading tools? 

 

3     METHODOLOGY AND APPROACH 
This section describes the steps that are taken to answer the 

research question. This research utilizes a mixed-methods 

approach, combining a literature review with a survey and 

interviews. 

The literature review focuses on research related to the use of 

AI in education, particularly the use of AI-supported grading 

tools, as well as research on transparency in AI. The aim of 

the literature review is to identify best practices and strategies 

for achieving transparency in AI-based grading tools, with a 

particular focus on educational contexts. The literature review 

will also be used to develop the survey and interview 

questions. 

A survey is conducted to collect data on students' perspectives 

and preferences regarding the level of transparency in the 

EasyGrader tool. The survey includes questions about what 

information students want to know about the grading process, 

how they prefer to receive this information, and when they 

want to be informed. The survey helps to get a wide range of 

views in a limited amount of time.  

In addition to the survey, interviews are conducted with a 

small sample of students to gain a more in-depth 

understanding of their perspectives on the use of the 

EasyGrader tool and their preferences for transparency. The 

interviews are semi-structured and allow for a more nuanced 

exploration of students' experiences and perspectives. The 

survey and interviews are followed by an analysis of the data 

collected. 

4     LITERATURE REVIEW 
This section discusses the literature review. A systematic 

search was carried out to get an initial idea of the research. 

The following tools have been used: Scopus, 

SemanticScholar, Google Scholar, and Inciteful.  

Before searching in these tools some keywords and initial 

queries were considered, e.g., ‘Artificial Intelligence’, 

‘Transparency’, and ‘Automated Grading’. Once some 

articles had been found and evaluated, Inciteful was used to 

find more articles on similar topics. These keywords and 

queries were adapted depending on the results they gave.  

There are two main research streams, namely transparency 

and explainability of AI and AI in education. The first stream 

is about AI in all different areas, while the latter is specifically 

focused on education. These streams will be described in the 

subsections of this chapter. 

4. 1     Transparency and Explainability 
In a study by Haresamudram et al. [9], it was proposed that 

AI transparency exists on three levels, namely Algorithmic 

Transparency, Interaction Transparency, and Social 

Transparency. Algorithmic Transparency is the openness of 

the code of the algorithm (the so-called “black box”), 

Interaction Transparency is about the interaction between the 

human and the system. Social Transparency is more about the 

ethical and social side of transparency, for example, privacy 

[9]. All of these levels of transparency play a part in an 

automated grading system. 

According to research by Ehsan et al. [5] (social) 

transparency could help people to trust AI more. Other 

research has found similar results [7, 10, 11, 14]. Some 

research mentions that explainability provides transparency 

and therefore also helps to build trust [11], which is important 

in automated grading systems, as both students and teachers 

should be able to trust the system. 

Explainable AI (XAI) is a concept that aims to provide 

insights into the workings of AI algorithms. It is used to make 

the AI algorithm more transparent by showing what is 

happening inside the so-called ‘black box’ [6, 15]. According 

to research by Xu et al. [15], there are two different important 

factors in Explainable AI, namely, ‘transparency design’ and 

‘post-hoc explanations’. The first explains how the AI model 

works. It shows what is happening inside the ‘black box’, this 

is helpful for developers. The latter explains how the AI came 

to a conclusion and why that conclusion is correct, this is 

helpful for users. From that research, they also mention that 

“Explainable AI is important to the users who utilize the AI 

system” and it “is important to the people who are affected by 

AI decision” [15]. 

In research from Balasubramaniam et al. [1] it was found that 

explainability is an important part of transparency. However, 

they mention that there have not been many studies about 

transparency and explainability requirements [1]. From other 

research, it was also found that transparency and 

explainability are both important requirements of AI systems 

[3, 4].  

4.2     AI in Education 
It emerged that it is important to keep the human-in-the-loop 

when using AI-based grading tools, in other words, a human 

should be involved in the grading process. Therefore, a hybrid 

approach was suggested. It was also found that transparency 

is an important factor for these systems, both on the grader's 

side and on the student's side. However, what was not 

explored was what transparency would look like on the 

student side. One concern that has been raised was that too 

much transparency for students could lead to students trying 

to please the AI system [2, 13]. If, for example, the system 



 
Transparency in AI-driven Grading Tools for Open-ended Questions in Higher Education            TScIT 39, July 7, 2023, Enschede, The Netherlands 

3 

 

would work based on keywords, students might cheat the 

system by just naming a lot of different keywords, instead of 

actually answering the question. 

It is mentioned by Mirmotahari et al. [12] that automatic 

feedback and transparency in the grading criteria contribute 

to the performance of students, as it helps them to understand 

what is expected from them. 

5     SURVEY AND INTERVIEW DESIGN 
In this section, the survey and interview design procedure is 

discussed. The purpose of the survey and interviews is to 

gather data easily and efficiently from the target group. The 

target group is defined as students from the University of 

Twente, as that is the main place the EasyGrader system will 

be used. The goal of the survey and interviews is to answer 

the second sub-research question. 

The questions are based on the research objectives and the 

information that is needed to answer them. The survey length 

was intentionally minimized to reduce the barrier to respond, 

questions can be found in Appendix A. The questions are 

mostly semi-closed ended, meaning that they have a list of 

predefined options for the respondents to choose from. This 

is done to make the survey as short as possible so that more 

people fill it in. The list of options is carefully selected to 

avoid bias and to cover the most expected  possible answers. 

As a pre-test were these options tested with some people with 

knowledge about the subject. In addition, there is an extra 

option for respondents to give their own answer. For every 

question, there is also an ‘explain why’ question. This 

question is not mandatory to fill in, but when people fill in 

such a question, it can give a better understanding of their 

reasoning. The survey also included some demographic 

questions, such as age, gender, study program, and study year. 

The survey was created online using Google Forms because 

it allows easy access and analysis of the data. 

The interviews are semi-structured interviews that aimed to 

validate and deepen the results from the survey. The questions 

are mostly the same as the survey questions. However, instead 

of giving a list of options, they were mostly open-ended, 

meaning that they allowed the respondents to express their 

answers in their own words. This was also done to validate 

the list of options in the survey and to get more information 

that might not have been captured by the survey.  

The survey was distributed to the target group, consisting of 

students from the University of Twente. The survey link was 

sent to several WhatsApp and Discord groups. In addition, the 

researcher went around the University campus to ask students 

to fill in the survey. After filling in the survey, the respondents 

were asked to send it to other students. It is important that 

participants have experience with open-ended questions on 

exams, as the automated grading system will be used on this 

type of question.  

Next, potential interviewees were contacted via WhatsApp or 

Discord and asked if they were willing to participate in an 

interview. If they agreed, a suitable time and place were 

arranged for the interview. These interviewees were also 

asked to send the survey around to fellow students, however, 

they did not need to fill it in themselves, as the survey and 

interview questions overlap.  

A request was made to the Ethics Committee of the 

University of Twente before conducting the survey and 

interviews. Before doing an interview, the participant was 

given an informed consent form, accompanied by an 

information sheet. This contains all information needed by 

the participants about the research. For the survey, an opening 

statement was put into Google Forms, with participants 

needing to check a box in order to give consent.   

6     RESULTS 
In this section, the results of the research are described. The 

literature review answers sub-research question 1 and the 

survey and interviews answer sub-research question 2. 

6.1     Literature Review 
The literature review showed that transparency is closely 

related to explainability. Several studies have suggested that 

transparency can increase user trust and acceptance of 

artificial intelligence systems [5, 7, 10, 11, 14]. Some of them 

have also argued that explainability provides the necessary 

transparency for users to trust AI systems [11]. 

Another important finding from the literature review was that 

a hybrid approach, which combines human and AI input, is 

preferable for automatic grading systems. This is because 

human-in-the-loop systems can leverage the strengths of both 

humans and AI-tools. It also emerged that transparency is an 

important factor for both teachers and students in automated 

grading systems. 

However, a gap was identified in the literature regarding how 

to achieve transparency in automatic grading systems and 

what are the best practices and guidelines for designing 

transparent grading systems on the student side.  

6.2     Survey & Interviews 
In this section, the results from the survey and interview 

questions are described. The survey questions can be found in 

Appendix A. The interview questions are similar to the survey 

questions, but instead of using semi-closed questions, the 

interview consists of open-ended questions. In this section, 

the responses from both are combined. First, the data was 

cleaned, meaning that the data from the interviews were 

merged into the data from the survey. 

In the end, 25 students completed the survey and 9 interviews 

were conducted. Thus, a total of 34 responses were collected 

in this research. The results from the survey and the 

interviews are combined in this section as both groups 

answered the same questions. However, it should be noted 

that the interview questions were open-ended, while the 

survey questions were semi-closed, consisting of multiple 

choice with an additional open-ended question to provide an 

explanation. 
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Figure 1. Studies 

Students from a diverse range of studies have responded to 

the survey and interview, as can be seen in Figure 1. It can be 

observed that Business Information Technology, Industrial 

Engineering and Management, and Technical Computer 

Science have a share of 64% of the total responses. On the 

other hand, there are several studies where only one student 

each responded, namely Interaction Technology, Advanced 

Technology, Civil Engineering, Communication Science, and 

Mechanical Engineering. 

Of the 34 participants, most are in their third bachelor year, 

namely 21 students, see Figure 7 in Appendix B. There are 

also responses from first- and second-year bachelor students, 

as well as one first-year master's student. The participants are 

in the age range of 18 to 26, although most respondents are in 

the range of 20 to 22. The other age groups all have one 

response. Other demographics can be found in Appendix B. 

6.2.1     Do students want to be informed about automated 

grading? 

The first question of the survey and interview is about 

whether students actually want information about the use of 

automatic grading systems on their exams. Most students 

responded agreeing to this question. This question uses a 

Likert scale ranging from ‘Strongly disagree’ to ‘Strongly 

agree’, the mean of the answers is 4.26 and the standard 

deviation is 0.710. This shows that the majority of students 

agree that they want to be informed when EasyGrader would 

be used on one of their exams (see Figure 2). 

It can be observed that one student responded with ‘Disagree’ 

and two students were neutral on this question. Two of these 

students filled in the open explanation question accompanied 

    

Figure 2. Result of whether students want to be informed 

about the use of EasyGrader 

by the Likert question. One of them said: “I don't care if the 

examiners use or do not use it, as long as my grade is 

correct”. The other said something similar.  

As mentioned before, the majority wants to be informed. One 

student mentioned the following: “I would like to know who 

is grading something so as to clear up possible 

miscommunications about the intended answers. This is 

especially relevant for open questions given that the answers 

can be wrongly interpreted”. Other students also mentioned 

that they find it important to know whether an AI is grading 

them. One student also mentioned that besides knowing 

whether an AI is grading them, this person thinks it is also 

important to know if a teaching assistant did the grading: 

“(…) The same is true when TA's grade my exam; they'll 

probably do fine, but I want to ensure there wasn't an 

inconsistency between the graded exams”. 

Some students gave another reason for being informed to 

know if EasyGrader would be used, they say that they would 

be more careful during the review moment. One student said: 

“If I know AI is used, I will look at the grading in more detail 

since I don’t fully trust that the AI can grade accurately”. 

Another student thinks that being graded by a teacher is 

important because it might give the teacher valuable insight 

into the students’ abilities: “It will definitely influence my 

grade, furthermore I believe it is good for teachers to get 

insight into what students do wrong and why their 

argumentations are not of good quality. I believe that if 

teachers grade the test by themselves they gain way more 

insight into the students' abilities” 

6.2.2     What information do students expect? 

Now it was identified whether students want to be informed 

about the use of automatic grading systems on open-ended 

questions, but it is still unclear what information they want.  

In the survey, the question about what information students 

expect was a semi-closed question. The reason for this was 

that it might be unclear what students could answer if there 

was no information given. By giving them a list of options 

and an extra open option, they could get an idea of what 

information is possible. Respondents could check multiple 

options. This list of options was not given during the 

interviews, as during an interview it is possible to ask for 

clarification if a question is unclear. From the interviews, a 

similar view occurred as from the survey. Students in 

interviews gave similar answers despite not having the 

options available. In Figure 3 the responses can be found. 

It can be observed that most students want to know how the 

system would work (88%). The role of the teacher or teaching 

assistant (TA) and the calculation of the grade are also 

mentioned by 73% and 70% respectively. 61% of the 

participants expect to get information on what questions the 

automatic grading system was used. Only half of the 

respondents want to know what kind of feedback they could 

receive from the system, and 29% or 10 students want to 

know the reason(s) why the system is used at all.  
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Figure 3. Results of what information students expect 

On average 3.76 out of 6 given options were checked. There 

were seven (21%) students who only checked one or two 

options, and there were 11 (32%) students who checked five 

or six given options. Someone who checked all options gave 

as a reason: “Transparency!”, another student wrote the 

following: “I would want to know as much as possible about 

this tool, to be able to adapt to it in the best way possible”. A 

student that checked two options (‘Explanation on the 

working procedure’ and ‘Role of the teacher/TA in the 

procedure’) gave the following explanation: “One general 

story about EasyGrader. But documentation with more 

information if you want to learn more. For example, in that 

general story there is a link to a website with documentation 

or more information”. 

From the interviews, it was mentioned by one student that it 

might be useful to know how the data is processed. In this 

regard, it was meant that it would be explained what happens 

with the answers students give to questions on exams, for 

example, whether they are used to train the system. Another 

student said that he wants to know how confident the system 

is in the grading.  

6.2.3     How to distribute information? 

Information about automated grading systems can be 

provided to students on multiple occasions during a module 

or period. The first option is to give the information before an 

exam takes place, for example, at the start of a module, or 

when the subject is taught. Another option is to provide the 

information during an exam, this can be on the front page of 

the exam, or at the question. The last option is after an exam, 

this can, for example, be on the day the grade is received or 

during the review moment. This was a semi-closed multiple-

choice question on the survey where multiple options could 

be selected. There was also an extra open option for 

respondents’ own input. During the interviews, this question 

was asked as an open question. 

  

Figure 4. Results of when to be informed. 

From the results of this question, see Figure 4, it can be 

observed that most students want to have the information 

before an assessment, namely 85%. Of the participants that 

checked this box, one gave the explanation: “I don't like 

surprises, it should be clear beforehand how the tests will be 

graded”.  

The option ‘During an assessment (e.g. at the question in 

Remindo)’ was checked the least amount of time, and it was 

never checked as the only option. Multiple participants gave 

an explanation as to why they do not want to be informed 

during an exam: they say that it might distract them. One 

student thinks that giving the information during the exam 

might lead to people altering their answers, and he also thinks 

it is distracting. However, he came up with a possible solution 

for people who do not find it distracting, he said: “Maybe this 

is something to be able to turn on and off via a setting in 

Remindo by students. So that students can choose for 

themselves”. Only six students (18%) selected the ‘during the 

assessment option. 

Almost half of the students (47%, 16 people) checked only 

one box, of which 12 people selected ‘Before an assessment’. 

Not one student checked all boxes, however, three students 

(24%) checked three boxes. Some of these students gave 

explanations on why they checked multiple boxes. One 

student said: “Being informed beforehand would be sufficient 

on how you would be graded. However, it would be a nice 

reminder to have information at an open question in an 

exam”. Other students that checked multiple boxes also 

mentioned that it is good to have a reminder during and/or 

after the exam.  

6.2.4     Risks 

The last question in the survey was about the risks of being 

too transparent with an automated grading system. As 

mentioned in the literature review, a previous study found that 

teachers and teaching assistants think students might start 

pleasing the system if they know how the automated grading 

exactly works [13]. This question's aim was to find out 

whether students think the same thing. This question is also a 

Likert Scale question, with ‘Strongly disagree’ having a value 

of one and ‘Strongly agree’ having a value of five. The mean 

of this question is 3.29, and the standard deviation is 1.142. 

This shows that, on average, students neither agree nor 

disagree with the statement.  
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Figure 5. Results of whether students think there are 

risks about being too transparent 

It can be seen in the chart in Figure 5 that students are quite 

divided on this statement. Some people see the risks, for 

example, one student said: “Students can try to answer in such 

a way that it might covers the keywords in order to get the 

points”. Some other students agree that there are risks, but 

still think that the system should not be used if there are any 

risks, one of them answered the ‘explain why’ question: “ I 

understand that it could be tricky to be transparent because 

of possible misuse of the system. However, I feel like a system 

like EasyGrader should only be used in the first place if it is 

robust enough to withstand misuse”. 

People who disagree with the statement also say that if the 

system would have any risks of misuse, it should not be used. 

One student who disagreed with the statement wrote the 

following: “As long as the teacher is still in control of 

checking the answers and the suggested grading, I feel like 

the AI is tool to make the grading more efficient without 

lowering a teacher's ability to maintain fairness”. This 

answer mentions the hybrid approach that was also suggested 

by previous research [2, 13]. One student mentions that to 

misuse the system it is still required to have knowledge on the 

topic: “That's the trade-off, the more info, the better someone 

can direct their answers to please the system. But you still 

need to have the knowledge to answer a question. If you have 

the capacity to answer a question, it shouldn't matter”. 

Overall, it can be observed that students are divided on this 

topic, however, most students mention that if the system is 

not sound enough, it might be possible to misuse the system 

by giving answers that the algorithm is looking for. 

6.2.5     Feedback 

During the first few interviews, one theme came to the surface 

each time. The topic mentioned by the interviewees was 

feedback. They think that an automated grading system 

would be useful to give feedback to students on open-ended 

questions. After the first couple of interviews in which this 

topic came up, it was decided to ask an additional question in 

the other interviews, which was "What do you think such an 

automatic grading system would do with feedback?". 

Most students reported that they consider feedback in open-

ended questions important, especially to know what they did 

well and what they did not so well. Through the feedback, 

they know how to get it right the next time.  

When asked if they think an automated system like 

EasyGrader could provide feedback, they responded 

positively. Although some students do not know if they would 

trust feedback from a system like EasyGrader right away, it 

could be a benefit. Currently, according to the interviewees, 

there is little to no feedback from tutors on exams, a system 

like this should be able to provide generic feedback. One 

interviewee said the following: "Feedback is already very 

poor because teachers have little time. AI could possibly give 

general feedback that is useful". 

7     LIMITATIONS 
One of the limitations of this study is the sample of students 

who participated in the survey and interviews. Most of them 

were from technical studies, such as Business Information 

Technology, Industrial Engineering and Management, and 

Technical Computer Science, while other studies had only 

one, two or three students who responded. These studies may 

have different expectations and preferences for automated 

grading tools than other disciplines. Therefore, the results 

may not be generalizable to the student population as a whole. 

It would be interesting to conduct a similar study with more 

students from other disciplines. 

The second point is that the survey and interviews were 

conducted at one university, which may also affect the 

generalizability of the results. This university may have a 

particular culture or environment that influences how 

students perceive and interact with such tools. For example, 

the university may have a high level of trust or support for its 

teachers and staff, which may reduce the need or demand for 

transparency in automated grading tools. It would be 

interesting to conduct this research with more students from 

different universities and programs. 

The study used a mixed-methods approach, combining a 

survey and interviews. The survey contained semi-closed 

ended questions that gave respondents a list of options to 

choose from. This may have introduced some bias into the 

data collection, as the options may not have reflected the full 

range of possible responses; to counter this, there was an extra 

open option in the list for respondents to fill in if they had 

other suggestions. However, the interviews were conducted 

with open-ended questions that allowed participants to 

express their thoughts freely. Analysis of the interview data 

showed that interview participants gave answers that were 

consistent with the options in the survey, suggesting that the 

survey was valid and reliable. Nevertheless, future studies 

could use more open-ended questions in the survey to capture 

more nuanced and diverse responses from the students. 

8     CONCLUSION  
This section presents the main findings and conclusions of 

this research, which aimed to investigate students' preferences 

and expectations regarding transparency in automated 

grading tools for open-ended questions. The research 

methods included a survey and interviews with students at a 

university in the Netherlands. In addition, this section 

suggests potential future research on the topic of automated 

grading systems and/or transparency in AI. 
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Students mainly want to be informed about automated 

grading systems before an assessment, rather than during or 

after an assessment. This suggests that students value 

transparency and want to know what to expect from the 

grading process. However, some students also expressed a 

desire to be reminded of the use of automated grading systems 

during or after the assessment, especially if they have doubts 

or questions about their grades. Some students mention that 

they will pay more attention during the examination if an 

automated system has graded them. 

Furthermore, students expect different types of information 

when they are informed about the automated grading system. 

The most common types of information that students wanted 

to be informed about were how the system works, how it 

calculates the grade, and what the role of the teacher and/or 

teaching assistant is.  

The main conclusion of this research is that transparency is 

important to students when it comes to automated grading 

systems for open-ended questions. Students want to be 

informed about the use of these systems and expect clear and 

comprehensive information about how they work and how 

they affect their grades. It is therefore recommended that 

educators and developers of automated grading systems take 

these preferences and expectations into account when 

designing and implementing such tools, and communicate 

effectively with students about them. 

While these findings can lead to a better understanding of 

how to design transparent AI-supported grading tools that 

meet students' needs, there is still more research possible. One 

possible direction for future research is to investigate whether 

students perceive any risks or disadvantages associated with 

too much transparency in automated grading tools for open-

ended questions. This was a small part of the survey and 

interviews, and students were quite divided on this statement. 

It would be interesting to explore if and how students would 

change the way they answer open-ended questions once 

automated grading systems are in use. 

Another possible area for future research could be to design 

and evaluate different user interfaces for presenting 

transparent information in automated grading tools. For 

example, how can visualization help students understand how 

their answers will be graded? How can interactive features 

help students to ask questions or get feedback on their 

answers? 
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APPENDIX A: SURVEY QUESTIONS 
1a. If EasyGrader is used for an exam, I want to be informed 

about that. 

- Strongly disagree 

- Disagree 

- Neither agree nor disagree 

- Agree 

- Strongly agree 

1b. Please explain why. 

2a. When you get information about the use of EasyGrader, 

what information do you expect? 

- Calculation of the grade 

- Explanation on the working procedure 

- Reason(s) why it is used 

- Role of the teacher/TA in the procedure 

- What kind of feedback I will receive from 

EasyGrader 

- Which questions it was used on 

2b. Please explain why. 

3a. How do you want to be informed about the use of 

EasyGrader? 

- Before an assessment, in the module manual 

- In the information sheet at the start of an assessment 

(e.g. front page of Remindo) 

- During an assessment (e.g. at the question in 

Remindo) 

- After an assessment (e.g. during the review 

moment) 

3b. Please explain why. 

4a. Do you agree with the statement that there are risks about 

being too transparent with such a tool? 

- Strongly disagree 

- Disagree 

- Neither agree nor disagree 

- Agree 

- Strongly agree 

4b. Please explain why. 

APPENDIX B: SURVEY & INTERVIEW 

DEMOGRAPHICS 
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