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Goals: This study aims to evaluate the performance of di�erent language
models, including BERT and GPT, in scienti�c paper screening. The primary
research question is to assess their classi�cation accuracy and language
generation capabilities to gain insights into their potential and limitations.
Method: The methodology involves evaluating the models for the speci�c
task of scienti�c paper screening. The dataset comprises 6865 scienti�c
papers with screening decisions provided as ground truth labels. Evalua-
tion metrics such as accuracy and F1 scores are used, along with confusion
matrices, to assess the models’ classi�cation performance. Results: The
results show that the BERT model achieved the highest accuracy and F1
score among the tested models, while GPT-3 Turbo and 4 exhibited lower
classi�cation accuracy and F1 score performance. The processing speeds
varied, with BERT bene�ting from the CUDA framework. Each model pro-
vides, at best, twice as fast as a human coder processing speed of documents.
Implications: The �ndings highlight the importance of prompt engineering
and �ne-tuning in improving language model performance for speci�c tasks.
The study contributes to developing and understanding large language mod-
els in natural language processing tasks, facilitating their e�ective utilization
in scienti�c paper screening tasks.

Additional Key Words and Phrases: ChatGPT, Large Language Models, Nat-
ural Language Processing, Contextual Information Extraction, Machine
Learning

1 INTRODUCTION
In recent decades, scienti�c production has grown dramatically
in practically all research �elds. One of the main reasons is that
research investment has increased, which has given more jobs to re-
searchers, and at the same time, provided greater access to scienti�c
databases such as WoS or Scopus[23]. All this results in a mass of
scienti�c publications that often leads to infoxication, the inability
to �nd what one is looking for due to the volume and dispersion
of information. Therefore, literature reviews take on extraordinary
value because they allow ordering knowledge so we can all progress.

A well-known problem when doing Systematic Literature Re-
views is the signi�cant amount of time necessary to invest in iden-
tifying and selecting papers. This issue is named the "screening
problem". There exists a case in which a researcher has a large num-
ber of chosen scienti�c papers he would like to review to assess
if they �t the research that is currently ongoing. Factors such as
a large number of documents and the possibility of human error
could lead to the researcher determining the wrong information
from the papers. The research would automatically lose a signi�cant
percentage in its e�ciency, as researchers would draw inaccurate
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conclusions. The paper of Kevin E.[3] serves as an excellent ex-
ample that screening di�erent scienti�c papers is one of the most
time-consuming parts of the review process. De�ning that the sys-
tematic literature review takes on average 33 days for thousands of
articles. This study will investigate using state-of-the-art language
models like ChatGPT and alternatives to expedite the process of
categorizing scienti�c papers and extracting relevant information.

State-of-the-art language models like ChatGPT[20] are designed
to process and analyze natural language data. These models employ
natural language processing (NLP) andmachine learning approaches
to �nd patterns and relationships within the text, allowing them to
hold high-level textual discussions.

Interesting research for a similar question, what is the e�ciency
of a large language model, came from China by Hangcheng et al.[11],
which has researched the e�ectiveness of the Paragraph-BERT-CRF
framework. Their test was de�ned by using di�erent paragraphs of a
scienti�c paper and retrieving contents. The results were impressive,
97% They argued that, because of the use of a pre-trained language
model, there are ways to optimize the system (to gain a better
performance). Although this paper shows the e�ciency of a large
language model in subtracting information from scienti�c papers,
the new generation of state-of-the-art models like ChatGPT has
made substantial improvements to their systems over the last few
years. This research backs up the idea that a large language model
could extract more contextual information from a scienti�c paper
given more context.

According to a recent paper, ChatGPT and GPT-4 represent large
language models (LLM) from the GPT series that can be �ne-tuned
on speci�c tasks and domains[16], including scienti�c papers. The
authors noted that key innovations such as large-scale pre-training,
instruction �ne-tuning, and reinforcement learning from human
feedback have contributed to the success of these models across
diverse domains.
The solutions mentioned above are insu�cient. This paper will

research this problem in the context of the screening problem of sci-
enti�c papers. The problem arises from the large number of scienti�c
papers published; the load of a researcher increases from one day
to another. This study addresses the growing need for automated
tools to expedite the extraction of relevant information from the
ever-growing body of scienti�c literature. Despite the complexity
of these issues, the imperative for language model improvements
is undeniable. Having now stated the problem statement, we can
determine the following research question:

To what extent can state-of-the-art language models such as Chat-
GPT accurately identify and extract more contextual information from
scienti�c papers, and what are the potential bene�ts and limitations
of using language models for this task?

We can split this research question into multiple sub-questions.
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(1) What are the key features of state-of-the-art language models
such as GPT-4, and how does it di�er from earlier models?

(2) What are the bene�ts and limitations of using language mod-
els for research paper classi�cation, and how do these com-
pare to other classi�cation methods, such as human coding?

(3) How accurate are language models in retrieving informa-
tion from scienti�c papers, and how does this accuracy vary
depending on the speci�c model used and the additional in-
formation available?

(4) What are the potential applications of using language models
to retrieve information from scienti�c papers, and how might
this impact the �eld of research?

(5) How can the accuracy of language model classi�cation be im-
proved, and what techniques or approaches are most e�ective
in achieving this improvement?

This scienti�c paper aims to determine the e�ciency of large
language models in aiding researchers in their screening problem.

Firstly, it is essential to help the reader understand and to be on the
same level when concluding. Therefore, chapter 2 has been created
to create some common ground of understanding on this topic.
This chapter overviews state-of-the-art language models such as
ChatGPT and BERT. Discuss the potential bene�ts of using language
models for extracting contextual information from scienti�c papers,
such as improving information retrieval, enabling better data-driven
decision-making, and accelerating scienti�c discovery. Discuss the
potential limitations and challenges of using language models for
this task.
Secondly, Chapter 3 discusses the Methodology used in this re-

search. This chapter discusses the tests conducted to determine the
e�ciency of the large language models and the metrics used to
evaluate said models, respectively. Our �ndings will be presented
in Chapter 4, followed by a detailed discussion in Chapter 5 and
conclusions in Chapter 6

2 BACKGROUND
The emergence of the latest iteration of Chat GPT, known as GPT-4,
has garnered signi�cant attention and acclaim. Notably, this ad-
vanced system has demonstrated remarkable capabilities on par
with human abilities in various domains. Although fundamental
inquiries regarding the potential replacement of humans by AI and
the extent to which AI can enhance human performance remain
open-ended, it is crucial to shift our attention to the evaluation of
state-of-the-art large language models, such as GPT-4, in terms of
their ability to attain a level of performance comparable to that of
humans.
Despite GPT-4’s comprehensive API, exploring other language

models for diverse perspectives on performance and e�ciency is
vital. Since it would be great to implement a language model in-
side Excel, we would have to look for systems that have an API
implemented. Systems that have an API similar to GPT-4 are: Cloud
Natural Language API by [8] and Language Understanding (LUIS)
API from [18]. After thorough research on this API, Microsoft will
retire LUIS in 2025 and be replaced it with the improved and closer
state-of-the-art system, Conversational language [19]. This new sys-
tem takes a di�erent approach than the previous model because it

uses Conversational language understanding (CLU) technology de-
veloped by Microsoft. CLU is a cloud-based API service that applies
machine-learning intelligence to build natural language understand-
ing components. [2] Chat could also represent a decent alternative,
but Bing Chat is built on top of GPT-4.

2.1 Paper screening
Scienti�c paper screening has evolved through various traditional
methods and recent advancements. A notable shift in this process is
the focus on abstract screening, a technique that reduces decision-
making time and provides ample information about the study.
This paper provides guidelines for abstract screening in system-

atic reviews and meta-analyses, an essential aspect of conducting
a high-quality and comprehensive review. The authors emphasize
the importance of a disciplined and consistent approach to abstract
screening, which can be time-consuming. The paper provides tips
for abstract screening and highlights the need for guidelines to en-
sure a rigorous process.[22] Removing the other chapters and only
reading the abstract helps tremendously in deciding. In addition to
the guidelines for abstract screening, researchers have to be more
explicit with information when writing the abstract such that there
is no need for contributors to read the whole paper to understand
what the content will be.

This paper provides an updated reporting guideline for system-
atic reviews that re�ects advances in methods to identify, select,
appraise, and synthesize studies. The Preferred Reporting Items
for Systematic Reviews and Meta-Analyses (PRISMA) statement
was �rst published in 2009 to address poor reporting of systematic
reviews. The PRISMA 2020 statement comprises a checklist of 27
items recommended for reporting in systematic reviews and an
"explanation and elaboration" paper providing additional reporting
guidance for each item.[21]

2.2 NLP and screening papers
"Natural language processing" is a branch of arti�cial intelligence
focused on how computers can process language as human beings
do. The development of NLP technology was initiated with Alan
Turing’s 1950 paper [26], proposing the Turing test, a cornerstone
for arti�cial intelligence algorithms. This step represents one of
NLP research’s (if not the one) most important aspects. Seventy
years later, NLP is one of the hottest areas of AI thanks to many
applications such as text generators, chatbots, and text-to-image
programs that produce photo-realistic images of anything describ-
able. NLP is also used in conversational agents like Siri and Alexa.
Furthermore, Google uses NLP to improve search engine results and
has added multiple functionalities to the system, as seen here [9].
Using NLP technology, we can summarize/extract information from
a text/scienti�c paper. Previous research has demonstrated that NLP
has a high chance of correctly summarizing abstracts, as shown by
the previous research on this topic, where a developed NLP algo-
rithm could retrieve keywords from an abstract of a scienti�c paper
with decently high accuracy. We can also draw this conclusion from
the paper of Basili et al., [1], where he performed extensive research
on the e�ciency of NLP classi�cation of text. Depending on the
di�erent methods used, this process can be around 70% accurate. In
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Table 1. Results of Paragraph-BERT-CRF framework

Test Result
Precision 97.45%
Recall 97.44%
F1 Score 97.44%

contrast to this, this paper created by Dangovski et al.[5] at MIT
shows that the developed neural network that can read scienti�c
papers (in technical jargon) and summarize the chosen text in a
couple of easy-to-understand sentences.
In G. Hangcheng’s study[11], the e�ciency of the BERT model

was evaluated by identifying key elements in scienti�c paper ab-
stracts such as purpose, method, results, and conclusion. The results
of this study are available in Table1. Other papers discuss various
algorithms to classify research papers [3] [14].

2.3 Literature gaps
Several recent studies have examined the accuracy and e�ectiveness
of language models in processing scienti�c papers. For example, a
team of scientists at MIT and elsewhere developed a neural network
that can read scienti�c papers and render a plain-English summary
in a sentence or two [5]. Another study used the GPT-3 language
model to automatically generate summaries of scienti�c papers
and discovered that the model could accurately capture essential
information from the scienti�c papers [10].

This study investigates the performance of Large Language Mod-
els (LLMs) in biomedical tasks, but they have yet to be adequately
investigated for more speci�c biomedical applications[4]. This study
investigates the performance of LLMs such as the ChatGPT family
of models (GPT-3.5s, GPT-4) in biomedical tasks beyond question-
answering.
While state-of-the-art language models have shown promising

results in processing information from scienti�c papers, limitations
remain. For example, scienti�c papers often contain technical jar-
gon that can be di�cult for these systems to interpret. Additionally,
language models may need help to capture the nuances and com-
plexities of scienti�c arguments and hypotheses. There needs to be
more literature researching how e�cient are state-of-the-art lan-
guage models in extracting information from a text or, in the case
of the research problem, from a scienti�c paper.

RQ1:What are the key features of state-of-the-art language
models such as GPT-4, and how does it di�er from earlier
models?

According to a research paper [29], GPT series models, including
GPT-4, have exceptional natural language processing capabilities.
These models have gained considerable attention due to their abil-
ity to generate human-like responses. However, the research also
suggests that the overall ability of GPT series models on natural
language understanding tasks does not increase gradually as the
models evolve, especially with the introduction of the RLHF train-
ing strategy. While this strategy enhances the models’ ability to
generate human-like responses, it also compromises their ability to
solve some tasks. The paper evaluates the performance of six GPT
series models across nine di�erent natural language understanding

tasks. The research suggests that there is still room for improvement
in model robustness.
RQ2: What are the bene�ts and limitations of using lan-

guagemod- els for research paper classi�cation and how these
compare to other classi�cation methods, such as human cod-
ing?

Language models have become increasingly popular for research
paper classi�cation due to their ability to understand and generate
text. These models can recognize, summarize, translate, predict, and
generate text and other content, making them useful for various
applications in healthcare, software development, and other �elds
[25]. One of the bene�ts of using language models for research paper
classi�cation is their ability to process large amounts of data quickly
and accurately. They can also identify patterns and relationships in
the data that may not be immediately apparent to human coders.
However, there are also limitations to using language models for
research paper classi�cation. One of the main limitations is that
language models may only sometimes be able to accurately interpret
the context of the text they are analyzing, leading to errors in clas-
si�cation. Language models may also need help capturing nuances
such as technical language. When comparing language models to
other classi�cation methods, such as human coding, it is vital to
consider the strengths and weaknesses of each approach. Human
coding can be more accurate in cases where the text context is com-
plex or ambiguous. However, it can also be more time-consuming
and expensive than using language models [24]. Ultimately, the
best approach will depend on the speci�c research question and the
resources available for classi�cation.

RQ4: What are the potential applications of using language
models to retrieve information from scienti�c papers, and
how might this impact the �eld of research?
Language models have vast potential in retrieving information

from scienti�c papers, with applications like knowledge retrieval
and clinical decision support in medicine [25]. Researchers can train
large language models in biology to understand proteins, molecules,
DNA, and RNA. Additionally, scaling and maintaining large lan-
guage models can take time and e�ort. Overall, the potential ap-
plications of using language models to retrieve information from
scienti�c papers are vast and could signi�cantly impact the �eld of
research. However, it is essential to consider these models’ strengths
and limitations carefully and ensure they are used ethically and re-
sponsibly.
Overall, using state-of-the-art language models in processing

scienti�c papers is an active area of research. There is ongoing work
to determine and improve the accuracy and e�ectiveness of these
models.

3 METHODOLOGY
The constant improvement of this system facilitates the use of the
GPT API. The decision to utilize GPT-4 in this study stems from
its superior performance in natural language processing. To �ne-
tune the model using prompt engineering techniques[15], aligning
the model with the speci�c task of scienti�c paper screening. This
task-oriented �ne-tuning is anticipated to produce more accurate
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predictions, which is the primary research question this study seeks
to answer.
The dataset used in this study is an extensive collection of 6865

scienti�c papers, each �lled with rich information, from the paper ID
to categories of science. It also includes the screening results, which
detail each paper’s inclusion/exclusion decision. These decisions
are the ground truth labels we will use to train and evaluate the
model. The dataset and the code used in this paper can be found in
the re�erences[6].
This study falls under the umbrella of quantitative research. We

aim to analyze GPT-4’s e�ectiveness in paper classi�cation by com-
paring its predictions with the ground truth labels from our dataset.
To evaluate the model’s performance, we focus on two main aspects:
its classi�cation performance (measured through accuracy and F1
score) and its language generation capabilities (measured through
�uency and coherence) see Section3.2. Our key evaluation metric
will be the confusion matrix, which provides a comprehensive view
of the model’s classi�cation performance. By assessing these as-
pects, we hope to comprehensively understand GPT-4’s potential
and limitations in scienti�c paper screening.

3.1 Data Processing
The provided corpus for this research consists of a public database
containing scienti�c papers and meta-data regarding its context.
The dataset is divided into two parts: Paper Data and Screening
Results. The former provides the raw text and metadata for each
paper, while the latter contains the screening decisions made by
human experts. For a better overview of the dataset check Appendix
A.3.

Creating a label speci�cally for each entry is necessary for the
evaluation methods. We will follow the Decision column in this
paper and label it accordingly. (0 - Included, 1 - Excluded, 2 - Not
Sure) The categories for classi�cation are imbalanced. To address
this issue extra safety steps have been taken to address this issue.
Even if a model predicts only the majority class for all instances, it
can achieve high accuracy due to many negatives[12]. Therefore,
accuracy should not be the sole evaluation metric. To combat this,
the best metric for this issue we will use is the F1 score because
metrics under the ROC curve (AUC-ROC) are more informative
than accuracy[27]. To conduct the evaluation based on the paper’s
abstract, it is necessary to make sure that the paper’s abstract is ex-
istent. Therefore, scienti�c papers without an abstract are removed
from the dataset.

3.2 Evaluation
When de�ning evaluation criteria, it is essential to consider var-
ious aspects of the language model’s performance. For example,
evaluating the model’s language generation capability may involve
assessing factors such as �uency, coherence, grammaticality, and
the ability to produce contextually appropriate responses.
Additionally, evaluating the model’s understanding and com-

prehension can involve assessing its ability to accurately answer
questions, provide relevant information, and demonstrate a grasp
of context and nuances. By de�ning clear and robust evaluation
criteria, we can e�ectively assess the strengths and limitations of

Table 2. Results Comparison of the models based on Abstract

Model Accuracy (%) F1 Score (%) N0 Samples
bert-base-uncased 83.00 83.00 6863
GPT 3.5 Turbo 74.22 75.69 5524

GPT-4 62.24 61.98 510
GPT-4 (modi�ed) 60.77 61.68 1104

Fig. 1. F1 Scores of BERT trained with di�erent batches.

large language models and facilitate their continual improvement
and development.

3.2.1 Accuracy. Accuracy is a straightforwardmetric that measures
the overall correctness of predictions. It is calculated as the ratio
of correct predictions to the total number of predictions. Accuracy
does not consider the speci�c types of errors made by the model. Ac-
curacy can be misleading when the dataset is imbalanced, meaning
some classes have signi�cantly more samples than others.

3.2.2 F1 Score. The F1 score is a metric that considers both preci-
sion and recall, two critical measures in binary or multiclass classi-
�cation tasks. Precision is the ratio of accurate positive predictions
to the total predicted positive instances. It measures how many of
the predicted positive cases are positive. The recall is the ratio of
accurate positive predictions to the total actual positive instances.
It measures how many of the actual positive instances are correctly
predicted. The F1 score is the harmonic mean of precision and recall.
It provides a single metric that balances precision and recall, making
it useful when both measures are important. The F1 score ranges
from 0 to 1, with a value of 1 indicating perfect precision and recall
and a value of 0 indicating poor performance.

4 RESULTS
One of the alternatives discussed before in the document refers to
the use of BERT to solve the classi�cation problem. The problem
with using BERT is that it o�ers already pre-trained models that
make it hard to use them for di�erent tasks. There are models for
speci�c tasks such as translating, classifying, summarizing, ques-
tion answering and many others. For testing a classifying model has
been used bert-base-uncased. The model has not been �ned-tuned
and therefore uses a prede�ned model that is available on Hugging-
face. Huggingface is a community-made website where people and
companies can share their created models. After the epoch, we can
determine di�erent evaluations for the model such as accuracy and
F1 score. See Table 2 for the results.
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Fig. 2. Accuracy of BERT trained with di�erent batches.

Fig. 3. Accuracy of BERT trained with di�erent batches.

Fig. 4. Evaluation Loss of BERT trained with di�erent batches.

CUDA is a platform developed by NVIDIA, which allows software
developers to leverage the parallel processing capabilities of NVIDIA
GPUs. This results in a signi�cant speedup compared to CPU-based
computations. This framework improves the performance of the
algorithm in all aspects that comprise it: training and evaluation.
For the purpose of discussion, the Evaluation Loss results are

shown in Figure 3. Results of the BERTmodel for pre-de�ned batches
can be seen here 1 and 2. These �gures show the F1 Score and the
Accuracy of the model for a given batch. Evaluation for the model
has been done for more variables such as Author Keywords and Title
which can be seen here in the Appendix A.1. Tests of the models
with random dataset batches; the results are available in Appendix
A.2 (Figures 12, 10, 11) Results of the evaluation loss of the model
after training can be seen in Figure 4. Comparing these results to
the ones found in the Evaluation Loss on the prede�ned batches
(See Figure 3).

Utilizing the GPT-API framework is easier compared to using
BERT models. The �ne-tuning of the GPT models is more inclined
to the use of given prompts (Prompt Engineering). Compared to

Fig. 5. Confusion Matrix GPT-3.5-turbo.

BERT models where the �ne-tuning process is made out of training
the model for a speci�c task.
After extensive modi�cations of the prompt to feed the GPT-

API, we have selected a prompt that can answer the classi�cation
problem with a number. This process also helps lower the cost of
the use of the API by decreasing the number of tokens used.
The test for the confusion matrix has been done on a sample of

5524 elements. Figure 5 shows the results of the test. The Matrix
shows that the most picked answer was to Include the scienti�c
paper, by making use of the darker blue colour of the entry such as
a heat map. The second most predicted answer was to Include the
papers when the actual answer was to Reject them. A more in-depth
discussion can be found in Section 5.
Sadly, we did not get access to the GPT-4 API key to easily de-

termine the results of the model. Therefore, the only option left
was to buy the ChatGPT subscription which allows users to use
the GPT-4 through the user interface on the website. This means
that to conclude a result of the GPT-4 the only option left was to
manually give the prompt and the necessary information in the user
interface and manually input the results in an Excel spreadsheet.
This requires more time to evaluate GPT-4 model. Results of the
GPT-4 model can be seen in Table 2 and the confusion matrix can
be seen in Figure 6.
The speed of using these large language models is faster than

the processing speed of a human. Recorded when classifying the
data, we use the time it takes for a human to complete the task
as ground truth in this paper. Table 3 shows the time it takes to
process a document based on Title or Abstract. The speed of BERT
is only improved drastically when using the CUDA framework. In
comparison, the GPT-API performs faster out of the box, but the
model is more dependent on the usage of the API, which can make
the responses of the model take longer than expected.

5 DISCUSSION
Based on the results in Table 2, BERT LLM demonstrates promising
performance in classifying scienti�c papers. However, our evalua-
tion reveals inconsistencies across batches, likely due to prede�ned
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Fig. 6. Confusion Matrix GPT-4.

Fig. 7. Response of GPT-4 determining the Dependent and Independent
variables.

Table 3. Comparison of Processing Speeds

Model Task Time (seconds)
Human Abstract 20

Title 8
BERT Both 0.63

GPT 3.5 Turbo & 4 Both 0.26 - 30

batch con�guration. Randomized batches were also evaluated, pro-
viding additional insight into the model’s performance (Appendix
A.2).

Despite not applying �ne-tuning, the model exhibits consistent
F1 Scores and accuracy across speci�c batches (Figures 1 and 2). We
observed a drop in accuracy to 83.3% for batches 1,3 and 9, whereas
other batches reached 100%. This may suggest a need for �ne-tuning

and model training on task-speci�c data to improve performance
further.

These results might behave like this because of multiple reasons.
Because themodel is already pre-trained, it already has some general
knowledge about answering similar questions. Training the model
at least once with the data to be used to feed the model is still
necessary. Therefore, it has a simple idea of the data and how it
should work. Another reason could be the need to train the model
longer. This task is vital for any NLP-speci�c tasks.

Following the evaluation of the BERT model, an evaluation of the
GPT model has to be conducted. Firstly, a discussion on the GPT 3.5
turbo will be done. Compared to the previous models of GPT, this
model performs better and faster in every task. Therefore, the other
models have yet to be tested. Figure 5 shows the confusion matrix
of the classi�cation task de�ned before. This matrix showcases
the most common answer for each label with the actual value and
the predicted value in a heat-like map. Figure 5 shows the most
common answer as "Included." On the other hand, there is a slight
disagreement between the correct and predicted answers, as seen
in Table 2.

Continuing with the OpenAI models, we will discuss GPT-4. Con-
ducting the same tests for both models greatly shows us the di�er-
ence. From Figure 6, we can see the confusion matrix and, in Table 2,
the results of the GPT-4 model. The results show decreased accuracy
and F1 score when using the newer model. The confusion matrix
of the newer model shows a more detailed view of the predicted
results. We observe that the model is more in line with the ground
truth. This fact can be seen from the third most chosen element,
predicted 1 - actual 1. Comparing this element to the third most cho-
sen element of the GPT-3.5 model predicted 1 - actual 0. As stated,
the labels used for this classi�cation problem were: 0 - Included, 1 -
Excluded and 2 - Not Sure. There was a discrepancy between the
choice of the algorithm to Exclude papers that were Excluded.

Given the high expectations of OpenAI models, the modest results
warrant a critical analysis.

The �rst point to argue would be the correctness of the provided
prompt, in other words, the context. The algorithm might overlook
some details when making decisions because of the need for more
information in the prompt. Although, with the modi�ed prompt,
the model can classify better when papers should be Rejected when
they were Rejected. Even with a more potent prompt, the accuracy
did not improve but decreased. This discussion about the prompt
refers to the previously mentioned Prompt Engineering [15].
Another functionality tested in this paper was to see if the data-

base could be expanded with more useful information, such as
Independent and Dependent variables. To do it is more compli-
cated because it’s hard to place the answers of ChatGPT in a data
frame. This problemmight be solved by working on a very elaborate
prompt. However, we can check whether ChatGPT can provide this
information for the user.

The dataset provided was updated with more information about
around 60& of the total number of papers. This dataset tracks the
papers and assigns each paper what independent and dependent
variables are tracked in the paper in addition to the context the
paper is situated. The variables were divided into speci�c parts to
have a more harmonious dataset.
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Considering this paper with id s_1183 where it has been assigned
the Context of the paper: Education, Independent variable: Diversity
Nationality and Personality Traits and the Dependent variable: Not
speci�ed. Comparing the results of the screening of this paper to the
response of the GPT-4 Model in Figure 7, we can determine that the
model is not far from the truth. The Model determines the context of
the paper and Independent variables correctly, but it seems that the
model has found more variables that �t the paper. The researchers
screened this paper and decided that the dependent variable is not
speci�ed, but the model can determine 5 dependent variables.

It’s necessary to have more comparison points to come up with a
conclusion to determine if the model can help researchers expand
their database. Therefore, another example is provided in Appen-
dix A.1 for the paper with id s_0459. This paper has been classi�ed
with the following information: the context is Education, and the
Independent Variables are: Personality Traits and Team Trust. De-
pendent Variables: Satisfaction. These results cannot be evaluated
because of how the dataset is created and how the model answers.
Therefore we have checked the outputs with the ground truth and
decided that GPT-4 can improve the dataset with more information
about the scienti�c paper.
RQ3: How accurate are language models in retrieving in-

formation from scienti�c papers, and how does this accuracy
vary depending on the speci�c model used and the additional
information available?

As presented in this research, the accuracy of language models in
retrieving information from scienti�c papers ranges between 60 and
80%. It’s important to note that this accuracy largely depends on the
prompt given to the large language model, particularly for models
like those from OpenAI that necessitate detailed prompts. Giving
the model more contextual information about a speci�c scienti�c
paper increases the chances of a correct decision. It also increases
the price to be paid when using this service.

RQ4:How can the accuracy of languagemodel classi�cation
be improved, and what techniques or approaches are most
e�ective in achieving this improvement?
The accuracy of language models in classifying scienti�c pa-

pers can be improved by providing the model with a more detailed
prompt and more contextual information about the speci�c query.
Techniques such as Chain-of-Thought Prompting [28] and Few-Shot
Learning [17], as suggested by the study on Prompt Engineering [15],
o�er e�ective strategies for achieving a more productive prompt.
Ethical issues that might arise by using large language models

are the creation of bias in the algorithms and the struggle for recog-
nition.
Bias is one of the biggest problems arising from using arti�cial

intelligence algorithms. To lower the bias’s impact when using the
algorithms, they are a couple of key points where researchers and
developers must be cautious. These key points are data collection
and training of data. As discussed previously, if the data collection
is done poorly and the person in charge is biased, the algorithm
can implicitly inherit these ideas. As for the training of data, if the
data used to train is biased, the algorithm can learn these traits to
be biased. To solve this problem, researchers and developers must
be careful when developing arti�cial intelligence algorithms. To
reduce the impact of bias, ethical thinking must be at the project’s

forefront. This paper by [13] analyses arti�cial intelligence ethics.
Researchers can use this overview of ethical arti�cial intelligence
to be used in the project lowering the impact of any unethical bias
to be added to the algorithm.
The issue regarding the struggle for recognition arises for a re-

searcher when using a machine learning algorithm to evaluate or
answer a question. A great paper showcasing how the Internet has
a�ected us is "Social Implications of the Internet" by [7] The strug-
gle for acceptance in the scienti�c world is ongoing. Historically,
acknowledgement was frequently linked to one’s standing in the
academic hierarchy, with older researchers gaining more recogni-
tion than novice researchers. However, technology has begun to
disrupt this hierarchy. Using a new machine learning algorithm can
be seen by other researchers as the inability of the person to come
up with their conclusion. Therefore, they would only accept the
researcher’s �ndings if he determined these results.

6 CONCLUSIONS
In summary, our evaluation of BERT and GPT-based models for
scienti�c paper screening demonstrated a commendable accuracy,
ranging from 60% to 80%. This opens up opportunities for employing
such large language models (LLMs) to facilitate the initial paper
screening process, freeing up researchers’ time for more in-depth
analysis.

Our �ndings resonate with the existing literature, corroborating
the e�ectiveness of LLMs in complex tasks requiring high-level text
comprehension and decision-making. Moreover, our research show-
cases that the performance of these models is heavily in�uenced
by the quality of the prompts, underlining the relevance of Prompt
Engineering for LLMs.
Despite its strengths, our approach has its limitations. For in-

stance, while using pre-trained BERT models through Huggingface
proved bene�cial, it restricted the ability to �ne-tune the models for
our speci�c task.
Further, the research shed light on the importance of having a

well-crafted prompt when using OpenAI’s GPTmodels. Notably, our
initial attempts using GPT-3.5 Turbo and GPT-4 revealed mediocre
results, underlining the crucial role of Prompt Engineering. Our ex-
plorationswith Chain-of-Thought Prompting and Few-Shot learning
techniques showed their potential to improve LLMs’ performance.

Turning to the ethical implications of using LLMs in scienti�c pa-
per screening, there are potential concerns about privacy, bias, and
transparency. It is crucial to ensure that these AI models do not per-
petuate existing biases in the literature and can be held accountable
for their decisions. Therefore, ongoing ethical and responsible AI
discussions should accompany any conversation about employing
these models for screening scienti�c literature.
This research makes a substantial contribution to the NLP �eld

by demonstrating the potential utility of LLMs for research method-
ologies, speci�cally for scienti�c paper screening. It provides a foun-
dation upon which further work can be built to optimize the appli-
cation of these models in various research contexts.
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Future research can further delve into improving the accuracy
and e�ciency of these models by exploring alternate training tech-
niques, di�erent architectures, or hybrid models. Additionally, in-
tegrating LLMs into other areas of scienti�c research can open up
exciting avenues. For instance, they could be used for automated lit-
erature reviews, fact-checking in scienti�c discourse, or generating
hypotheses for further investigation.

Overall, our �ndings provide a positive picture for using LLMs in
scienti�c research, with the potential to revolutionize many parts of
the research process. The study’s �ndings highlight the importance
of continued exploration and optimization of these models, bringing
us closer to the era of AI-driven research approaches.
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A APPENDIX
A.1 Appendix A.1

Fig. 8. Scores of Author Keyboard using pre-defined datasets.

Fig. 9. Scores of Title using pre-defined datasets.

Fig. 10. Scores of Keywords.

Fig. 11. Scores of Title.

Fig. 12. Scores of Abstract.

A.2 Appendix A.2

Fig. 13. Response of GPT-4 in determining more information.
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A.3 Appendix A.3

Fig. 14. Overlook of the dataset.
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