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ABSTRACT
Understanding visitors’ preferences for artistic content can help
enhance their engagement and enjoyment of the paintings. To iden-
tify points of interest, we propose to combine an object detection
algorithm in artworks with eye-tracking data from users partici-
pating in a virtual reality (VR) art exhibition. In the first phase, we
fine-tune the object detection model on the two manually collected
datasets to locate objects within the VR exhibition paintings. In the
second phase, we correlate gaze data with object data for statis-
tical analysis to make inferences about users’ regions of interest.
Our findings indicate that participants spent more time looking
at the meaningful objects of the paintings. Several of these object
categories, including Human head, Human hair, Human mouth,
Human Eye, and Person achieve precision scores above 50% after
fine-tuning the object detection model. This shows that using a
computer vision task to identify the areas where participants fix-
ate their gaze holds some promise for gaining insights into user
preferences for artistic content.
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1 INTRODUCTION
In recent years, Virtual Reality (VR) has been studied by a large
number of researchers and has evolved into an immensely helpful
tool in various contexts and industries [1, 40]. In art museums, the
use of VR mainly converges to the reconstruction of environments
that are no longer accessible, such as an artist’s workspace [49] or
the creation of new art forms; communicating existing paintings as
part of the experience is not widely spread [5]. On that account, the
opportunities that can be obtained by exploring current museum
paintings in VR have not been completely realized.

One promising direction for museums is to use immersive yet con-
trolled VR environment [43, 46] to identify users’ points of interest
in exhibition paintings. This allows museums to gain insights into
the public’s content preferences, which can be integrated into some

TScIT 39, July 07, 2023, Enschede, the Netherlands
© 2023 University of Twente, Faculty of Electrical Engineering, Mathematics and
Computer Science.
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.

form of useful knowledge such as knowledge graphs1. The stored
information can then be utilized to adapt the information provided
to exhibition visitors about the artworks. As Swami [50] points out,
"more elaborate, relevant, and content-specific information about
artworks has the greatest impact on understanding, which in turn
affects aesthetic appreciation". Leder et al. [30] likewise emphasize
the role of accompanying information in shaping how paintings are
perceived. Moreover, given the recent transition from the idea of a
collection-oriented museum to that of a visitor-oriented one [42],
tailoring painting descriptions to match user preferences could be
one way to increase their engagement and satisfaction.

One way to gain insights into users’ points of interest is through the
analysis of eye tracking data. In this work, we leverage eye tracking
data collected during a user study at a VR art exhibition. Eye track-
ing allows for the collection of objective data [38] since it provides
a direct measure of where individuals direct their gaze. Moreover,
it has been found to be a good indicator of user preferences in
museums by several academics [6, 38]. Notably, participants of the
VR study exhibited a strong interest in the objects depicted in the
paintings in their post-interviews. Gaze analysis enables us to iden-
tify the specific regions within the artwork that drew the most
attention. In fact, studies by [48] and [2] have highlighted that art
museum visitors often seek information about the content of the
paintings.

Yet, eye tracking data on its own does not provide the semantic
meaning to the areas of gaze. It can indicate where someone is
looking, but it does not contain details about the particular ob-
jects that can be found in the paintings. Without this information,
it is difficult to infer what type of content users prefer, such as
paintings of buildings, people, or animals. It also makes it chal-
lenging to discern whether participants’ fixations primarily focus
on background elements or meaningful areas of the painting. By
meaningful areas of the painting, we mean areas containing objects.
If there is evidence that participants’ gaze was longer on these
regions, we can infer that the participants have a genuine interest
in the painting.

One possible solution to bring the semantic meaning to the areas
of gaze is a manual annotation of objects by human observers.
However, it becomes impractical for larger datasets due to the
time-consuming nature of the task. For this reason, we propose to
combine gaze data with an object detection algorithm to add more

1"Knowledge Graphs are very large semantic nets that integrate various and heteroge-
neous information sources to represent knowledge about certain domains of discourse"
[17].
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meaning to users’ regions of interests. Specifically, our research
aims to achieve two objectives: (1) Assess the feasibility of using
object detection algorithm to detect areas that gain user attention,
and (2) Investigate user content preferences by analyzing gaze data
in combination with object data. We plan to achieve our goals by
answering the following research questions (RQ):

• RQ 1: What is the performance of a state-of-the-art object
detection model on a dataset of VR exhibition paintings?

• RQ 2: What is the relationship between gaze patterns and
meaningful areas of the painting in terms of gaze duration?

In the first phase, we fine-tune the object detectionmodel to identify
and locate objects within the VR exhibition paintings. The model is
fine-tuned on the two datasets for the specific task of detecting ob-
jects in historical artwork.We then perform inference on the dataset
of the VR user study paintings to evaluate the predictions made
by the fine-tuned object detection model. In the second phase, we
utilize participants’ eye-tracking information collected during the
VR user study. Two statistical tests are conducted: (a) to determine
whether participants spent more time looking at the meaningful
areas of the paintings, and (b) to identify whether the type of object
depicted in the painting influenced the duration of their gaze, and
which object gained the most attention. To perform the analysis, we
manually annotate the paintings from the VR art exhibition with
bounding boxes that represent the ground truth for object detection.
Consequently, we can examine if the eye tracking coordinates fall
within the ground truth bounding boxes, revealing the regions of
users’ focus and the corresponding duration. By combining this
information with the earlier object detection predictions, we can
evaluate whether the object detection algorithm can successfully
detect areas that gain user attention.

Our contributions can be summarized as follows: (1) We propose a
method that correlates gaze data and object data to identify users’
points of interest at a VR art exhibition, (2) We evaluate our method
using data from a user study conducted at a VR art exhibition, show-
ing that participants spent more time looking at the meaningful
areas of the paintings, particularly those depicting buildings, (3)
We identify categories of Human head, Human hair, Human mouth,
Human eye, and Person as having the highest degree of readiness
for the combined approach due to their higher object detection
precision scores. However, we acknowledge that using computer
vision tasks like object detection has limitations, including the lack
of art-domain-specific annotated training data. These limitations
need to be addressed first in order to be able to effectively correlate
the object data with gaze data for preference inferences.

2 RELATEDWORK
This section introduces most common object detection frameworks
and their applications in the art domain, and presents several re-
lated works that use eye-tracking to understand user behavior and
attention.

Object detection. Object detection is a computer vision task that
has two objectives: determining whether instances of specific object
categories (such as people, animals, cars) are present in an image,

and localizing the positions of these objects, typically by drawing a
bounding box around them [34].

There are twomain groups of object detection frameworks. The first
group, pioneered by the popular Faster R-CNN model, generates
region proposals (i.e. candidate bounding boxes that potentially
contain objects), which are then classified into different categories
[8]. These models are able to accurately detect objects of various
sizes. However, they face increasing computational complexity as
the number of object candidates increases [11]. The second group
includes models like You Only Look Once (YOLO), which divide
the input image into grid cells, followed by classifying categories
and predicting bounding boxes for each grid cell. YOLO models are
faster since they do not require advanced region proposal genera-
tion but may struggle with detecting smaller objects [11].

Recognizing and detecting objects in artworks has been mainly
associated with the development of large-scale retrieval systems
aimed at supporting historians in their analyses, such as tracing the
evolution of an object’s portrayal over time [8]. Some progress has
been made in the "visual similarity"-based retrieval of paintings,
including the retrieval of images depicting same objects or similar
iconographic elements [9]. Apart from object detection, deep neural
networks have also been widely used to predict artwork attributes.
More recently, Castellano et al. [7] introduced an approach for im-
proving the prediction of artwork style and genre by leveraging
deep neural networks and knowledge graphs. Eyharabide et al. [16]
demonstrated how integrating knowledge graph embeddings with
visual image embeddings can enhance object recognition perfor-
mance on cultural heritage datasets.

Eye tracking. In the VR context, a lot of related work is focused
on evaluating visual attention based on eye tracking data. Mu et
al. [39] investigated participants’ eye gaze while interacting with
abstract VR artworks, and the duration of user attention on specific
artworks was derived as a result. McNamara [35] employed eye
tracking to capture data on the students’ visual attention while
they engaged with the artworks in the augmented reality (AR).
Zhou et al. Al [54] collected eye tracking data with the goal of
developing a deep learning model to predict user attention in a
virtual museum. A similar research was carried out by Li et al. [31],
who have also evaluated other virtual environments besides the
virtual museum.

In real-world settings, there has been a notable increase in research
focused on predicting a user’s object of interest using previously col-
lected gaze data [3, 14, 28]. Building upon that, Cho and Kang [11]
advanced the field by introducing a framework that leverages user
gaze to enhance object detection performance. In addition, attempts
have been made to apply object detection in a real environment to
facilitate visual attention analysis. Kumari et al. [29] used object
detection to assign mobile eye-tracking data to real objects during
a students’ lab course, enabling a better understanding of students’
visual attention patterns. Rong et al. [47] proposed a method to
predict objects that capture drivers’ attention while driving. This is
achieved by generating attention maps based on driver eye gaze
and performing object detection within these areas.
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Current research mainly focuses on using eye-tracking to under-
stand user behavior and attention and even proposes several ways
for gaze-object mappings for the same purpose. However, to the
best of our knowledge, the combined analysis of eye tracking and
object detection data has not been performed in the context of
cultural heritage (CH) art domain. This presents a new opportunity
for using the obtained results to populate the knowledge graphs
of various art exhibitions with both detected objects and user con-
tent preferences, ultimately enabling the creation of personalized
knowledge graphs.

3 VR ART EXHIBITON
In 2020, Museum Rembrandthuis presented the exhibition “HERE:
Black in Rembrandt’s Time“. The goal was to offer a respectful
and realistic depiction of black individuals living in and around
Amsterdam during the 17th century. The 19 exhibition paintings
portray black individuals in central roles, diverging from the preva-
lent stereotypical representations that emerged in later periods.
To investigate user preferences for content, the exhibition was
recreated in Unity VR, providing an immersive experience for 31
participants to explore the paintings2. Leveraging the capabilities
of VR headsets, the user study incorporated eye-tracking technol-
ogy. The eye-tracking data of each participant was subsequently
extracted and stored in the CSV format for further analysis.

The target of our combined method is the dataset of 19 paintings
(referred to as VRPaintings dataset from now on). It serves as both
the test dataset for the object detection model and the source of
eye gaze data obtained from participants.

4 METHODOLOGY
4.1 Object detection model
Faster R-CNN, a Convolutional Neural Networks(CNN)-based ob-
ject detection framework, relies on a Region Proposal Network
(RPN) for efficient region detection within images [44]. The intro-
duction of RPNs made the model much faster than its predecessors,
R-CNN and Fast R-CNN [53]. Nevertheless, it still falls short in
terms of speed and computational costs compared to models like
YOLO v3 and YOLO v4. The original Faster R-CNN architecture
[44] adopts the VGG-16 network (16 convolutional layers) as its
backbone, but can be replaced by deeper backbones, which leads to
better classification results, as well as improved object detection
performance [53]. For instance, ResNet, one of the most success-
ful deeper CNNs, outperforms VGG-16, achieving higher accuracy
while still maintaining lower complexity [24]. ResNet is available
in different depths, including a 50-layer ResNet-50, a 101-layer
ResNet-101, and a 152-layer ResNet-15.

For object detection in paintings, the use of R-CNN networks is
more common than YOLO models, as evidenced by the works of
[13], [26], [22], [36]. Furthermore, through comparative analysis,
it has been shown that the R-CNN network, particularly Fast R-
CNN, tends to obtain greater accuracy on the People-Art dataset3
[51]. On the other hand, YOLO has achieved better performance
2For more details of the study, see [25].
3People-Art dataset is an artistic image dataset that contains bounding boxes for the
single person class [51].

on the Picasso dataset4, suggesting that it may be more suitable
when dealing with abstract forms of art [51]. For our research, we
decided to use Faster R-CNN network, given that (1) the majority
of the paintings involved in the VR study are realistic portraits of
people and (2) smaller object detection may be required for more
precise eye gaze correlation.

4.2 Fine-tuning
In the realm of art analysis applications, transfer learning, partic-
ularly fine-tuning, has emerged as a prevalent approach that pro-
duces state-of-the-art results for different deep learning tasks[9, 21],
including object detection. The technique involves taking a pre-
trained network and adapting its parameters on the new target
dataset [21]. This offers several advantages. First, rather than train-
ing a CNN from scratch, which requires a significant amount of
annotated data [20] and computational resources, fine-tuning takes
advantage of the pre-trained model’s data and its’ understanding
of generic visual features (for example, edges, colour blobs [8]).
Second, fine-tuning can be performed on the custom dataset that is
specifically tailored to the domain, such as the art domain, and task
at hand. In the context of object detection in artworks, fine-tuning is
often performed on the dataset of paintings or artistic images, such
as in the works of [51] [52]. This is to address the cross-depiction
problem [4], wherein object detection models trained on photo-
graphic images may exhibit a decline in performance when applied
to painting images due to domain shift [8]. Fine-tuning on artwork
datasets helps the network learn the art-specific features of the
images.

We use fine-tuning in this work to fine-tune the Faster R-CNN
pre-trained on MS COCO dataset [33] on our two custom-designed
datasets. By using custom datasets, we have the flexibility to select
categories that are specifically relevant to our research interests.
The pre-trained COCO model, on the other hand, is not optimized
to detect these classes. Our datasets are collected from natural im-
ages (not paintings). This is due to the fact that VRPaintings dataset
mostly consists of realistic portraits of people closely resembling
real-life individuals. Additionaly, we aim to detect multiple cat-
egories that are currently not sufficiently annotated in existing
painting datasets.

4.3 Datasets
For the purpose of fine-tuning the Faster R-CNN network, two
datasets are created: one of natural images, the OI dataset, and one
containing art-stylized versions of the same images, the StyleOI
dataset. The StyleOI dataset aims to limit the effect of the aforemen-
tioned cross-depiction problem. In the Results section, we present a
comparative analysis of the network’s performance on both datasets
(subsection 5.2), enabling us to assess which dataset is better suited
for our purposes. Table 1 shows the statistics for the final datasets,
which are split into training (85%) and validation (15%) sets. Exam-
ples of images in the respective datasets can be seen in Figure 1. Each
dataset includes a total of 11260 images, 9571 in the training set and
1689 in the validation set. No testing set is created, as the network
is intended to be tested on the VRPaintings dataset.
4Picasso dataset is a dataset of 218 Picasso paintings that contains bounding boxes for
the single person class [19].
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Table 1: The number of instances per class in the OI and StyleOI datasets

Split Animal Building Dress Hat Eye Hair Hand Head Mouth Person Tree

Train 248 2258 862 171 4684 4175 4104 5868 2373 11516 1496
Val 46 355 174 29 766 660 731 1039 379 1954 230

TrainVal 294 2613 1036 200 5450 4835 4835 6907 2752 13470 1726

Figure 1: Examples of images from the OI dataset (above) and the StyleOI dataset (below)

OI. The OI dataset is a subset of Open Images V7 dataset5, which is
the largest existing dataset with bounding box annotations. Only 11
classes are used in the OI dataset due to the exhaustive search na-
ture of Faster R-CNN and the associated computational challenges
that arise when the number of classes increases [15]. For our class
selection criteria, we consider two factors: a sufficient number of
bounding box annotated examples in the original Open Images V7
dataset (at least 200), and the category’s significance in artworks
of the same genre/century and in relation to future gaze analysis.
To determine the relevant categories based on genre/century, we
utilize the SemArt dataset [18], which contains artistic descriptions
for European fine-art paintings from the 8th to the 19th century.
We filter paintings from the 17th century that belong to one of the
following genres: portrait, genre, landscape. For each genre, we re-
trieve the 15 most frequently used nouns in descriptions, excluding
stop words. After verifying their presence in the OpenImages v7
dataset, we are left with 16 categories for consideration.

Furthermore, in addition to considering classes from SemArt analy-
sis, we decide to incorporate our own ones that can provide interest-
ing insights for the gaze analysis. For instance, SemaArt’s-retrieved
objects are for the most part higher-level categories, such as Person,
Human head; we include more granular ones such as Human eye.
This decision arises from the observation that bounding boxes of
higher-level categories often cover a substantial portion of the im-
age, potentially limiting the precision of visual attention analysis.

5https://storage.googleapis.com/openimages/web/factsfigures_v7.html#object-
segmentations

By considering a hierarchy of objects, we can look at the results
of the attention study from multiple dimensions. For instance, the
bounding box of the Head can serve as a reference frame, indicating
a general class of interest, while the bounding boxes of the Eye
provides more localized region for precise gaze correlation. On
the other hand, the inclusion of smaller object classes can affect
the accuracy of the object detection model. Hence, we can further
investigate the trade-off between object detection performance and
the benefits yielded in gaze analysis.

In the end, we allocate 7 spots for categories obtained through
SemArt analysis and 4 spots for our own categories. The rationale
for our selection is summarized in Table 4 and Table 5.

In the original Open Images V7 dataset, some categories (Animal,
Hat) have fewer annotated examples than others. For these cat-
egories, we take all the instances present in the original dataset.
However, even after doing so, the class imbalance remains, which
can cause variations in object detection performance across differ-
ent categories. In fact, limited data availability is one of the main
challenges of the object detection task. The Person category is
deliberately oversampled by us. This is because if the model can
successfully identify a person in the painting, it can learn to corre-
late the person’s presence with specific body parts such as hands.
The model can utilize this knowledge the next time it encounters
an image with an identified person to infer the likelihood of certain
body parts being present.

StyleOI. The StyleOI dataset consists of the same number of in-
stances and classes as the OI dataset. The key distinction is that

https://storage.googleapis.com/openimages/web/factsfigures_v7.html#object-segmentations
https://storage.googleapis.com/openimages/web/factsfigures_v7.html#object-segmentations
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images are stylized to look like artworks by performing AdaIn style
transfer using the script by [37]. This methodology aims to address
the cross-depiction problem [4] related to the domain shift from
natural scenes to art scenes. The stylized images can bridge this
gap by preserving the semantic information of the objects, but also
capturing the unique visual features inherent in artworks, such as
texture and colour6. Building uponwork by y Kadish et al. [26], who
reported significant improvements in detection performance on the
People-Art dataset when fine-tuning the Faster R-CNN network
on the stylized dataset, our study extends the investigation beyond
the single person class. We test whether stylization process can
yield better results across multiple object categories. To generate
the StyleOI dataset, we use VRPainings dataset as the source of
stylized images, while the OI dataset serves as the source of input
images. Each input image undergoes a single style modification
with a stylization weight of 1, while preserving the image’s original
size and crop configuration.

To facilitate training and future evaluation, OI and StyleOI datasets
are exported from the Open Images annotation format to the widely
adopted COCO (Common Objects in Context) [33] format. COCO
stores image annotations in JSON format. We also follow a directory
structure typical to a COCO dataset, i.e. we have a top-level dataset
directory which contains (1) our raw image data and (2) a json file
with the relevant image annotations, including bounding box and
category information.

4.4 Gaze-object correlation
4.4.1 Gaze data processing. To obtain the gaze data for further
gaze-object analysis, we process the data from the 31 participant
CSV files (one file per participant). Each painting is represented as a
grid of 100 by 100 cells in the CSV file, where each cell represents the
duration of gaze at a specific coordinate within the painting (i.e. the
coordinate belongs to that cell). The rows and columns in the CSV
file are used to calculate the corresponding x and y coordinates for
each gaze point - these are the centers of the gaze points. We filter
out coordinates with gaze durations less than 0 as we want to focus
our analysis on areas of user interest rather than areas that were
ignored. The resulting gaze center coordinates 𝑥1𝑦1, 𝑥2𝑦2, ...𝑥𝑛𝑦𝑛 ,
along with their corresponding durations 𝑑1, 𝑑2, ...𝑑𝑛 are stored in
gaze arrays 𝑔𝑎𝑧𝑒𝐷𝑎𝑡𝑎𝑢𝑖,𝑝𝑖 = {𝑥1𝑦1𝑑1, 𝑥2𝑦2𝑑2, ...𝑥𝑛𝑦𝑛𝑑𝑛}, where u
represents the participant/user and p represents the painting. This
enables us to retrieve the data at later stages.

4.4.2 Manual object annotation. Object data is prepared by man-
ually annotating the paintings from the VR art exhibition with
bounding boxes that represent the ground truth for object detection.
CVAT annotation tool7 is used for this purpose and we export the
annotated data to the previously mentioned COCO format. The
categories are the same as in the two datasets created to train the
object detection model. This is to ensure that we can later eval-
uate whether the object detection model predictions can be used
as a substitute for manual annotation of the dataset. We make a
distinction between the Person and Human head categories in the

6This helps CNN backbone network (that Faster R-CNN relies on) learn and encode
the characteristic features associated with those textures and colors.
7https://www.cvat.ai

following way: if only a bust (head and shoulders) is visible, the
painting is only annotated for Human head; if additional body parts
are visible, the painting is annotated for both the Person and Hu-
man head categories. This distinction enables further investigation
into whether viewers are more drawn to paintings that focus on
facial features or expressions, or if they prefer paintings in which
the human presence is intended to tell a more general story - for
example, through specific items of clothing or what the person is
holding in their hands.

4.4.3 Visual representation. In the next step, we provide a visual
representation of our findings by plotting the bounding boxes and
gaze data together over the artwork. Gaze data is represented as
heatmap overlays over the paintings; such heatmaps are widely
recognized as an effective means of visualizing human attention
[39]. To generate the heatmaps, we plot the circles around gaze
point centers using theMathplotlib Python library. The radius of the
circle is determined by radius = min(unitWidth, unitHeight)/2 where
unitWidth and unitHeight are obtained by dividing the painting’s
width and painting’s height by 100, respectively (since there are
100 × 100 grid cells). This ensures that one gaze point corresponds
to one painting unit.

4.4.4 Statistical analysis preparation. Once the gaze data and object
data are created, they are related for further statistical analysis.
Specifically, for each gaze point, we check whether it falls within
any of the object bounding boxes (including their borders) for
the painting. In our initial runs, we compared the boundaries of
the circle (gaze point center ± radius) with the boundaries of the
bounding box, which excluded gaze points whose circles were only
partly within the bounding boxes. While this approach may be
suitable for larger bounding boxes, where the object within them
is typically not located right at the margin, it may not provide
the most accurate results for smaller bounding boxes. In the latter
scenario where the object is bounded with minimal padding, each
gaze point is of high significance, and omitting even one of them can
lead to different interpretations in the degrees of user interest. To
address this, in our final calculations used for the results section, we
examine if the gaze point center (i.e. one𝑥𝑖𝑦𝑖 coordinate) rather than
the entire circle falls within the bounding box. Figure 2 illustrates
when the gaze point is considered as being within the bounding box
("on-object") and when it is viewed as being outside the bounding
box ("out-object").

For gaze points marked as "on-objects," we collect information on
the categories of the bounding boxes that the gaze point falls within,
as well as the duration of that gaze point. A single gaze point can be
located within multiple bounding boxes (i.e. multiple categories);
while we store all the categories associated with the gaze point,
we only record its duration once. For gaze points marked as "out-
objects," we only collect information on the duration of that gaze
point since there is no associated bounding box. To enable statistical
analysis of user interest, the gathered data is used to calculate the
following values for each pair of painting p and user u:

(1) Total gaze duration on objects: The sum of durations for all gaze
points marked as "on-object" within the painting. The cumulative
time provides an impression of the general interest of the particular
participant in the objects of the particular artwork.

https://www.cvat.ai
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Figure 2: Schematic illustration of deciding whether a gaze
point is within a bounding box.

(2) Total gaze duration outside objects: The sum of durations for
all gaze points marked as "out-object" within the painting. When
compared to the time spent on areas containing objects, it is possible
to get a sense of the proportion of attention given to meaningful
areas versus the overall painting by each participant.

(3) Average gaze duration on objects: Total gaze duration on objects
divided by the number of gaze points marked as "on-objects". We
include this measure because, unlike the previous ones, it is less
sensitive to outliers in the gaze durations, making it more suitable
for performing statistical tests on the combined participant data
(discussed in subsection 4.5).

(4) Average gaze duration outside objects: Total gaze duration out-
side objects divided by the number of gaze points marked as "non-
objects". This data is evaluated together with average gaze duration
on objects to get an impression of the overall engagement of all
participants.

(5) Gaze duration per object: The previous measures do not take into
account differences in the amount of time spent on different object
categories. Therefore, we also compute average gaze durations per
specific object, allowing us to compare the relative engagement
with different objects within the painting.

4.5 Gaze-object statistical analysis
4.5.1 Meaningful versus non-meaningful areas. For our statistical
analysis, we investigate whether the difference in gaze durations
"on-object" and "out-object" is statistically significant. Establishing
this not only allows us to assess the participants’ level of interest
in exhibition paintings, but also helps to determine the relevance
of object detection in the context of our study. Our expectation is
that the participants spent more time on areas containing objects,
in other words, on meaningful parts of the paintings. We decide to
conduct an upper-tailed paired t-test which allows us to compare
the means of the two groups. The data used for this analysis is
defined as follows:

(1) Subjects: The participants involved in the study. Each partici-
pant observes the paintings on their own and is independent
of others.

(2) Pairedmeasurements: For each participant, we have pairedmea-
surements of the average gaze duration on areas with objects
(group 1) and areas without objects (group 2).

In total, there are 31 pairs of observations. We conduct two experi-
ments. In the first experiment (Experiment 1), all object categories
are considered when calculating average "on-object" gaze duration.
In the second experiment (Experiment 2), we exclude Person, Hu-
man head and Hair classes. The rationale behind this exclusion is
based on the observation that the bounding boxes of these cate-
gories often cover the majority of the painting. In other words, we
are implying that the whole artwork is meaningful, which makes
the results of the Experiment 1 less powerful. By conducting Exper-
iment 2, we can determine whether participants looked specifically
at regions within the higher-level Person/Human head/Hair cate-
gories, which is more likely to reflect a true interest. Nevertheless,
we still perform the Experiment 1 since not all paintings exhibit
this characteristic.

4.5.2 Object-Interest analysis. For a more granular analysis, we
want to know if the type of object depicted in a painting influences
the average time spent on the painting. The average time spent
on each painting is calculated from the provided csv files. Given
that the paintings are annotated for multiple object categories, a
decision has to be made on which object to select for this analysis.
To determine the main element of each painting, we consider the
average gaze duration per object. It is observed that classes with
larger bounding boxes tend to have higher average gaze durations.
As previously stated, larger bounding boxes typically correspond to
higher-level categories such as "Person" and "Human head", which
are the categories that effectively represent the main element of the
painting. Consequently, for each artwork, we select the object that
most often had the longest average gaze duration. We proceed with
conducting a one-way ANOVA test, which allows us to compare the
means of multiple groups with the following parameters:

(1) Dependent variable: Average time spent on the painting.

(2) Independent variable: Object category, groups are assigned
to the main object in each painting to find out if there is a
difference in average time spent on the painting.

5 EXPERIMENTS AND RESULTS
5.1 Training details
We use a Pytorch implementation of Faster R-CNN network with
ResNet-50 as the backbone, striking a balance between depth and
computational efficiency. We also choose to incorporate Feature
Pyramid Network (FPN) into the Faster-R-CNN system to enhance
overall accuracy and robustness to object scale variation [32]. The
model is pre-trained on the MS COCO dataset [33], originally de-
signed for 80 classes; hence, we modify the output layer to locate
the 12 classes (11 classes of interest and one background class).
The training batch size is set to 16 and the number of epochs is
set to 2. We employ the AdamW optimizer in combination with
CosineAnnealingWarmRestarts for learning rate scheduling. The
training parameters are the same for both datasets.
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Table 2: Average Precision scores (%) on the VRPaintings dataset per each object category

Train set Metric Animal Building Dress Hat Eye Hair Hand Head Mouth Person Tree

OI AP 0 14.9 23.8 13.4 25.8 32.2 24.8 58.1 39.7 27.5 20.0
AP50 0 30.4 38.7 46.1 59.4 74.1 50.3 91.2 67.0 59.8 27.1
AP75 0 17.2 38.7 0 17.1 31.5 11.8 74.7 49.4 15.0 27.1

StyleOI AP 0 0 7.4 11.5 27.8 16.0 9.3 50.0 24.7 24.4 2.0
AP50 0 0 10.6 24.4 58.3 60.0 28.7 85.6 50.0 42.3 4.9
AP75 0 0 10.6 0 12.5 7.7 6.7 70.8 21.9 23.8 0

5.2 Object Detection Results
5.2.1 Quantitative results. The model performance on the VRPaint-
ings dataset is evaluated according to the standard COCO detection
evaluation metrics8, namely average precision metrics over differ-
ent Intersection over Union (IoU) thresholds: AP (IoU thresholds
from 0.5 to 0.95), AP50 (0.5 threshold), and AP75 (0.75 threshold).
Overall results are summarized in Table 3 and results for each class
are shown in Table 2. A few examples of object model predictions
and ground truth bounding boxes can found in Figure 6.

Table 3: Average Precision scores (%) on the VRPaintings
dataset for all categories

Train set AP AP50 AP75

OI 25.5 50.0 25.7
StyleOI 15.7 33.1 14

Considering the fact that the model was faced with the task of de-
tecting a number of classes, including small objects, such as the eye
and mouth, we find the model performance to be satisfactory. No-
tably, categories like Human hair, Human eye, and Human mouth,
which were not included in the pre-trained COCO model, achieved
some of the highest scores. This serves as evidence of the model’s
transfer learning capabilities and the applicability of fine-tuning
for human-related classes.

On the other hand, the model’s performance on non-human re-
lated classes is much less accurate. The Animal class, in particular,
yielded no positive predictions, which was rather expected due to
the limited number of training examples available for this category.
In addition, ground truth animals in the VRPaintings dataset are
quite small, making them difficult to detect. The Tree class perfor-
mance has also likely suffered due to the small dimensions of the
object. The poor performance in the remaining non-human classes,
Building, Hat, Dress, could be attributed to several factors. One pos-
sible reason is the unresolved cross-depiction problem. Regardless
of whether the images were stylized or not, there is a difference
between modern-day items of clothing and buildings in the training
dataset and the items of clothing and buildings in the historical
paintings used for testing. Furthemore, there is a scarcity of training
examples for garments.
8Detailed overview of these metrics can be found at https://cocodataset.org/#detection-
eval.

Different thresholds. Average precision, the mean average of pre-
cision scores which calculate the percentage of correct positive
predictions [41], can be measured at different IoU thresholds. In
the object detection, the IoU measures the overlap between the pre-
dicted bounding box and ground truth bounding box [41]. When
the threshold is set to 0.5, the detection is considered correct if
𝐼𝑜𝑈 ≥ 0.5. In our case, the impact of a higher threshold is signifi-
cant overall and is quite significant for most categories. Nonetheless,
the AP score for Dress and Tree (only OI dataset) remains the same
for both 0.5 and 0.75 thresholds. This suggests that changing the
threshold has little effect on the model’s ability to accurately predict
positive instances for these classes.

Different datasets. The non-stylized OI dataset achieves better
results across all classes and nearly all thresholds. The only cate-
gories that demonstrate comparable accuracy are the Human Eye
and Person categories. This likely indicates that the stylization pro-
cess had little impact on these objects. However, for the remaining
objects, the stylization process appears to have diminished their
recognizability. In other words, their distinctive features present in
natural images were lost, and the unique features of these categories
inherent in artworks were not effectively captured. StyleOI fails to
address the cross-depiction problem for our target dataset.

5.2.2 Qualitative results. For quantitative evaluation, we run infer-
ence on the VRPAintings dataset to access the predicted bounding
boxes. Figure 3 shows examples of successful object predictions
with a confidence score above 0.70. A high confidence score is ap-
plied to filter out predictions that are likely to be false positives.
The observed results are consistent with precision scores; high
confidence score bounding boxes have also high precision scores,
this includes Human head, Human mouth, Human eye, and Person
classes. As seen in Figure 3, the two leftmost paintings demon-
strate similar detection results for both the OI dataset (above) and
the StyleOI dataset (below). However, this is not the case for the
two rightmost paintings, where the OI-trained dataset results in
more categories being detected. Interestingly, the leftmost artworks
contain larger and more prominent objects that possess a realistic
appearance. This suggests that the stylization process may not be as
effective for images with smaller figure ratios and/or more abstract
representations. After analyzing all the images with the confidence
threshold of 0.70, we notice that there are no failed predictions (false
positives). We also look at class predictions with lower precision
scores. This time we do not set a confidence threshold since the
desired categories are likely to have low confidence scores. Futher-
more, we only consider the OI dataset, as StyleOI’s predictions

https://cocodataset.org/#detection-eval
https://cocodataset.org/#detection-eval
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Figure 3: Examples of successful object predictions based on OI training images (above) and StyleOI training images (below).
These are detections with a confidence score above 0.70. For the StyleOI dataset, only three images are shown, as the last one
had lower confidence scores.

for these objects have for the most part failed. Some interesting
observations are shown in Figure 4. One notable tendency is the
occasional confusion between the Human hair class and the Hat
class. A potential explanation could be that the model was trained
predominantly on images of white people and therefore has not
learned to accurately recognize the hair of individuals with black
ethnicity. Nevertheless, there are a few accurate predictions of Hat
class on its own. The "Dress" category has also several successful
detections, although it could be argued that the detected "dresses"
may not always correspond to actual dresses, depending on the
definition. This highlights the importance of establishing a clear
semantic understanding of object categories prior to conducting ob-
ject detection tasks. Some successful recognition examples are seen
in the Building category. The detection success is more varying,
with paintings featuring several buildings (bottom-left painting
in Figure 4) having less precise bounding boxes. The depiction
of multiple architectural structures in the historical paintings in
not uncommon (consider numerous depictions of market squares),
which presents additional challenges for the object detection model
in the art domain. It is also worth noting that in certain cases, Per-
son instances are mistakenly identified as Building instances. This
is likely due to the way the person is positioned in the painting -
a tall stature might bear some resemblance to a building for the

object detection model. With the Tree class, there are both fail-
ures and successes. Their relatively small size in the paintings may
contribute to this. Overall, the trained model has some basic un-
derstanding of the aforementioned classes, but the low confidence
(and precision) scores for these categories indicate that they may
benefit from retraining.

5.3 Gaze Analysis Results
Examples of the generated eye gaze heatmaps with ground truth
bounding boxes can be seen in Figure 7. Overall, the visual results
reveal that there is some variation in participants’ attention given
to the paintings (in other words, there may be less/more gaze points,
and they may be shorter/longer); however, even for participants
who spent less time on the painting, the visual results seem to
confirm the first hypothesis that participants spent more time on
meaningful areas of the artworks containing objects. Regarding
the differences in interest across different paintings and objects,
it is difficult to make reasonable inferences based solely on the
heatmaps.

5.3.1 Meaningful versus non-meaningful areas. Below we discuss
the results of two experiments conducted to draw conclusions
about the attention of users given to meaningful areas versus non-
meaningful areas. The null hypothesis in our paired t-test is that the
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Figure 4: Examples of successful and failed object predictions based on OI training images.

paired population means are equal, written as 𝐻0 : 𝜇1 − 𝜇2 = 0. Our
alternative hypothesis is 𝐻1 : 𝜇1 − 𝜇2 > 0 where 𝜇1 is the average
"on-object" gaze duration and 𝜇2 is the average "out-object" gaze
duration.

Experiment 1. In the first experiment, we consider all object cate-
gories to be representative of the meaningful areas. To ensure the
validity of the paired t-test, it is important to satisfy the normality
assumption. Hence, we conduct the Shapiro-Wilk test for normality,
which gives us the p-value of 0.63. Since the obtained number is
greater than the significance level of 0.05, the normality assump-
tion is supported. After performing the t-test, we find that there is
a significant positive average difference between the duration of
gaze on objects compared to the duration of gaze on areas without
objects (𝑡31 = 6.33, 𝑝 = 2.75 × 10−7 < 0.05). This suggests that, on
average, participants spent more time looking at meaningful areas
of the paintings. If we consider all participants across all paintings,
the average gaze duration of participants in areas with objects is
higher than in areas without objects in 72% of cases; in the case of
total gaze duration this number is 70%.

Experiment 2. In the second experiment, we exclude Person, Hu-
man head and Hair classes. The normality assumption for the t-test
is likewise satisfied (p = 0.31 > 0.05). The results of the paired t-test
again indicate that the null hypothesis can be rejected, confirming
that participants spent more time looking at meaningful areas of
the paintings (𝑡31 = 1.75, 𝑝 = 0.04 < 0.05). Despite the exclusion of
certain categories, the result is the same as in Experiment 1, suggest-
ing that considering more granular categories does not impact the
conclusion regarding attention given to meaningful areas.

It is also interesting to consider the proportion of attention given to
areas with objects versus areas without objects. In Experiment 2, the
average gaze duration of participants in areas with objects is higher
than in areas without objects in 48% of cases; in terms of total gaze
duration, this number is 11% (notice how the difference between
the two values is much larger than in Experiment 1). In that sense,
Experiment 2 adds valuable insights into the analysis of user inter-
est. In particular, participants spent a significant amount of time
fixating on areas without objects, resulting in a lower proportion
of total gaze duration on areas containing objects. This is expected
as the bounding boxes of more granular objects are smaller and
may not accommodate as many gaze points, resulting in a lower cu-
mulative duration. However, when participants did fixate on areas
with objects, they tended to have longer fixation durations, leading
to a higher proportion of average gaze duration on those regions.
This finding suggests that participants selectively allocated more
time to exploring meaningful areas, indicating their overall interest
and engagement with VR exhibition paintings.

5.3.2 Object-Interest analysis. The most popular objects in each
paining based on the average gaze duration per object can be seen in
Figure 8. We exclude Hat and Human hair groups for the statistical
analysis, since there is only one observation in each group. This
results in three independent variable groups: Person, Human head,
Building. Before proceeding with the one-way ANOVA test, we
verify whether the assumptions for conducting the test are met.
First, we check whether the average time spent on the painting
follows a normal distribution for each group. The Shapiro-Wilk test
returns a p-value of 0.37, which is greater than the significance level
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of 0.05. Next, we carry out Levene’s test to to assess the homogeneity
of variances among the groups. The p-value from Levene’s test is
0.9 (> 0.05), supporting the assumption of homogeneity of variances.
The null hypothesis in the one-way ANOVA test is that there is no
difference among group means, 𝐻0 : 𝜇1 = 𝜇2 = 𝜇3. The alternative
hypothesis, 𝐻1, is that at least one group differs significantly from
the overall mean of the dependent variable. The one-way ANOVA
test shows that there is a statistically significant difference in the
average time spent on the painting between the different object
categories, 𝐹 (2) = 6.607, 𝑝 = 0.001 < 0.05. In other words, it
is likely that object type has a significant effect on average time
spent on the painting, and consequently interest in the painting. To
find which specific groups differ significantly, we perform Tukey’s
Honestly-Significant Difference post-hoc test, results are shown in
Figure 5.

Figure 5: Results of Turkey’s HSD post-hoc test

Building category has a significantly higher mean painting time
than both Human head and Person categories (p-values of 0.02
and 0.01 are both lower than the significance level of 0.05). The
average time spent on Person paintings is slightly higher than the
time spent on Human head paintings, but the difference is not
statistically significant. This points to the general interest of this
particular group of 31 participants, who seem to have a higher
level of engagement when presented with artworks showcasing
architectural structures.

6 DISCUSSION
6.1 Object detection model
In general, the model performs well in categories related to peo-
ple (Person class, body parts classes), which partly addresses our
needs, given that most of the paintings are portraits. This serves
as evidence of the model’s transfer learning capabilities and the
applicability of fine-tuning for the aforementioned classes.

For other categories, model’s retraining is likely required. One of the
main limitations of the algorithmic object detection is the scarcity
of training examples - we are constrained to categories that have a
sufficient amount of bounding box annotations. Furthermore, some
categories that appear in the paintings may not have corresponding
examples in the existing training datasets. In general, if we want
to apply the proposed method to other historical paintings, certain
objects that are specific to that time period, such as a cloak, may be
consistently missed if the model is trained on modern-day natural
images.

To address this limitation, one potential strategy is to use Cultural
Heritage (CH)-specific training dataset consisting of paintings with
annotated objects that are unique to historical contexts. Reshetnikov
et al. [45] discuss how these types of datasets are currently lacking
and introduce the largest CH dataset to date (to our knowledge)
with 15,000 images for 69 classes in an attempt to address the
issue. While this holds promise for the future, annotated painting
datasets are still largely under development, with the expectation
of adding more categories in the course of time. As advancements
are made in this field, we can integrate these developments into our
framework to improve both the performance and class coverage for
our historical painting-object detection model. This is especially
relevant given that addressing the domain gap by stylizing the
dataset of natural images has not lead to any improvements in the
detection of historical-looking items.

An associated problem to class scarcity is the initial imbalanced
training dataset. While we could not allocate more examples to the
Hat class, there was an opportunity to allocate more instances to
other classes, such as the Tree class. Another limitation specific
to the Tree class is the relatively small size of the objects. How-
ever, as evidenced by the work of [13], detectors trained on natural
images have shown the ability to detect quite small objects with
precision scores above 50%. This has been demonstrated for classes
like Boat, Cow, Dog, Horse, and Sheep. This also suggests one way
to enhance the performance of the Animal class by including more
specific categories. Notably, in the aforementioned work, most of
the classes in the training dataset were associated with around
200-600 images, which is far less than than the number of train-
ing examples available for most of our categories. However, their
training dataset appears to be more balanced. As such, balancing
the dataset could also involve reducing the number of training ex-
amples for seemingly over-represented categories. In our specific
case, we could have considered reducing the number of instances
in people-related categories to avoid over-training on these spe-
cific classes, thereby potentially improving the performance of the
model for other objects.

Unlitmately, the success of the object detection model in historical
paintings depends on the creation of a balanced dataset that includes
categories relevant to the specific time period being analyzed. For
future work, it may be necessary to create training dataset(s) from
multiple existing datasets, as relying solely on one natural images
dataset, such as Open Images, might not provide a sufficient number
of training examples for each relevant class. By incorporating a
diverse set of training data, including both natural images and
paintings, we can improve the model’s performance in detecting
a diverse range of objects. For instance, training the model on
natural images has shown promising results for realistic portrait
artworks. On the other hand, painting training data can provide
better detection results for non-human related categories, where the
artistic depictions may differ significantly from real-life examples.
Since the number of annotated painting images is still limited,
combining the datasets can be seen as a short-term solution to
address the problem.
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6.2 Gaze-Object Analysis
6.2.1 Meaningful versus non-meaningful areas. Based on the re-
sults of gaze analysis, we can conclude that participants of the VR
art exhibition dedicated more time to exploring meaningful regions
of the paintings that contained objects. This observation aligns
well with the objective of object detection algorithm, which aims
to identify these meaningful objects rather than the insignificant
background elements. Therefore, the results already suggest the
potential suitability of using object detection in combination with
gaze data. However, it is also important to consider the degree of
success of the object detection algorithm in detecting these gaze re-
gions. Its greatest success has been in the human-related categories,
suggesting the suitability of using algorithmic object detection to
assign participants’ gaze data to at least those classes within the
paintings. For other classes, the ways to improve algorithm’s per-
formance have been mentioned above. By improving the model’s
accuracy in detecting and localizing other categories, we can as-
sign gaze data to a wider range of meaningful objects within the
paintings. This, in turn, will provide additional data (e.g. bounding
boxes) for the subsequent statistical gaze-object analysis.

It is also important to establish the constraints of performing the
statistical gaze-object analysis for other datasets. When defining
meaningful areas, it is necessary to determine which object cate-
gories should be included in the analysis. Specifically, in situations
where there is a hierarchy of objects in the paintings, such as por-
trait paintings, it is advised to consider only granular categories.
This approach helps mitigate the influence of rectangular bounding
boxes that often cover entire regions of the painting for the large
(dimension-wise) higher-level classes; this makes the comparison
between meaningful and non-meaningful areas less powerful and
unreliable. For instance, the results may indicate that participants
spent more time looking at areas containing objects when, in reality,
they devoted more attention to the background within the bound-
ing box. Nevertheless, it is important to note that the presence of a
hierarchical object structure may not always be true. Furthermore,
knowing the full content of the test dataset in advance is highly
unlikely. Therefore, one of the primary challenges in performing
statistical gaze-object analysis lies in the rectangular shape of the
bounding boxes.

6.2.2 Object detection considerations. To address this challenge,
alternative methods for object annotation can be explored. Seman-
tic segmentation is one such strategy, which generates pixel-level
segmentation masks. As every pixel is classified in the image [27],
the mask is likely to align more closely with the object’s bound-
aries than the bounding box. On one hand, this can potentially
facilitate more precise correlation between "on-object" and "out-
object" gaze points. On the other hand, the presence of occlusion
poses a significant challenge for object segmentation algorithms,
as they struggle to accurately group the regions that have been
split into one instance [10]. Consequently, we may not fully rely
on segmentation results where objects within paintings overlap
(such as in the case of buildings overlapping in one of our testing
images). In literature, the application of semantic segmentation in
the art domain is lacking. Recently, [12] proposed the first semantic
segmentation solution for artistic paintings. They unveiled a new

dataset called DRAM, which includes artwork from the movements
of Realism, Impressionism, Post-impressionism, and Expression-
ism. With DRAM as the target dataset and semantic segmentation
dataset containing real images as the source dataset, they used
style transfer to address the domain gap. Next, they trained the seg-
mentation network using the stylized versions of the images with
their original segmentation labels, and applied domain confusion to
further refine the segmentation network of each sub-domain using
DRAM’s original paintings. The method produced state-of-the art
results on artistic paintings, however the authors note the same
drawback that we previously mentioned. They had to settle for
a relatively small number of classes due to differences between
modern-day items in photographs and objects commonly found in
historical artworks. Furthermore, as with bounding box methods,
many existing semantic segmentation approaches require a large
number of annotated images with pixel-wise masks. The manual
annotation process for these masks is known to be time-consuming
and computationally costly [23].

We think the future work can explore the impact of using segmen-
tation masks instead of bounding boxes for combined gaze analysis.
This also requires a redefinition of our original categories, since, for
example, hierarchical objects can suffer from occlusion. By doing so,
we can weigh the potential benefits of more precise gaze analysis
against the impact on algorithmic performance.

6.2.3 Object-Interest analysis. The object-interest analysis sug-
gests that the type of object depicted in the painting had an impact
on the average time spent on the painting. Specifically, Building
category generated the most interest, followed by Person and Hu-
man head. Since this type of analysis indicates the preferences of all
participants, in the future, more extensive painting descriptions can
be provided for the categories that received the most attention. For
example, for the Building category, additional information about
the architectural style, the artist behind the piece, or the artistic
style being used could be included. Moreover, a more focused anal-
ysis per participant can be conducted to determine which of the
three identified objects captured each individual’s attention the
most. This paves the way to creating personalized descriptions of
paintings for each user, rather than basing them on and generalizing
from the preferences of the majority.

It is important to note that the conclusions made about participants’
points of interest are based on the results of a relatively small-scale
user study involving 31 participants and 19 paintings. To achieve
more reliable conclusions, it is necessary to conduct a larger user
study with a greater number of participants and a more diverse set
of paintings. Such a study would likely include a broader range of
object groups and a higher number of observations per group. In our
current analysis, the Building group contains only two observations
(i.e. Building is the main element of only two paintings), which
may not provide sufficient evidence for the generalization of user
preferences.

7 CONCLUSION
In this work, we presented and evaluated an approach that can be
used to correlate gaze data with object data in order to identify
participants’ points of interest at a VR art exhibition. We contribute
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by showing that using a computer vision task to identify the ar-
eas where participants fixated their gaze has some promise for
gaining insights into user preferences for artistic content; however,
this involves first addressing the challenges associated with the
chosen computer vision task. In our case, we utilized an object
detection algorithm characterized by bounding boxes, which in-
troduced certain limitations. To overcome these limitations and
improve the accuracy of the statistical gaze-object analysis, we pro-
pose exploring alternative computer vision tasks, such as semantic
segmentation. By employing semantic segmentation, which gen-
erates pixel-level segmentation masks, we can potentially achieve
more precise identification of regions of interest. It is worth not-
ing that the availability of art domain-specific training data poses
another challenge, which will require time to address. Once the
challenges of computer vision tasks are overcome, further statistical
analysis can deliver interesting results into participants’ points of
interest. While our analysis was limited by a small scale of the user
study, the proposed methodology can be applied at the larger-scale
VR art exhibitions. Ultimately, the strategy can help understand the
general feedback of the exhibition, as well as align painting descrip-
tions with gaze-derived preferences of painting objects.
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Table 4: Accepted categories for training datasets for object detection model. Categories marked with * are own categories.
Other categories are derived based on the analysis of the SemArt dataset.

Accepted Categories

Category Rationale

Person Captures one of the most repeated categories (Man, Woman, Boy) at once

Human hand Second most repeated element in portrait paintings; opens up possibilities for a more
comprehensive analysis of user interest due to the potential for participants’ gaze to be
directed towards objects held in the hand

Human head Provides a general reference frame for more granular categories such as Human eye and
Human mouth; its performance can be compared to the Person category to understand
suitability for analyzing gaze patterns

Dress Enables to assess model’s ability to overcome domain shift between modern and medieval
dresses

Building Potentially represents a meaningful object in the paintings; captures a broader range
of architectural elements than the House category, which can lead to better detection
performance

Animal Potentially represents a meaningful object in the paintings

Tree Among the remaining landscape categories, has the highest number of occurrences

Human eye*, Human mouth*, Human hair* Allows granular analysis of eye gaze patterns within portrait paintings

Hat* Enables the analysis of participant perception of historical style attributes; more suitable
for object detection model than e.g. jewelry due to the bigger size

Table 5: Rejected categories for training datasets for object detection model

Rejected Categories

Category Rationale

Man, Woman, Boy Summarized under Person category to save class space; however, may be interesting for future analysis to explore
participants’ gaze patterns in relation to different sexes depicted

Human face Similar to Human head category, no additional insights for gaze analysis

House Similar to Building category, no additional insights for gaze analysis

Boat Has fewer occurrences than the selected categories from landscape paintings (Tree and Building)

Table Unlikely to represent a prominent or meaningful object in the paintings

Window Unlikely to represent a prominent or meaningful object in the paintings

Musical instrument Rejected due to space constraints, has potential for future analysis
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Figure 6: Examples of object model predictions versus ground truth. Predicted bounding boxes are dark blue color with the
model’s confidence scores in brackets.
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(a) Participant with a lower interest in the painting (b) Participant with a higher interest in the painting

Figure 7: Example of generated heatmaps and ground truth bounding boxes for two participants over one of the VR exhibition
paintings

Figure 8: Most popular objects by paining based on average gaze duration. The height of the progress bar represents the
percentage of participants who had this object as the most popular.
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