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ABSTRACT
This research paper investigates the utilization of sentiment data from social
media (specifically Twitter) and financial news articles in machine learning
models for predicting stock market movements. Various machine learning al-
gorithms, including Neural Networks (NN), Support Vector Machines (SVM),
Naïve Bayes (NB), Long Short-Time Memory (LSTM), and Random Forest
(RF), are examined for their effectiveness in sentiment analysis and stock
market prediction. The study finds that sentiment analysis of social media
and news articles provides valuable insights into stock market sentiment,
with LSTM and SVM showing high accuracy in predicting stock movements.
The results highlight the potential benefits of incorporating sentiment data
alongside historical price data for stock price predictions, but also show
that variations exist in effectiveness of sentiment data for predictions of
different stocks. This research contributes to the existing literature, guiding
researchers in developing more robust stock market forecasting models,
ultimately improving investment strategies.

Additional Key Words and Phrases: stock market prediction, machine learn-
ing, sentiment analysis

1 INTRODUCTION
For multiple centuries, the stock market has been a central part
of the economy. The place where companies and investors come
together to come to agreements over the value of a company stock.
In the past, this interaction happened in centralized places like a
stock exchange. However, since the coming of the internet, the
stock market has changed a lot. Stocks can be traded from any-
where in the world by anyone who wants to, and has the means
to invest. Where in the past only the very rich and knowledgeable
would invest, now anyone can do so with the click of a button.
With this change, the reasoning behind these financial decisions has
also changed drastically. Where in the past most investors would
do thorough research into the business situation of the company
before investing, nowadays, a company like Tesla can get funding
for years by having a good public opinion while it didn’t make any
profit until recently [6]. With the change in the stock market, there
has also been a change in the reasoning of investors. These days,
public opinion and general sentiment toward a company can greatly
impact the value of a company on the stock market. More recent
development in academic research and the financial market might
bring along a new change in the stock market: The use of Artificial
Intelligence and Machine Learning to try to predict the direction
of a stock. Predicting stock movements accurately has been a chal-
lenging task for researchers. Traditional approaches using historical
stock price data [4, 20, 21, 39, 41] often fail to capture the complexity
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of the stock market. To address this issue, researchers have turned
to alternative data sources such as sentiment data [8, 22, 25, 28]
to improve prediction accuracy. This paper focuses on the use of
sentiment data, such as social media and news articles, in machine
learning models for stock market predictions. Sentiment analysis
can be used to determine the opinion of the wider public on a certain
stock or the market as a whole. By incorporating this sentiment data
into machine learning models, researchers hope to improve their
prediction models and provide more accurate insights into stock
movements to investors. This paper begins by discussing the two
primary sources of sentiment data: social media and news articles.
This section also explores the importance of sentiment analysis
to understand public opinion and discusses the improvements in
methods for extracting sentiment from textual sources. Secondly,
this work evaluates the various machine-learning techniques used
for stock price prediction models. The strengths and applications
to sentiment analysis and stock price prediction of each machine
learning algorithm is discussed. Finally, the results and conclusions
of various research papers that incorporated sentiment data into
their prediction models are examined. That included papers that
solely used sentimental data, as well as studies that used models
with historical data paired with sentiment data. With the aim to
identify the impact of sentiment data on the prediction accuracy of
machine learning algorithms. By investigating the existing research,
this paper aims to provide insights into the use of sentiment data
in machine-learning stock price predictions. The findings will help
researchers better understand the relevance of sentiment analysis
and identify the most suitable machine-learning methods for in-
corporating sentiment data into prediction models. Overall, this
research contributes to the ongoing efforts to improve stock market
predictions and offers valuable insights for investors seeking more
accurate and informed prediction tools.

2 METHODOLOGY
This paper will mainly review previously published literature. This
will be done with the systematic literature review(SLR) method.
This method consists of systematic steps to review published papers
that make use of machine learning to predict the financial market.
The first step of SRL is establishing a good research question, with
a few sub-research questions to help answer the main question. For
this paper, the following research question was chosen:
Main question: How can the addition of sentiment data sources

such as social media sentiment and news articles improve the accuracy
of financial market predictions using machine learning models?

To help answer this question, the following sub-questions will be
answered first:
SRQ1:Which data sources have effectively been used for sentiment
analysis to assess public opinion on stocks?
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Fig. 1. PRISMA flow chart of literature search

SRQ2: What machine learning methods are best suited for stock mar-
ket predictions with the public sentiment?

2.1 Literature search
To systematically report the literature search process, the PRISMA
2020 statement [31] methodology was used to create a flowchart
for clarity(see Figure 1 ). PRISMA is a guideline to clearly visualize
the paper search and selection process in a flowchart for better
reproducibility. To make sure papers were relevant, they had to
adhere to a few requirements to be considered: published after 2015,
written in English, and published in scientific journals or conference
papers. The following quarries were used to find papers on Scopus,
Google Scholar, and Web of Science:

• Predicting stock prices AND (machine learning OR artificial
intelligence OR AI)

• (sentiment analysis OR social media) AND predicting stock
prices AND (machine learning OR artificial intelligence OR
AI)

• (Twitter data OR Financial news data) AND predicting stock
prices AND (machine learning OR artificial intelligence OR
AI)

• (social media OR sentiment OR sentiment analysis) AND
predicting stock prices AND (machine learning OR artificial
intelligence OR AI)

The resulting papers from these searches can be found in Table 1
sorted on the sentiment data source and ML algorithm.

3 SENTIMENT DATA SOURCES
An important step to being able to make use of public opinion to
predict the stock market is the ability to assess the sentiment of
the people at a specific time. Unlike historical data that is already
readily usable, sentiment data consists of text in most cases, which
has to be transformed into a usable data format before it can be used.
Therefore, this section will focus on the different data sources and
data sources that can be used for sentiment analysis of the stock
market to answer the following sub-research question: Which data
sources have effectively been used for sentiment analysis to assess
public opinion on stocks?

3.1 Social media
The first data source that has been used for sentiment analysis of
the stock market is Twitter data. This was first implemented for the
purpose of stock predictions by Bollen et al. [2]in 2011 and has since
been widely used in the field. The reason for the usage of Twitter
data is mainly the easy access to the data by making use of Twitter
APIs to download relevant tweets easily and the fact that tweets
have a fairly low character limit which limits the data size. The
tweets can be split up into individual words, which can then be used
for sentiment analysis. Through the years, multiple different ap-
proaches have been tried to convert tweets from plain text to usable
sentiment data. In the beginning, this involved manually making
a dictionary, linking certain words to the appropriate emotion. At
this point, the technique was solely used on individual stocks, but
in 2015, Nguyen et al. [30] combined the sentiment analysis with
topic recognition to be able to link sentiments to a specific stock and
therefore make predictions of multiple stocks at the same time. In
more recent studies, researchers have mostly gone to a more simple
approach of sentiment analysis that just assigns positive, neutral, or
negative sentiment to words instead of more complicated emotions.
This move was made to simplify predictions because a negative or
positive sentiment toward a stock is easier to process than the eight
different emotions originally used by Bollen et al.[2] One of the most
recent changes in the sentiment analysis of tweets to predict stocks
was the additional usage of emoticons to assess sentiment by Pal
et al. [33]. In previous studies, emoticons were discarded together
with stop words and other information that was deemed irrelevant
to stock sentiment. But Pal et al. included it in the analysis, which
might help to better understand the sentiment of tweets.

3.2 News articles
The second widely used source of data for sentiment analysis in the
field of stock market prediction with machine learning is Financial
news articles. News is an important resource to be able to determine
if a stock is doing well or not.[37] Because news articles can have
such an effect on stock prices, predicting stock movements might
be more accurate if financial news is considered as well as historical
data. News articles are a way to learn new information about a
certain company or event that has recently happened. This informa-
tion is used by many investors to make investment choices. Which
means it can be a good indication of the sentiment of investors.
When a news article is written by a news outlet that is focused
on the financial world, it can also include an analysis of the effect
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ML algorithm news articles Twitter news+Twitter other
NN [1, 10, 29, 40] [38]
SVM [5, 7, 9, 10, 14, 17, 19, 36] [22, 23] [15, 24, 25] [30]
NB [14, 17, 19] [16, 22] [15, 24, 25]

LSTM [1, 8, 9, 27, 29, 35, 36] [25]
RF [9, 14, 35, 36] [16, 32] [15, 24]

Other [9, 17, 19, 27] [16, 23] [15, 24, 33]
Table 1. Papers ordered by sentiment source and ML algorithm

an event might have on the stock of a company. By analysing the
words from the headline or even the entire article with sentiment
analysis, a positive, neutral, or negative assessment can be made
about the sentiment toward the stock or the market. In the stock
prediction field news sentiment has been used in many variations
with some [1, 8, 36] only using headlines for the analysis, while
others [7, 9] make use of the entire text. Almost all of these studies
seem to focus their efforts on news of a few stocks to test their
models and predictions, but Gong et al. [9] made a prediction model
with news sentiment data that included all individual stocks in the
S&P500.

3.3 Combination of News and social media
Recent papers have explored using a combination of news articles
and Twitter data for sentiment analysis (see Table 1). The reason
for doing so is to combine the expert opinion and recent events ex-
pressed in news articles and the sentiment of the wider public found
on Twitter. Though not that many studies have tried to combine
the two yet, the combination might be used more in the future if it
proves to give better results than the two data sources individually.

3.4 Challenges of using sentiment data sources
When making use of textual data and sentiment analysis, there are
some challenges that have to be addressed to make sure the resulting
data is useful and an accurate representation of the sentiment of
the source text. The first issue that is common with any data source
is the chance of the data source being biased. Twitter data has
the problem that a small group of people that have a very strong
opinion on a topic will be very vocal, while the people that are not as
passionate, stay quiet. This means that the data from Twitter might
not accurately reflect the opinions of the actual public. However, this
vocal group still influences the population with their loud opinions
on social media, which might convince more people to adopt that
standpoint and in turn influence stock prices. In that sense, it might
not always be an accurate representation of public opinions, but
at least an indication of shifting opinions, which is still useful for
stock predictions. The same can be said about any potential biases
in newspaper articles. Even though the article itself may be biased, it
can still have an influence on the opinions of the people that read the
article. Therefore, the news article still remains an accurate indicator
of shifts in public opinion. The second challenge that a researcher
might face when using sentiment analysis is accurately representing
the sentiment of the text. The difficulty in this lies mainly in sarcasm,
local nuances, context, and more recently emojis.[26] To be able to
accurately determine the sentiment of some text, all of these aspects

need to be considered. Some of the mentioned papers try to take
this into account by making their own dictionary with sentiment
associations of specific words and phrases, and Pal et al. [33] even
included the sentiment of emojis. But, the broader challenge of
accurate sentiment analysis of textual data, is yet to be fully solved.

4 MACHINE LEARNING TECHNIQUES
This section will focus on the different machine learning algorithms
used by the researched papers for stock market predictions. Though
most algorithms will probably be suitable for the purpose, the right
algorithm might improve the accuracy of stock predictions. There-
fore, this section will answer the following research question: What
machine learning methods are best suited for stock market predic-
tions with public sentiment?

4.1 Neural Network
Some of the studies made use of neural networks for the stock
prediction models. These models make use of connected nodes to
process input data to influence internal states and the subsequent
output of each node, the output is then compared to the expected
output. When the output does not match the expected outcome,
the weights of different factors are readjusted for the next iteration
until an optimal situation is reached. This connected system of
nodes is supposed to imitate the way a human brain functions,
with many connected brain cells that are capable of learning and
eventually coming to the right conclusions. For the prediction of
stock prices with sentiment analysis, a few different variations of
neural networks were used to be more compatible with unstructured
data types. The first of these variations is the convolutional neural
network(CNN). This variation is mainly known for its ability to
analyse images, which can be used with stock price graphs as input
instead of traditional numerical data.[1] Though CNN is mainly
used for 2D data input, it seems to also function well with textual
data.[18] The second variation is the Recurrent Neural Network
(RNN). This variation adds internal states and connections so that
the output of a node can be used as its own input. This feature
is very useful for stock prediction because it allows for the reuse
of information over multiple iterations. This is crucial for future
predictions, as some events do not only affect stock prices for one
day. Though, this feature falls short when the context is longer term,
which is often the case with stock prediction. In this situation, LSTM
is better suited than RNN.
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4.2 Support Vector Machine
Another commonly used machine learning model is a support vector
machine. It is most well known for its ability in classification of data
that is not linear. This is likely also the reason it was preferred by
many as a model to use for stock price predictions. SVMs allocate
every data point to a point in a vector space and use that to classify
them into certain groups.[13] This allocation of points to vectors
in a space is likely also the reason for its naming. The points that
are spaced together, belong to the same class, and the different
classes are separated by gaps between points. Another attribute
that SVM is known for is its ability to classify text, which seems
like a perfect fit for sentiment analysis data because that is in most
cases text. Therefore, the use of SVM seems to be well suited for
stock predictions that make use of sentiment analysis because it can
efficiently classify non-linear and textual data.

4.3 Naïve Bayes
Another often-used machine learning algorithm is the naive Bayes
(NB) classifier. This algorithm is particularly known for its assump-
tion of class conditional independence[9], which means that each
value of a feature that corresponds to a class is seen as an indepen-
dent value and is not linked to any other feature of said class. This
means that each feature is considered independently for classifica-
tion. Though it seems to be simple in principle, its simplicity is also
one of its strengths because it means it doesn’t take too long for
large datasets with many features. Its ability for text classification
combined with its simplicity and independence assumption seems
to make it a popular algorithm for sentiment analysis.

4.4 Long Short-Time Memory
One of the most used machine learning methodologies in more
recent research papers is Long Short-Time Memory(LSTM). LSTM
is a more advanced version of the recurrent neural network. LSTM
makes use of a network of memory cells instead of the nodes used in
RNNmentioned earlier. [12] The output of the network is influenced
by the state of each cell the data passed through. The memory
cells are able to hold information that is deemed important, while
forgetting unnecessary information. This combination means a cell
can hold important information for a long time, while less important
information is only held for a short time. This is an important feature
when predicting the stock market because some information will
have long-term effects, while other influences only last a few days.
a memory cell is made up of three gates that influence the state
of a memory cell. The first is the input gate, which regulates the
amount of new information passed into the cell. The forget gate
determines what parts of that information are important and should
be remembered, andwhich information should be forgotten. The last
gate is the output gate, which regulates what information is passed
to the next cell of the network. The model has forward pass as well
as backward pass capabilities. What makes this model especially
well suited for stock prediction is its capability of remembering
strong influences from the past and its ability to use textual data as
input.

4.5 Random Forest
The last machine learning technique that seems to be popular for
stock prediction with sentiment analysis is Random forest. This
algorithm makes use of multiple decision trees with randomized
features for each decision node.[3] To ensure that the different trees
are not correlated to each other, a feature bagging method is used
that generates a separate dataset from the test data with replacement
for each individual tree.[11] Each tree is then given the same input,
which all the different trees will then use to generate an output. The
output of the entire random forest algorithm is then determined by
the number of times the individual decision trees come to the same
classification output or the average value in the case of regression.
This way of using decision trees reduces overfitting that normal
decision trees are prone to. The main idea is that using many of
these unconnected trees will outperform individual models. Ran-
dom forest is particularly suited for sentiment analysis and stock
prediction because it can be used for both regression, which is used
for price prediction, and classification for sentiment analysis.

4.6 Analysis
Though, all the aforementioned machine learning techniques have
been used for stock prediction with sentiment analysis in the past
and seem to be suited for the task. Some of them perform better
than others in specific situations. Though many of the researched
papers only make use of a single algorithm, the studies that made
use of multiple techniques with the same data set can be used to
get an idea of which algorithm performs best in the field. In the
earlier papers, SVM was a very popular ML algorithm among the
researched papers[5, 7, 22, 34], its compatibility with sentiment data
and stock prediction was validated by [19] that compared the accu-
racy of NB, KNN, and SVM on their news sentiment data set and
concluded that SVM is most accurate of the three with an average
accuracy of 75.45% followed by NB with 72.64% while KNN lagged
far behind with 47.99%. This result was further reinforced by [24]
who tested their own novel model as well as SVM, RF, and NB on
the multiple sentiment data sets. Though, their testing measure
was F-measure instead of accuracy. While their novel algorithm
outperformed the traditional models with an average F-measure
of 73.6, SVM performed the best of the remaining three with 67.8
followed by RF with 61.3 and NB with 60.25. [17] seems to come to
different conclusions as they compared the accuracy of SVM, KNN,
and NB as well, where NB averaged an accuracy of 80.6% while KNN
scored 72.7% and SVM 64.8%. These differences in result could be
caused by a difference in the dataset because this paper focussed
on the NB algorithm and only used the other two as an additional
test. while [19] used different algorithms to test their dataset. Af-
ter 2019 the preference for SVM seems to shift to LSTM [8, 27, 35]
as the standard algorithm, This shift seems to be justified by the
performance of LSTM when compared with other ML algorithms.
This was done by [25], who compared the accuracy performance
of LSTM, SVM, and MB on a Twitter and news sentiment data set.
Where LSTM scored highest with an accuracy of 92.45% followed
by SVM with 89.46% and NB with 86.72 %. [1] seems to reaffirm
this conclusion when comparing the abilities of LSTM and CNN to
predict stock closing prices with news sentiment data. This paper
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concluded that LSTM performs better on this data set than CNN, but
also state that a hybrid model might increase performance. which
was researched by [9] which came to the conclusion that a model
that combines multiple machine learning and deep learning algo-
rithms can achieve better prediction accuracy than the individual
algorithms on their own. So, to answer the question posed at the
start of this section: all the mentioned ML models are well suited
for the task of stock market predictions with sentiment data. LSTM
and CVM seem to perform the best, but choosing the best-suited
ML model also depends on the types of data used in the dataset.
Lastly, a combination of multiple models into an ensemble model
can improve the prediction accuracy even further.

5 RESULTS
To determine the significance of sentiment data for stock predictions
with machine learning, the various results and conclusions of the
papers that made use of it in the past can be analysed.(see Appendix
A for a table with all the results and datasets of the researched
papers) The results of these papers seem to fall into a few different
categories. The first group consists of papers that use sentiment
data and historical price data for their prediction model, but do
not test if the accuracy changes when the sentiment data is not
used. The second group tests the significance of sentiment data by
predicting the market with sentiment data only. The last group tests
their model with a dataset that includes sentiment and historical
data and a dataset with only historical price data. This last group
might be the most useful because different papers have their own
dataset with different timeframes and data sources, which makes it
impossible to directly compare model accuracy with each other to
see if a model that used sentiment data is performing better than a
model that doesn’t.

5.1 Predictions with historical and sentiment data
Even though the papers in this group did not compare if their model
performed better or worse without sentiment data, their results and
conclusions can still be useful to consider. The first paper in this
group is [14] which concluded that stock trends can be predicted us-
ing news articles and stock price history with a prediction accuracy
of up to 92%. This prediction accuracy was echoed by [25] which
achieved a similar accuracy of 92.45%, which led to the conclusion
that there is a strong relationship between news article sentiment
and stock movements. [35] took the same prediction approach with
historical data combined with news headline sentiment and tested
the model with stock trend predictions on TSLA, AMZ, and GOOG
stock with prediction accuracies ranging from 90% to 92.3%. While
all these papers didn’t check prediction accuracy without sentiment
data, their high performance might indicate that historical data
combined with sentiment data can be really effective for stock pre-
diction. Although another explanation might be that these models
were simply overfitted on the datasets used, but this can’t be proven
because the models were not tested on a new data set.

5.2 Predictions with only sentiment data
This group of papers that used only sentiment data for stock price
prediction starts with [7] which tried to predict the Vietnamese stock

index(VN30) with only news sentiment data. The model managed
to reach an accuracy of 80% for the VN30 and 60-90% when tested
on 5 individual companies. [19] tested a news sentiment prediction
model by predicting the yearly upward or downward movement of
a stock from 2005-2014 with an accuracy of 70%. These results were
reinforced by [32] which shows results that opinions and emotions
expressed on Twitter about a company can be used to predict the
rise and fall of the stock value of that company with a model that
achieved 69% accuracy. [17] agrees with the other papers from
this group and concludes that a strong relationship between stock
prices and financial news articles exists. This conclusion follows
from a prediction model that makes use of solely newspaper paper
sentiment to predict stock price movements with an accuracy of
59.18% and when historical data was added to the model it reached
an accuracy of 89.8%, which comes close to the accuracies found in
the first group. [33] modified an initial Twitter and news dataset to
consider follower and retweet amount to filter out less impactful
data, which helped them reach a prediction accuracy of 73% with
solely Twitter data and 81% when both Twitter and news sentiment
were taken into consideration. The last paper of the second group is
[36] which used news headline sentiment to predict the stock trend
of the next day with an accuracy of 84.92%. The results of the studies
in the second group show that the use of solely sentiment data can
predict stock movements with reasonable accuracy without making
use of historical stock data.

5.3 Predictions tested with and without sentiment data
To be able to make conclusions about the added value of sentiment
data for stock price prediction, the third group is the most insightful,
because these papers also tested the predictions without sentiment
data. This group starts with [30] which used their model to predict
stock directional movements for five US stocks. The model could
predict directional stock movements with an average accuracy of
56.4%. The main conclusion of this paper was that the model that
added sentiment data outperformed the model without with an av-
erage of 6.07% accuracy, though they also concluded that some stock
prices seemed to be more influenced by the sentiment data than
others. [24] came to a similar conclusion after testing a multitude of
datasets. The model they created was used to test a dataset with only
stock price data, two separate datasets that added either Twitter
sentiment or news sentiment data to the stock price data, and a
dataset with all these data sources combined. Their results revealed
that the data set with news performed best with an accuracy of
73.9%, followed by the combined dataset of all features with 73.6%,
with a tied last place for the stock price dataset and Twitter data
with 67.6% accuracy. These results indicate that news sentiment can
increase the efficiency of price predictions, while Twitter sentiment
does not really add anything extra and might even be detrimental.
The paper also concluded that certain stock prices seemed to be
more influenced by sentiment data than others. Moving on to, [27]
which concludes that a strong connection between stock prices and
financial news articles exists, by testing a model with and without
sentiment data. As a testing measure, Mean Absolute Percentage
Error was used. The data set with sentiment data scored 2.03%, while
the dataset that only used historical data got a MAPE value of 2.13%.
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[38] went a different route and tested if a model with sentiment
data from Twitter and news articles could better predict stock price
directions than a model without sentiment data. This resulted in the
model with sentiment data outperforming the model without 77.78%
of the time. The paper then tried to determine if this outcome is
statistically significant with multiple probabilistic calculations, but
they could not prove a significance level of 5%. The paper did con-
clude, however, that evidence supports sentiment can contribute to
stock price prediction. In contrast to the other papers in this group,
[16] concluded that the impact of sentiment data on a specific stock
price was minimal. The paper offered two possible reasons for their
results: Sentiment data has no influence, or the sentiment analysis
techniques used are not good enough to provide enough evidence
for a connection between sentiment and a stock price movement.
The results of the paper show that the added accuracy of sentiment
data ranged from 0 to 3%. [29] Agrees with that conclusion because
the used LSTM model only showed an increase in accuracy of 0.6%
when sentiment data was taken into consideration. The paper did
conclude that the addition of recurrence and attention to the ML
model showed more promise.

5.4 Analysis of results
The one conclusion that all these papers seem to agree on is that
sentiment data does have an effect on the prediction accuracy of
stock price prediction with machine learning models. This is shown
by the many results where sentiment data alone can predict stock
movements to some degree, and many papers show an increase in
the accuracy of prediction when sentiment data is added. Though,
the level of effect is debated. Another conclusion that might explain
the discrepancies in the results is that some stocks are more affected
by sentiment data than others. Expanding on that, some stocks seem
to be more affected by Twitter data, while others seem to be more
influenced by news. So, to answer the main research question of
this literature review: There certainly is an effect on accuracy when
sentiment data is used in addition to historical price data. The degree
of the effect depends on the stock and the sentiment source used.

6 DISCUSSION

6.1 Limitations
This research paper had a number of limitations because of the scope
of a literature review. Which limited the research to interpreting the
results of previously published literature. One of the consequences
of this limitation is that there is a lot of focus on the accuracy of
the machine learning models because that was the main testing
measure that the different papers used to assess their models. To
more accurately determine the performance of these models, other
financial indicators such as return on investment and risk-adjusted
returns might be able to provide more insight. Another consequence
of solely looking into previously published literature in the field is
that the recommendations and findings of this paper will reflect on
what is popular in the field. Therefore, these findings do not take
into account improvements and practices in other fields that have
not been used for stock price predictions with sentiment analysis.
Investigating developments that have not been tried for this purpose

before might impact prediction accuracies better than those that are
already established in the field.

6.2 Future work
This paper lays a good groundwork for further study in the field of
stock price predictions with sentiment data. So, the next step would
be to put the insights of this paper into practice. This would mean
making a machine-learning model for stock predictions with histor-
ical and sentiment data. Which uses Twitter and news articles for
sentiment analysis. Themodel should bemadewith LSTM, SVM, or a
combination of multiple algorithms into an ensemble model. To fur-
ther improve this model, more research can be done into advanced
sentiment analysis methods that make use of natural language pro-
cessing algorithms and contextual embedding. Furthermore, the
differences in company characteristics should be investigated to
determine what influences the level of effect sentiment data has on
the stock price predictions of individual companies. Lastly, to be
able to really test the performance of such a prediction model, it
has to be tested on the real stock market. This can be accomplished
by devising a trading strategy for selling and buying stocks accord-
ing to the model’s predictions. With such a strategy in place, the
relevancy of the model can be shown with economic performance
measures such as return on investment and risk-adjusted returns.
Which will be more relevant to investors and other stakeholders
than the model accuracy that has been the main testing measure of
the researched literature.

7 CONCLUSION
In conclusion, this literature review explores the use of sentiment
data in stock price predictions with machine learning. The paper
reviewed various previous literature on the subject to provide some
insight into the most effective approaches for incorporating sen-
timent data in stock price predictions. This work identifies social
media, Twitter in particular, and news articles as primary sources of
sentiment data for assessing public opinion on stocks. These sources
provide valuable insights into the sentiment of investors and the
impact of events on stock prices. Moreover, a combination of Twit-
ter data and news articles has shown some potential in combining
expert analysis with the sentiment of the wider public. Different
machine-learning algorithms were explored, which offer the ability
to efficiently process unstructured data and find complex patterns
for stock price predictions. Most of the researched algorithms are
compatible with the purpose of stock price prediction with senti-
ment data, but SVM and LSTM really stand out as the preferred
options in recent literature. finally, the results of all the previous
literature indicate at least some correlation between sentiment data
and stock price movements. This effect is different for each stock,
where some are heavily influenced while others seem to barely
be affected. By leveraging sentiment analysis in machine learning
models, researchers and investors can certainly benefit and gain a
deeper understanding of market dynamics and make more informed
decisions in the ever-changing stock market.
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Paper Testing measure results dataset

[30] Prediction Accuracy 56% average accuracy Price data on five US stocks and message
boards on same stocks from yahoo finance
(July 2012- July 2013)

Sentiment data improved accuracy
by:XOM: 3.57%, EBAY: 3.58, IBM: 14.29%,
KO: 12.5%.

[24]

Fmeasure comparison of multiple data sets: Fmeasure historical stock data (analyzerxl.gr) on
ALPHA, EUROB, OTE, AEGN. News
articles (Neftemporiki, Capital), Twitter
data (Twitter API all sources: jan 2013- jan
2014

only technical data , 67.6
technical + news data, 73.9
technical + news + twitter, 73.6
technical + twitter 67.6

AEGN andOTEmore effected by sentiment

[7]
Prediction accuracy 73%-78.9% Financial news (vietstock.vn, hsx.vn,

hsn.vn) ,daily stock prices
(cophieu68.com) May 2014- April 2015

Prediction accuracy of VN30 index Only news sentiment data:80%
Prediction accuracy five individual stocks 60-90% accuracy

[19] prediction accuracy KNN: 48%, SVM: 75.5%, NB: 72.6% Financial news articles from press releases
and regular financial news sources like
wall street journal (2005-2014)

Directional stock movement prediction per
year(SVM)

70%

[14] Prediction accuracy
RF: 88%-92% News data, stock price data for AAPL

(yahoo, google news, reuters) Feb
2013-April 2016

SVM: 86%
NB: 83%

[32] Prediction accuracy using sentiment data
only 69.01%

Tweets on Microsoft stock (Twitter API)
stock price data(yahoo finance) Aug
2015-Aug 2016

[17] Prediction accuracy
sentiment: 59.18% Price data on Microsoft, yahoo and

facebook stock.News articles from
multiple newspapers like Wall Street
journal(No known time period)historical + sentiment: 89.80%

[22] paper did not use testing measures SVM most efficient for prediction stock
price movements with sentiment.

Twitter and stock price data (time period
or stock used unknown)

[5] Prediction accuracy 59.15% with sentiment data news disclosures and price data. No time
frame or sources mentioned54.5% without sentiment data

[10] Tested returns with buy and sell orders ac-
cording to predictions

Greater return when making use of twitter
and topic data than without.

News from reuters (2012-2017) on 15 US
companies. Daily close price from yahoo
finance

[40] MSE(Mean square Error Graph of
prediction price and actual data

Without sentiment: 3.72E-05 Yahoo finance data of DJIA (2007-2016),
new york times articles from same periodWith sentiment: 3.57E-05

[27] MAPE(Mean absolute percentage error) 2.03 for price and sentiment Closing stock prices and news articles of
S&P 500 companies (feb 2013-mar 2017)2.13 for just price data

[38] Graph compares prediction with senti-
ment, historical and actual stock prices.

The model with Sentiment data performed
better 77.78% of the time.

Twitter sentiment, newspaper sentiment
and closing stock prices were all directly
sources from Bloemberg(jan 2015 - juli
2018)

Probability techniques to determine statis-
tical significance of sentiment

Could not prove sentiment data influence
at 5% level of statistical significance.

[23] RMSE,MAE (Root mean square deviation,
mean absolute error)

Extensive tables of these measures for each
coutry, ML algorithm and different compa-
nies.

Stock price data (yahoo) on 4 top compa-
nies from US, turkey, hong kong, and pak-
istan (jan 2000-oct 2018) Twitter data on
major global and local events. (2012-2016)

[33]
Prediction accuracy Twitter: 71% Stock price data, twitter data, and news

data(API’s). time period of 45 days
(specific stock and dates unknown)

Twitter + news: 77%

Prediction accuracy after pre-processing. Twitter: 73%
Twitter + news: 81%

[16] Prediction accuracy 68.56% Stock price data (yahoo), Twitter(Twitter
API). Juli 2016- June 2017Sentiment data 0-3% extra accuracy

[8] Prediction Accuracy Only news data: 74.76% news data, price data from same day and
day after (Pulse), time period unknownOnly stock price data: 88.73%

Table 2. Results and datasets of researched papers
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Paper Testing measure results dataset

[25] Prediction accuracy
LSTM: 92.45% News data from multiple newspapers,

twitter data, stock data(NSE),Oct
2014-Dec 2018NB:86.72%

[29] Prediction Accuracy Sentiment data: max 0.6% increase Market and news data from 2007-2016 on
3000 US listed companiesWith attention: 5.6%

[9]
Directional price prediction accuracy Price data:59.53%

News data from reuters, price data from
yahoo finance.(feb 2013- feb 2018)

Price+news sentiment:61.88%

Stock market profit 0.2%-1.7% profit
Avg. accuracy: 74.13%

[36] prediction accuracy 84.92% Stock price data from DJIA and news
headlines about DJIA(aug 2008-juli 2016)

[15]

Stock trend prediction accuracy with
twitter model

historical: 75.16%
Twitter data, news articles from business
insider, and stock data from yahoo( June
2016- juli 2018)

added sentiment: 80.53%

Prediction accuracy with news model historical: 69.79%
added sentiment: 75.16

Prediction accuracy both Twitter + news: 79.86%

[35] Prediction accuracy with news sentiment
and historical data.

TSLA: 90% News data collected from Finviz, historical
stock data from yahoo finance (dec
2019-aug 2020)

AMZ: 91.6%
GOOG: 92.3%

[1] MAPE Without sentiment: 36.75 Historical data (yahoo), news data (google
news) April 2016- April 2021News sentiment: 47.99

Table 3. continuation of: Results and datasets of researched papers
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