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ABSTRACT
Artificial intelligence has become a powerful tool in automatic mu-

sic generation and music recommendation systems thanks to the

field’s rapid development. Nonetheless, few solutions have been

proposed for easily generating music based on a non-expert user’s

preference. The results of an extensive literature review show that

the main issue to combat was that of subjectivity in music, and gave

an indication that a reinforcement learning algorithm combined

with a deep learning model for user preference could be an appro-

priate solution. Based on these findings a new automatic music com-

position system that relies on a reinforcement learning algorithm

and models preferences based on the user’s ratings of transformer-

generated pieces, improving tailoring to the user over iterations

of the algorithm. The system was evaluated through human in-

teraction and shows promising results with a 44.7% improvement

to the mean user rating of generated pieces in 6 iterations of the

algorithm. The rating prediction model also achieves high accuracy

with a difference between the predicted and received ratings of

just 0.81 on a 10-point scale. Because the system relies on no prior

knowledge, with such effectiveness it could give access to music

compositions for user preference to a wider non-expert audience.
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1 INTRODUCTION
Artificial intelligence is taking the world by storm. Among others,

it also found many uses in the music world, whether it is trans-

forming songs to sound like they are covered by a different artist,

recommending music to listeners of popular streaming services,
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or predicting the future popularity of newly-released songs. Sys-

tems capable of generating new musical compositions are some of

the other many examples of applied use of AI in music [2, 7, 14].

Such systems could not only provide entertainment, or be used to

educate about music theory and music creation, but they can also

provide high-in-demand music in the world of marketing. Regard-

less, automatic music-composing solutions are still nowhere near

as popular as large language models such as ChatGPT-4 [22] or

image generators such as DALL-E 2 [6].

One of the potential reasons for the lack of popularity of auto-

matic music composers is their capability to consider the user’s

preference. Currently, popular systems require inputting a list of

the user’s favourite songs or a very detailed description of the ex-

pected composition. The first approach requires significant effort

and may be ineffective when gathering a big enough dataset is not

possible. The second approach, on the other hand, is problematic

for non-expert users who are unable to express their preference in

terms of providing enough detail. It is therefore important to inves-

tigate other options of automatic compositions for user preference

in these situations.

Reinforcement learning is a powerful method of navigating un-

known environments to reach a specified objective. The presented

problem can be described as an environment consisting of all pos-

sible compositions, where the objective is to maximize how fitting

a composition is to the user’s preference. Often, the advantage of

applying reinforcement learning is that, if done correctly, it requires

minimum effort from the user and can maximize its objective with-

out prior knowledge. This paper will therefore focus on answering

the following research question:

RQ How can artificial intelligence compose music for user prefer-

ence using reinforcement learning?

In this paper, a thorough and systematic literature review is

conducted to identify the main problems of music composition

and possible solutions to them. Based on the result of the review,

a design for a new system is proposed that could serve as a po-

tential solution to the problem of music preference extraction and

preference-based music generation without prior preference knowl-

edge. The system will then be implemented and evaluated through

human interaction.

2 RELATEDWORK
Multiple methods will be used in this research. The first step in an-

swering the research question is conducting a systematic literature

review. The review must be extensive and cover state-of-the-art
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solutions, drawbacks and advantages of existing systems, and po-

tential future improvements. The literature review aims to bring the

research as close as possible to answering the posed research ques-

tion. Based on the findings of the literature review, a new system

will be proposed as a way of generating music to user preference

without prior knowledge.
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Figure 1: Flow diagram of the conducted search according to
the PRISMA 2020 statement guidelines.

Method
To ensure a systematic approach that allows for transparent report-

ing, the Preferred Reporting Items for Systematic Reviews andMeta-

Analyses (PRISMA) 2020 statement [23] was used. The PRISMA

statement allows reproducibility and specifies how the search and

selection of the research process can be represented using a PRISMA

flow diagram as seen in Figure 1. The goal of this process is to find

answers to the earlier stated research question in existing scientific

literature. To do so, a search has been conducted in two scientific re-

search databases: Scopus and Web of Science. Similar search strings

have been used to produce a more significant number of results,

which were then further filtered in the process of selection based

on the usefulness of the paper in answering the research question.

Figure 1 contains more information on the number of search results

and the number of available results meeting the criteria.

Search queries
Scopus — The main query used in Scopus was “preference AND

"music generation" AND ("artificial intelligence" OR "ma-

chine learning" OR "neural network")”. Additionally, another

query was used to specifically research the use of genetic

algorithms in music “ ("music generation" AND "genetic al-

gorithm") ”. This query produced 34 results, 30 of which were

deemed irrelevant.

Web of Science — The query used in Web of Science was “ALL =

(preference) AND ALL = (music generation) AND (ALL =

(artificial intelligence) OR ALL = (machine learning) OR ALL

= (neural network))”

Several found papers listed in Table 2 center around the idea of

music recommendation rather than generation, but the process is

also based on user preference extracted through their listening or

streaming data [28, 27, 4, 25], which is relevant to the scope of this

paper.

A full overview of all found articles is presented in Table 2, while

a more specific overview of what aspect of music generation is

relevant for each paper, as well as what implications the findings

of the paper might have for the design of the system proposed in

this paper can be found in Table 1.

2.1 Subjectivity
To understand the problem of music composition and why it is not

more popular, apart from analyzing the findings of the literature

the main difficulties faced were also identified. The following three

main difficulties of music composition can be recognized in the

papers:

Format limitations Symbolic representations, such as musical

scores or Musical Instrument Digital Interface (MIDI) are a

simplified way of describing music. Many aspects of sound

cannot be encoded within these formats. Although it might

seem that a simple solution would be to use waveforms or

raw audio data, research shows that this approach is signifi-

cantly more difficult due to the much higher complexity of

the medium [8].

Short and long term patterns Music is unique in consisting of

strong patterns over the entire length of a track (so-called

song structure) and patterns between notes following each

other to create a melody. Awareness of both kinds of patterns

is troublesome to model [13].

Subjectivity Many of the automatic music composition or recom-

mendation systems are based on the principles of artificial

intelligence, which requires a clearly defined objective func-

tion. Music is highly subjective, and therefore it is difficult

to define what universally “good” and “bad” mean in the

context of creating a new piece. To address this issue, one

option might be to attempt to tailor to each specific user

separately. This would require a way to evaluate composed

pieces based on user preferences, which in turn adds another

dimension to the problem.

Table 1 indicates that although the format of music representation

and its complex structure pose difficulty in music composition,

the subjectivity of music preference is clearly the most relevant of
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Table 1: Overview of what area of music generation complexity is relevant in the paper’s presented problem and what its results
and limitations (as seen in Table 2) mean for the design of the system proposed in this paper. A bold “X” under an area of the
problem indicates it was the most major of the faced difficulties, while an “x” means it was relevant but to a lesser extent.

Reference

Area of problem

Format Structure Subjectivity

Implication for system design

[5] X x

If a song is preferred by a user, another one with similar structure and rhythmic qualities will also be liked by

them — the system should utilize that to generate music more similar in these features to the liked pieces

[17] X A deep neural network can be used to successfully model user preference for automatic music generation

[20] X X An interactive iteration-based algorithm can be applied to extract user preference based on their feedback

Transformers can successfully compose music given user preference

[16] x X X An iterative reinforcement learning algorithm based on user feedback has a high potential in music generation

[27] x X Low-level features of a piece may be used to estimate whether the user will prefer it

[28] x X Reinforcement learning may be used to train a model that predicts user rating given a song’s musical features

[25] X Most recent user interaction should be used to estimate short-term music preference

[21] X x

Subjectivity should be part of the objective function, otherwise, results of music generation vary a lot between

users

[31] x X An interactive algorithm with similarities to the genetic algorithm can improve generating music for user

preference over generations

[4] X Explicit feedback in the form of user rating can be used as a parameter for learning user preference in a

reinforcement learning solution

[26] X X The developed algorithm should be based on iterative human interaction to optimize for user preference

[19] X X A real genetic algorithm requires high parameter adjustability and a clear heuristic — without them, a different

iterative and interactive algorithm might be more appropriate

[29] X The system should be studied through many iterations to investigate signs of early convergence, although the

study suggests it might continuously improve

[32] X Asking for user feedback iteratively from non-expert users is a successful method of understanding their

preference in the context of music

[18] X Music preference is non-linear, therefore, similarly to a genetic algorithm, a deep learning approach is appro-

priate in composing music for user preference

the three. It is the major problem that almost all the found papers

attempt to resolve. This is not unexpected, as music tastes differ

greatly between people and it is difficult, if not impossible, to define

objectively “good” music.

2.2 Modelling user preference
The main differences between the explored systems are the features

they model and what kind of models they use. One approach is to

use a Bayesian regression model to estimate user preference [28].

Such a model can successfully be trained through reinforcement

learning. Due to advancements in the field, newer research suggests

different models. The most recent paper focused highly on the

emotionality of music [27]. It relies on a deep neural network used

to estimate the emotion of a music track using the valence-arousal

model [3] given certain low-level features of the track as input. The

system for music recommendations is based on existing preference

information from the user, as well as collaborative filtering, which

takes into account such aspects as the user’s social media presence

and major events. It can be argued that this system is based on

older research from 2010, in which a system was proposed that

estimates music emotion and user preference based on a window

of their recently listened to songs [4]. This paper already showed

success in using user feedback to understand their preference.

What can be deduced from these articles, is that there are many

ways to model user preference that can be successful. The method

of modelling is highly dependent on the purpose of the model — a

system should model preference for the same features of music that

it can extract to be relevant and useful. This is logical, since the

preference for the genre of music, for example, would have little to

no value in a system that recommends music of a certain emotion.

Additionally, it shows that even low-level features of a music piece

can be useful in reinforcement learning-based training.

2.3 Generating music for user preference
There is also significant research on using user preference in gener-

ating music and sound, with vastly differing approaches. One such

paper suggests using an interactive genetic algorithm to control

the direction of audio generation for sound effects using popular

preference [26]. While showing improvement thanks to iterative

human interaction, the system still faced challenges, one of which

was using the popular preference, rather than tailoring to a spe-

cific user. This is troublesome since preference has a high variance

between different users.

Two other deep-learning-based music composition tools have

been studied [20, 21]. The papers show that the subjectivity of mu-

sic quality is a crucial aspect to take into account when composing.

These systems use an iterative process, in which, using the user’s

feedback, a song or chord progression can be generated step by

step. Although the approach is interesting and shows improvement

over time, it does not provide the framework for the instantaneous

generation of entire songs or tracks but rather provides aid to the
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creator of a piece. Another invention in this domain is an accom-

paniment generator, the aim of which is to create a duet with an

already existing music track, or improvisation [16]. This system

is another example of a promising implementation of an iterative

algorithm based on human interaction.

The most relevant papers for answering the posed research ques-

tion, however, aim to generate entire songs taking user preference

into account [5, 17]. One of these approaches even proposes an iter-

ative learning process in which a deep neural network models user

preference and is fine-tuned using user feedback [17]. This system,

however, still relies on a large dataset of the most popular hit songs

and struggles with a bias toward the exploitation of assumptions as

opposed to the exploration of new songs. Finally, Yamaguchi and

Fukumoto [31] propose an interactive genetic algorithm (IGA) that

consists of iterations of melodies being generated and evaluated

by users to understand their preferences, based on which song

recommendations are made. Though the recommendations did not

become better over generations, which might potentially be related

to the correlation between the simple model based on melodies as

opposed to complex songs, there was a significant improvement

over the many iterations of the algorithm when it comes to the

generated melodies. At the end of their experiment, the system was

able to generate melodies much more preferred by the user than

those generated in the beginning.

The reason Yamaguchi and Fukumoto’s [31] research is so rel-

evant is that not only does it showcase a simple way to connect

a preference model to music generation, but it also proves that a

system could potentially work without any initial input from the

user or knowledge about their listening habits or song ratings. To

a non-expert user, the process of simply listening to multiple gen-

erated melodies and rating them or selecting the favourite is very

approachable and easy to navigate. This provides a great founda-

tion for developing a new generation system and answering the

research question.

2.4 Optimization Algorithms in Music
Generation

Because the amount of pleasure derived from a piece of music

is very subjective, usually optimization for an automatic music

generator/composer is required. Many proposed systems rely on

different forms of genetic algorithms. One possible use case of this

type of algorithm is utilizing researched heuristics of general music

enjoyability (for example types of intervals between every two

next notes) [19]. Similarly, Wiafe et al. [29] use certain features

of a music piece (chord progression, vocal smoothness, etc.) to

optimize a composition system and find that the enjoyability of the

music continuously increased with generations with their approach.

Another possible approach is to use an interactive genetic algorithm

instead, which replaces fitness functions with a human evaluator,

allowing for tuning specifically to the user’s opinion. Zhu et al.

[32] use this approach to successfully generate music based on

the emotionality of the piece desired by a non-expert user. In case

the objective of music generation cannot be easily modelled, a

powerful method such as deep learning may be used allowing for

higher abstraction and complexity. A combination of a genetic

algorithm and deep learning can be successful in predicting a user’s

satisfaction with a piece regarding its pleasantness, which may be

otherwise difficult to model numerically [18].

Although the interactive genetic algorithm seems like a very

promising method, it requires the possibility of crossover and mu-

tation of a population of generated pieces, which might be more

difficult when using a pre-trained transformer, a promising method

of generating music. In that case, the deep learning element of a

system like the one used by Majidi and Toroghi [18] may be used

in a reinforcement learning approach. The loop of reinforcement

learning can be adjusted to include some elements of used genetic

algorithms, such as rating a certain population in each loop to im-

prove the population of the next group. Such an algorithm has the

potential to quickly learn the user’s preference by taking inspiration

from interactive genetic algorithms.

2.5 Literature Review Conclusions
The literature review provides a good basis for the design of a

system for music generation for user preference. The following

conclusions may be drawn based on the findings of the papers:

(1) One of the hardest obstacles in automatic music composi-

tion is the subjective nature of the field. Since music tastes

differ greatly, tailoring to the preference of each specific user

separately might be required.

(2) Research shows that many methods for user preference mod-

elling may be successful, but one should choose a method

depending on the possibilities and requirements specific to

the used system. That being said, for the purpose of mod-

elling something as abstract as user preference, a complex

and abstract approach such as deep learning may be the most

appropriate.

(3) It is possible to successfully improve melody generation to

the user’s preference using user feedback without any initial

input based on listening habits or song ratings. One tested

method to do so is to use an interactive genetic algorithm.

(4) Taking inspiration from an interactive genetic algorithm, a

reinforcement learning approach using user feedback may

be used to extract the user’s preference and optimize the

composition of music.

With the knowledge provided by the review of existing literature,

it is possible to design the system. The combination of the findings

from all analyzed papers as found in Table 1 can be used to design

a system based on an iterative and interactive algorithm capable

of learning the preference of any non-expert user and generating

music based on it. The system is expected to utilize a model that

will show improvements in the accuracy of user rating predictions,

as well as continuously improving music composition to the user’s

preference, which can be measured by the means of user rating.

Whether the system meets the expectations will be tested through

an experiment based on human interaction with the system.

3 SYSTEM DESIGN
In this step of the study, a system is designed using standard design

science steps. First, the problem is identified. Next, the objectives of

the system are defined to establish the expectations of the prototype.

Then, a high-level prototype is developed and evaluated. Sadly,

although usually the system design process is iterative, due to the
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time constraints of the study, only one cycle can be completed.

Nevertheless, the results of the evaluation are still valuable and can

be a driver for future work. The results of the literature review will

be crucial in establishing what problems must be addressed in the

design of the system, as well as in identifying potential solutions

to the problems. To evaluate the system after its development, a

human evaluation will be conducted based on interaction with the

system in the intended way and the collection of basic data that

will allow us to judge the effectiveness of the system. The form of

the human evaluation will be a carefully planned experiment.

3.1 Problem identification
One of the primary problems in music generation is subjectivity.

This issue is even more transparent when it is difficult for a user

to input their preference, whether it is a set of existing songs or a

text prompt. An example of such a situation might be generating

music for a video game by a person unfamiliar with existing pieces.

Therefore the system needs to satisfy the following requirements:

(1) The system must generate music

(2) The system must adapt to the preference of the user

(3) The system should not require any expertise or knowledge

from the user

Generation

The transformer 
generates N pieces

Feature extraction

15 features are extracted
from every piece as

scalar values

Piece selection

Based on the predictions
output by the rating model
n pieces are presented to

the user

User feedback

User listens to each of the
n pieces and rates them

from 0 to 10

Rating model training

The rating model is 
trained on the newly 

received feedback

Transformer training

The music generating
transformer is trained on 

the MAESTRO dataset

Figure 2: Flow diagram depicting the functioning of the pro-
posed system

3.2 Solution proposal
The majority of state-of-the-art music generators rely on artificial

intelligence models. Thanks to rapid advancements in the field,

these models are versatile, reliable and flexible. To produce results

that reflect the user’s expectations, preference must be extracted

in some way. One way to do this would be to ask the user for a

rating of a generated composition. Then, through many ratings, a

model may be created which reflects the user’s likes and dislikes.

Instead of a time-consuming process of asking the user for many

ratings at once, a reinforcement learning algorithm may be used to

continuously improve on generating music to the user’s preference

while receiving new feedback. Drawing inspiration from interactive

genetic algorithms, the reinforcement learning loop consists of gen-

erating a population of 𝑁 pieces, of which 𝑛 (such that 𝑛 < 𝑁 ), that

are predicted to receive the highest rating from the user, are chosen

to be presented to the user. The user then rates the presented pieces.

The rating agent (utilizing a deep neural network) will then be

trained to more accurately predict the preference ratings of the user

in the future based on the feedback. These loops may be repeated

indefinitely until a desired musical composition is reached. The

depiction of the steps essential to the functioning of the proposed

solution can be seen in Figure 2.

3.3 Prototype
A prototype was developed for the purpose of the experiment. This

process consisted of collecting an appropriate example database,

training a model, and preparing the experiment environment.

3.3.1 Training data.
A large amount of training data is required to achieve an optimal

music-generating transformer. Additionally, since the chosen for-

mat for the generator model was MIDI, the musical pieces should

all be available in the given format. Because the time for executing

the experiment is limited, it is also more optimal to train a model

generating the performance of a single instrument rather than an

orchestrated piece. An available database fulfilling all the criteria is

the MAESTRO dataset [12], consisting of many hours of virtuosic

piano performances of classical pieces, all available in MIDI format.

More specifically, version V2.0.0 of the dataset was used.

3.3.2 Generator model.
A trained model of a music-generating transformer is the most

crucial element. As a significant breakthrough in the field of image

generation, transformers are neural network models consisting of

a decoder and an encoder [15]. They are capable of learning from

the context of sequential data and were originally meant for use in

language translation. Because text generation (done by the decoder)

is part of this process, these models are capable of creation based on

the learned patterns and have since found application in other do-

mains than just text. Transformers may also be adapted to be used

in music generation. Similarly to image generation, they provide

very promising and convincing results, and are a well-researched,

and therefore very popular, method for music generation [9, 10,

24, 30, 14]. One of the most successful implementations of music-

generating transformers is the “Music Transformer” [14]. A re-

production of the Music Transformer was used in the experiment,

which was largely possible thanks to an open-source repository

available with the foundations of the system implemented [11].

3.3.3 Preference model.
The usedmodel for user preference prediction was a fully connected

deep neural network (DNN) with an input dimension of 15 scalar

values and an output of a single value between 0 and 10 — the

predicted rating of a musical piece. The DNN consisted of 3 hidden

layers, each consisting of 128 neurons and a ReLU activation [1].

The 15 input values used as the input of the model were features

extracted from generated pieces — the number of notes, tempo,

number of beats, as well as themean, median and standard deviation

of each of the following: note lengths, note pitches, note velocities,

and the number of notes per second.
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Figure 3: Plot representations of experiment results. Presented information (from left to right): rating mean, highest rating,
and lowest rating per generation for each experiment. Each colored line represents the evaluation of a single user, and the
colors are consistent between the three graphs as well as Figure 4.

4 EXPERIMENT
Due to the subjective nature of music enjoyment, this element of

the research is very valuable. Once the system was developed, an

experiment was conducted with the goal of evaluating the system

in practice. A significant portion of the experiment consisted of the

users interacting with the prototype system in order to fine-tune

the model to their preference and evaluate it. This process was

observed and measured for statistical analysis.

4.1 Experiment design
In the experiment, 7 participants interacted with the system as a

potential user would with the goal of generating a music compo-

sition to their preference. Each participant was asked to complete

6 cycles of the algorithm, where a cycle begins with music pieces

being generated and ends with the rating model being trained on

the user feedback. In each cycle of the algorithm, 𝑁 = 30 music

compositions were generated, out of which the 𝑛 = 6 best were

presented to the participant based on the rating model’s predictions.

The participant was then asked to listen through each composition

and rate it on a 10-point Likert scale, where a 0 rating is described

as "not to my liking at all" and 10 as "the piece could not be more to

my liking". Because the prototype transformer is only able to gen-

erate piano compositions imitating classical music performances,

the participants were made aware of this beforehand.

For all participants the same music-generating transformer was

used, with the same parameters and the same training, however,

each experiment began with the rating model initialized to always

predict 5 as the rating. The rating model was only trained based

on the feedback of one particular participant. This is because the

purpose of the algorithm is not to fine-tune the music transformer

but rather to test the effectiveness of interacting with the system as

a user would in order to generate a particular piece to their liking.

For each participant, the following information is recorded about

their interaction with the system:

• The rating of each of the 6 compositions per generation

(reinforcement learning cycle)

• The predicted rating of each of the pieces by the rating model

before training in this cycle
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Figure 4: Plot showing the mean difference between ratings
predicted by the rating model and ratings given by partici-
pants over generations of the algorithm.

• The differences between the expected and the real rating for

each composition

• The rated compositions are also saved, though this has no

relevance to the results of the experiment

This information will be used to assess how effective the system

is in generating music to the participant’s preference, but also

measure how accurately the rating model is able to predict the

ratings received from the user.

4.2 Results
For each participant, the plotted rating mean, as well as the highest

and lowest rating per generation can be seen in Figure 3. Addition-

ally, for the purpose of assessing the rating model, the difference

between received user ratings and expected ratings may be seen in

Figure 4.

For every participant, the mean rating increased significantly

from generation 0 to generation 5 with a mean increase of the

rating mean of 44.7%. Interestingly, although one of the participants

rated all songs much lower than the other participants, the mean

rating showed a steady increase for them as well. Furthermore,
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the mean rating difference between the last and first generation

was the highest for this participant at 64%. On the other hand, the

participant who found the generated pieces most to their preference

from the beginning and consistently rated pieces highly showed

the lowest mean rating increase of 23%.

The rating model also shows satisfactory accuracy, as seen in

Figure 4. On average, after just 6 generations of the algorithm,

the predicted rating was just 0.81 away from the rating given by

the participant. Furthermore, for 6 out of 7 participants, the mean

difference between prediction and received rating at generation 5

(the last of the experiment) is in the [0.17, 1.17] range.

5 CONCLUSIONS
5.1 Literature
In this paper, an attempt was made of answering the research

question: “How can artificial intelligence compose music for user

preference using reinforcement learning?”. The literature review

conducted to understand the problem and existing state-of-the-art

solutions provided the following findings:

• Subjectivity is the main issue of composing music for user

preference

• Deep learning can be successfully applied to model user

preference

• Melody generation to user preference can be improved over

time using an interactive algorithm

• Reinforcement learning can be used to successfully extract

user preference for music

5.2 Solution
Applying the main findings and other more specific suggestions

from the literature review, a new system was designed. The pro-

posed solution utilizes two machine learning models — a trans-

former for generating music and a deep neural network to predict

what rating a generated piece might receive from the user. The

rating model is trained through a reinforcement learning loop in-

spired by a genetic algorithm, where in every loop a population

of pieces is generated by the transformer, and a part of the popu-

lation selected by the rating model is rated by the user based on

their preference. These ratings are then used as additional data to

further train the rating model. A human evaluation in the form of

an experiment conducted with 7 participants interacting with the

system prototype showed promising results.

5.3 Evaluation
Although the result shows that themean rating improves on average

by 44.7% over 6 generations for each participant, this does not mean

that the highest-rated single composition was achieved at a later

generation of the algorithm (see Figure 3). This means that in each

generation a larger portion of the rated population fits the user’s

preference. It is safe to say that the system is successful in improving

the rate at which high quantities of preferred pieces are composed,

but not necessarily how quickly a single highly preferred piece can

be created. It is also clear, that very low ratings appear more rarely

with each generation. These results meet the expectations set based

on the literature review. Consistently with other papers, we find

that not only the melody but also classical piece composition to user

preference can improve over iterations of an interactive algorithm.

The plot of the rating means over generations in Figure 3 addi-

tionally confirms the overarching problem of music subjectivity.

Although the rating mean of 6 out of 7 users consistently remains

between 5 and 9 over the experiment, the seventh user rated the

pieces on average in the [2, 3] range, indicating that the type of mu-

sic the transformer is capable of composing was not to their taste.

Even though the ratings improved over generations, subjectivity

remained highly relevant throughout the experiment as a reason

for the lower satisfaction of this user.

Equally as important are the results of the rating model, which,

after just 6 generations of the algorithm (where each generation con-

sists of rating 6 pieces), was able to predict ratings on average 0.81

away from the rating given by the participant on a 10-point scale.

This proves that a neural network can model music preference,

but also that an interactive reinforcement learning algorithm can

successfully extract preference with no prior knowledge. These find-

ings coincide with the conclusions of the literature review which

show promising capabilities of deep learning in modelling user

preference, and most importantly, the potential of reinforcement

learning in automatic music composition.

5.4 Limitations and Future Work
The main limitations that can be identified in this work are the level

of the prototype and the extensiveness of the evaluation, both of

which stem from the lack of time and advanced hardware available

for this research. Before utilizing a similar model at a larger scale,

it would be strongly advised to train the music-generating trans-

former on a larger dataset and tune the training hyperparameters.

The system should also be evaluated more significantly, preferably

by more users and through a longer experiment generation-wise.

Highly specialistic hardware would make this more achievable by

making the music-generation step of the experiment much faster.

5.5 Implications
In this paper, we were able to answer the posed research question

by designing a successful automatic music composition system that

uses reinforcement learning to compose for user preference. Thanks

to the system consisting of two separate agents it is possible to apply

the rating agent to other music-generating systems, enabling the

generation of music for user preference across many other genres.

Since music is used extensively in the modern world, there is high

demand for new compositions. This means that a system such as

the one proposed in this paper, capable of quickly composing highly

tailored pieces has many potential applications in entertainment

and marketing. In addition, the system requires no prior knowledge,

reducing the barrier to entry for non-expert users which in turn

makes it accessible to a wider audience. It would be reasonable to

expect more similar solutions to gain popularity in the near future.
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B LITERATURE REVIEW OVERVIEW

Table 2: Overview of articles found through literature search

Author(s) &

year

Title Methods Scope Limitations

Dai et al.

(2023) [5]

Personalized Popular Music Generation

Using Imitation and Structure

Objective and

subjective evalu-

ation

Stylistic Imitations of seed songs

preferred by users

Limited to imitating existing songs, no

deep learning involved

Ma et al.

(2022) [17]

Content-based User Preference Model-

ing in Music Generation

Objective and

subjective evalu-

ation

Modeling user music preference

and integrating it in automatic

music generation

Limited to users’ listening histories and

ratings and user preference can be ap-

plied easily because a rule- and statistics-

based model is used rather than a deep

learning model

Mo et al.

(2022) [20]

A User-customized Automatic Music

Composition System

Experiment and

evaluation

Music composition segment by

segment to user preference

Limited to generating short segments,

composing a piece takes a long time

Jiang et al.

(2020) [16]

RL-Duet: OnlineMusic Accompaniment

Generation Using Deep Reinforcement

Learning

Experiment and

evaluation

Reinforcement learning-based ac-

companiment model for real-time

interaction

Limited to accompaniment of existing

man-mademusic, not capable of real-time

improvisation

Wang et al.

(2021) [27]

A Novel Emotion-Aware Hybrid Music

Recommendation Method Using Deep

Neural Network

Experiment on

model

Modelling music emotion repre-

sentation and emotion preference

prediction

Requires information about listening

habits of the user and current events, no

direct interaction with user

Wang et al.

(2014) [28]

Exploration in Interactive Personalized

Music Recommendation: A Reinforce-

ment Learning Approach

Experiments,

user study

Interactive music recommenda-

tion, balancing exploitation and

exploration

Limited to Bayesian model, recommenda-

tion requires user rating of existing songs

Sun (2022)

[25]

Variational Fuzzy Neural Network Algo-

rithm for Music Intelligence Marketing

Strategy Optimization

Performance

analysis of devel-

oped model

Preference modelling, music fea-

ture extraction, music recommen-

dation for preference

Limited to the recommendation and

based on listening habits, trouble with

outliers

Navarro-

Caceres et al.

(2019) [21]

ChordAIS: An assistive system for the

generation of chord progressions with

an artificial immune system

Performance

analysis

Interactive iterative chord pro-

gression suggestion generation

Scope is only chord progressions, re-

quires chord sequence as input

Yamaguchi

and Fuku-

moto (2019)

[31]

A Music Recommendation System

based on Melody Creation by Interac-

tive GA

Experiment

Using a melody-creating genetic

algorithm to recommend music

for user preference

Limited to generating melodies, unsuc-

cessful in recommendation based on pref-

erence

Chi et al.

(2010) [4]

A Reinforcement Learning Approach to

Emotion-based Automatic Playlist Gen-

eration

User study on

model

Playlist generation based on emo-

tion with human evaluation

Limited to playlist generation of existing

songs, limited to user preference of song

emotions

Taniguchi

et al. (2021)

[26]

A System for Generating Audio Influ-

enced by Audience Evaluation Using In-

teractive Genetic Algorithm

Quantitive and

Human Evalua-

tion

Generating single short sounds

using an interactive genetic algo-

rithm

Generating sound effects based on short

audio rather than composition, certain

types of sounds less effective, not individ-

ual

Matić (2010)

[19]

A genetic algorithm for composing mu-

sic

System prototyp-

ing

Non-interactive genetic algo-

rithm for music composition

Limited to researched heuristic for ge-

netic algorithm fitness, no human inter-

action

Wiafe et al.

(2022) [29]

Using genetic algorithms for music com-

position: implications of early termina-

tion on aesthetic quality

Objective and

subjective evalu-

ation

Investigating the impact of ge-

netic algorithm generation num-

ber on the quality of generation

Limited to generating monophonic

melodies, lack of human interaction and

long training time

Zhu et al.

(2008) [32]

Emotional music generation using in-

teractive genetic algorithm

System prototyp-

ing and subjec-

tive test

Interactive genetic algorithm for

music composition based on non-

expert user feedback on the emo-

tionality of music

Limited to only two emotions of a song,

ineffective convergence algorithm

Majidi and

Toroghi

(2023) [18]

A combination of multi-objective ge-

netic algorithm and deep learning for

music harmony generation

System prototyp-

ing and subjec-

tive evaluation

Interactive genetic algorithm and

deep learning with a non-linear

objective in the context of music

Requires expert users, training optimiza-

tion of generation model rather than gen-

erating for specific user
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