To what extent do uncertainty, sentiment, and authors influence the
amount of anthropomorphic behavior on social media?
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Social media serves as a platform for people to share their thoughts but also
provides a place to share knowledge. For certain accounts, people tend to
attribute human-like qualities to non-human agents. We are interested in
seeing what factors and strategies influence the amount of anthropomorphic
behavior elicited, with the goal of creating social entities. We performed an
analysis of three different Twitter accounts, which we labeled with different
message composition strategies. By analyzing the replies to a multitude of
tweets for each account, we examined whether uncertainty and sentiment in
a non-human agent’s behavior heightened the amount of anthropomorphic
behavior elicited by consumers. A large dataset was investigated using
natural language processing techniques. Anthropomorphism was measured
by examining the use of pronouns within replies, as these contained a
lot of first-person (“I"), second-person (“you"), and third-person pronouns
(“he/she"), as well as explicit mentioning of authors’ names. Uncertainty and
sentiment of a non-human agent’s behavior resulted in insignificant results
with no correlation between them and anthropomorphism. Our findings
do suggest that there is a significant difference between the authors from
the accounts analyzed (human written vs. computer generated), however,
there may have been additional or different factors to the ones analyzed that
resulted in this.

Additional Key Words and Phrases: social media, anthropomorphism, ani-
macy, natural language processing, linguistic analysis
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1 INTRODUCTION

The use of sensors and other technologies has allowed farmers to
collect and analyze a wide variety of data regarding their farms.
With this data, farmers can gain insights into the health and produc-
tivity of plants and animals, as well as the environmental impact
of the farming operation. Using this information, areas that need
attention can quickly be identified and efficiently be helped, as the
impact can easily be monitored. These advanced technologies have
attracted the attention of an increasing number of farmers. They
are interested in getting to know as much as they can about their
farm, ultimately resulting in better decision-making and results.
While they are increasingly gaining information, the general public,
who are not involved in the agricultural sector, remains uninformed
about modern farming practices. A reason for this is the inacces-
sibility of information, resulting in a gap between producer and
consumer.

Researchers have looked into bridging this gap. Duffy et al. [5]
came to the conclusion that unless organizations have significant
funding to get their message across to consumers, people will not
be interested in thinking about the environment, animal welfare, or
local consumers. Especially individual organizations that do wish
to communicate with their target audience face difficulties, as they
do not have the financial capabilities. The pooling of resources and
collaboration on a communication strategy seems possible, however,
is difficult, as organizations have conflicting approaches to food pro-
duction. Since the publication of this study, the media landscape has
undergone significant changes. The rise of social media potentially
offers a cost-effective and powerful platform for organizations, com-
pared to traditional media. Additionally, with sensor technologies
being utilized more often, a combination of these two could play a
role in the process of trying to bridge the gap. The process of creat-
ing social entities by eliciting anthropomorphic behavior could be a
promising way to communicate. Anthropomorphism is described as
attributing human-like mental states, feelings, and characteristics to
objects, animals, and other phenomena [10]. This approach can be
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used in hopes to make the information more comprehensible [10],
as social entities possibly enable farmers to create a more personal
connection with consumers. This could allow farmers to explain
their practices by telling an informative and compelling story, while
also doing it in an interesting and easily accessible way.

The problem is that it is not clear how a social entity (e.g. farm,
animal, or robot) should communicate. Therefore, our goal is to see
what effect certain factors and authors have on anthropomorphic
communication on social media. To measure these effects, we will
be looking at the pairings of tweets from several authors, and the
use of pronouns by consumers in the replies. Epley et al. [6] suggest
that three factors make up the psychological phenomenon of an-
thropomorphism, with one of these factors relating to uncertainty
and unpredictability. Therefore, the correlation between the simi-
larity of an agent’s messages and the language used by consumers
might provide useful insights. Additionally, it has been shown that
emotional feedback of an agent influences the intent to interact with
it [14], making the sentiment of messages and the relationship to
consumer’s replies interesting to look at. There are also different
ways a message from a social entity could be composed. To see the
effect, we will be looking at the author of the tweets, specifically by
comparing tweets written by humans imposing as a social entity
(ghostwritten), and computer-generated tweets.

To achieve our goal we will use research questions (RQ) as a basis
of our research.

e RQ 1: To what extent does similarity between a non-human
agent’s messages influence the number of pronouns used by
consumers?

e RQ 2: How does the sentiment of a non-human agent’s mes-
sages correlate with the number of pronouns used by con-
sumers?

e RQ 3: To what extent does the author affect the use of pro-
nouns in consumer replies?

By the end of this research, we hope to have contributed in two
different ways. Firstly, we aim to extract factors that are effective in
current anthropomorphic communication by analyzing the interac-
tion of the general public with such messages. Secondly, we hope
to have discovered what the effect is of an author on the amount of
anthropomorphic behavior displayed.

In this document, we will first look at related works regarding
anthropomorphic communication in section 2. In section 3 will de-
scribe the methodologies used to answer the research questions.
Within section 4 we will report on the results achieved after per-
forming the described methods. These results will be discussed in
section 5, in which limitations of the methods used will also be cov-
ered, as well as ideas for opportunities to further expand upon this
work. Lastly, section 6 will show the conclusions from our research.

2 RELATED WORKS

Researchers have been looking into anthropomorphism for the past
couple of decades now. Caporael [1] has suggested that anthropo-
morphism should be regarded as a psychological phenomenon on
its own. Especially as a “default schema under conditions of quasi-
predictability”, where computers and robots are viewed similarly to
humans [2].
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One of the larger studies in the domain of anthropomorphism is
one by Epley et al. [6]. They also describe anthropomorphism as a
psychological phenomenon, which they constructed three factors
around. Firstly, elicited agent knowledge describes how knowledge
about human and non-human agents is activated, acquired, cor-
rected, and applied to a target. Reasoning about other humans using
one’s own mental states and characteristics as a guide is egocentrism.
When reasoning about a non-human agent, this same process would
describe anthropomorphism. However, the degree to which this ap-
plies varies. It is intuitive for people to use one’s self-knowledge
as a starting point for reasoning about non-human agents, but it
is possible to correct this view if they are motivated to do so. The
extent to which people are willing to expend additional resources
can be described as the need for cognition. People who are high
in need often enjoy engaging in effortful thinking and are more
likely to overcome default assumptions, therefore showing weaker
elicitation of anthropomorphic behavior.

Second, effectance represents the motivation to interact effectively
with the environment, and with non-human agents when applied
to anthropomorphism. Its goal is to enhance one’s ability to under-
stand complex stimuli in the present and predict future behavior.
However, if uncertainty regarding the behavior of a real or pre-
sumed non-human agent is activated by observing the agent’s or
non-human agent’s behavior, anthropomorphism should be height-
ened. Firstly, uncertainty may arise when one is unfamiliar with the
agent. Additionally, it can arise when the behavior of an agent ap-
pears unpredictable or inconsistent with one’s expectations. When
the actions of a non-human agent do not align with what one ex-
pects, one could be inclined to attribute human-like characteristics
to try and make sense of the behavior. Lastly, when the underlying
causal mechanisms are unknown or can not be directly observed un-
certainty could arise. When lacking an understanding of the reasons
behind a non-human agent’s behavior, anthropomorphic thinking
may be used to provide a sense of explanation. Besides uncertainty,
anthropomorphism is likely to be heightened when there are strong
incentives to accurately understand or predict the behavior of a non-
human agent. For example, agents that are perceived as threatening
or able to influence one’s well-being may elicit anthropomorphic
behavior more than powerless agents. Additionally, agents who one
is likely to interact with more in the future are anthropomorphized
more.

Lastly, sociality defines the need to establish and maintain a sense
of social connection with others, which need can be easily satisfied
by non-human agents. Sociality enhances the accessibility of social
clues, including human-like characteristics. Individuals who are mo-
tivated to seek social interactions and connections are more likely
to see human-like attributes in non-human agents. When people are
deprived of social connections, they become more attentive to these
social clues. These people have a stronger tendency to anthropo-
morphize non-human agents as a way to try to fulfill this need. The
work of Epley et al. [6] is particularly relevant to our research as it
offers a robust three-way theoretical framework containing factors
that influence the amount of anthropomorphic behavior elicited,
providing crucial points that can be used to do measurements. By
drawing upon their framework, we can utilize solid factors that
might influence the degree of anthropomorphism in our research.
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Research has also been conducted concerning personal connec-
tions and emotions in the context of technology. Various terms can
be used to describe a personal relationship with a piece of technol-
ogy, like emotional attachment and affective quality [12]. Zhang
[15] describes that technology has an affective quality if it can cause
changes to a person’s mood, emotions, and/or feelings. Emotional
attachment can be described by looking at how some technolo-
gies change people’s first impressions or engagement the more
someone interacts with it. Sung [12] has shown this to be the case
when researching human interaction with Roomba, an automatic
vacuum cleaner. He found that users anthropomorphize this robot
and were describing it with lifelike properties. Participants also felt
that Roomba had intentions, feelings, and unique characteristics
of its own. Besides emotional attachment to technology, Terzis et
al. [14] have shown that emotional feedback affects the behavioral
intent to use chatbots, in particular computer-based assessment. The
above-mentioned works are relevant to our study as they explore
the affective quality and emotional attachment to technology, as
well as research the impact of emotional feedback and the user’s
behavioral intent to use such systems, indicating the importance of
emotional factors in user interactions.

A different study that researched anthropomorphic language in
the context of social media is one by Carter et al. [2]. First, they found
that language concerning robots often exhibited human-like traits,
therefore robots were mistaken for humans. Continuing on this they
found that tweets about animals often contain human-like language
as well, and caused significant mislabeling. This human-directed
language contains modal constructions that use anthropomorphic
explanations for behavior and three human-oriented grammatical
features; pronouns, infinite verb forms, and "so" as a connector
[11]. When individuals use pronouns like "he", "she" or "who" when
referring to animals, it suggests that they view these entities as
being more animate and possessing similar attributes to humans.
However, the use of pronouns like "it", "which", or "that" suggest a
more impersonal and objectifying perspective, indicating a lower
level of anthropomorphism. These works are of great significance
to our study as they give us a foundation for measuring the amount
of anthropomorphic behavior in language.

When speaking about anthropomorphism in this paper, we refer
to Salles et al. [10], which describes it as being “generally defined as
the attribution of distinctively human-like feelings, mental states,
and behavioral characteristics to inanimate objects, animals, and in
general to natural phenomena and supernatural entities", together
with the three-factors that make up this phenomenon given by the
study of Epley et al. [6].

3 METHODOLOGIES
3.1 Data Collection

3.1.1 Crawler. The Twitter platform was utilized to create a dataset
for this analysis. As the Twitter API had seen some changes recently,
the decision was made to gather data through a web crawler. This
tool spawned a web driver instance, which automatically navigated
to different tweets. It went through all available replies, extracted
the relevant information from each, and merged it into a single file.
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By gathering replies from different tweets that are of interest, a
customizable dataset was still put together quickly.

3.1.2  Accounts. We established some predefined labels, to which
we can link some accounts.

Ghostwriter. Accounts labeled as ghostwriter contained tweets
written by humans, acting as if they come from objects.

@NASAPersevere - NASA’s Perseverance Mars Rover NASA’s

Twitter account, imposing as the robot currently driving
around on Mars.

Mechanic. Accounts labeled as mechanic contained tweets fo-
cused on providing numerical data in a systematic format.

@ReplyGPT This account’s main interactions are within the
replies to other tweets. Users may mention this account,
which will then in turn use OpenAI’s ChatGPT API Though,
it also does a daily post of its statistics and gives an insight
into how many people it replied to. The format for this post
starts by saying how many tweets it replied to that day, after
which it thanks its users. While the precise phrasing might
slightly differ, the tweets remain very similar.

Random. Accounts labeled as random contained tweets with no
logical way of predicting the next tweet.

@ExplainThisBob A Twitter account, similar to @ReplyGPT,
which can be tagged under tweets and generates a simplified
explanation of that tweet. However, this account also tweets
things on its own, with seemingly no connection between
them.

When choosing these accounts for the analysis, we tried to get
some variation in our dataset for the factors that are of interest, to
be able to do an effective analysis.

Similarity. In terms of similarity, we tried to capture a wide vari-
ety of values. By choosing an account like ExplainltBob, we tried
to saturate the lower spectrum of similarity values, as there does
not seem to be any apparent relationship between the tweets. Fur-
thermore, by choosing NASAPersevere we aimed at capturing a
moderately high range of similarity values, as the tweets have the
same head topic, exploring Mars, but should talk about different
things it encounters. Lastly, we tried to populate the higher end of
the scale by choosing ReplyGPT, which contains tweets that are
very similar to each other in terms of structure and topic.

Sentiment. ExplainltBob seemed like an appropriate account with
neutral sentiment, as the tweets contained very general language,
were short, and did not show any real emotion. With NASAPerse-
vere we tried to capture tweets that showed some level of positivity,
as we expected the rover to positively report back on its findings.
By choosing ReplyGPT we were aiming for the upper spectrum of
sentiment values, as each message was very positive and contained
a thank you to its followers.

When we will be analyzing the interactions with these different
accounts, the labels are not of importance for the first two research
questions, as we will look at factors across the entire dataset. How-
ever, the third research question analyses the influence of the author
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of an account. In this case, there is a distinction made between ac-
counts. ReplyGPT and ExplainItBob will be grouped, as these both
produce messages that are computer generated, in comparison to
the human-written ones of NASAPersevere. When talking about
author in this paper, we refer to this distinction.

It should be mentioned that there could have been additional
accounts to make our dataset more inclusive. In terms of similar-
ity in tweets, which will also be evident from subsubsection 4.2.1,
ReplyGPT (generated) and NASAPersevere (ghostwritten) score rel-
atively the same. Therefore, a ghostwritten random account would
have been a good addition to the dataset, to have a more in-depth
analysis. For sentiment, a more negative account could have been a
good addition to saturate the lower end of sentiment values.

3.2 Data Processing

3.2.1 Cleaning. Before the dataset was analyzed, cleaning was done.
As we saved all replies we could find, we encountered some that
are not of interest. Examples of this were tweets that only contain
an image, video, or GIF. Other tweets contained encoding errors
or issues with special characters. These deficiencies will influence
linguistic analysis, so they were discarded.

Additionally, we were only interested in English-written tweets.
We used the langdetect [4] package that can detect a particular
language. It outputs a certainty, in the range of [0..1], together
with a language. A threshold of 0.95 was set that needed to be
achieved by the language detector, to ensure the quality of our
dataset.

3.2.2  Natural Language Processing. After the dataset was cleaned
several more processing steps were taken. The sentence was first
converted to lowercase, after which the text was cleaned by remov-
ing unnecessary symbols. The content was then tokenized to break
it down into simpler units. The remaining tokenized words were
stemmed to return them to their base or root form. For this last step,
the Porter stemmer from the NLTK [13] module was used.

3.2.3 Independent Samples Test. As we selected arbitrary accounts
that fit into one of the pre-defined strategies, we needed to ensure
that they were appropriate for the analysis. If the accounts turned
out to be from the same sample, any derived measures would be
rendered irrelevant, as we failed to capture the intended populations.
Therefore, an independent sample test had to be performed on the
dataset to verify whether the samples taken from the accounts were
distributed differently. A Kruskal Wallis test was used on the differ-
ent accounts with regard to similarity and sentiment. This resulted
in pairwise comparisons of each account and showed whether the
independent variables are different for each category.

3.3 Measuring Tools

3.3.1 Use of pronouns. After the data was collected, cleaned, and
processed, we looked at what factors across this data signify anthro-
pomorphic behavior. As described in section 2, one factor that could
be linguistically analyzed was to see to what extent pronouns were
being used in replies to certain tweets. A dictionary was constructed
containing pronouns, which was used to count the average number
of pronouns used per tweet.
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3.3.2  Description of pronoun dictionary. To determine which pro-
nouns to measure within replies we make use of an extended hier-
archy presented by Foley [8].

(1) speaker/addressee > 3rd person pronoun > human proper
noun > human common noun > other animate > inanimate

The hierarchy distinguishes categories that are closely related to
humans and when shifting further right ones that represent a lower
degree of anthropomorphism. This clear distinction allows for exact
measurements of several grammatical concepts. We determined
the first three to be the most appropriate to measure the level of
anthropomorphism.

The dictionary used mainly consisted of the pronouns mentioned
in Caulfield’s online article [3], with the addition of some contrac-
tions and abbreviations commonly used in informal communication,
especially on social media. Examples of these contractions are "T'm",
"Tll", and "we’ll", where the first-person pronouns are not written
out fully. Additionally, words like "you" are often abbreviated to "u"
in short-form message contexts.

When looking into different accounts to be analyzed, we found
that users often addressed accounts by their proper names. For
example, ExplainItBob received a lot of comments along the lines
of "How are you doing Bob?". Although the work from Sealey et
al. [11] only touches the topic of pronouns, the extended hierarchy
proposed by Foley [8] does include human proper nouns, therefore
we opted to also count the use of human proper nouns when doing
our measurements.

Pronoun Type Pronouns Additional Pronouns

e e
', ’me’, 'my’, ‘mine’,
B SNSRI
myself’, ‘'we’, "us’,
’ours’, ‘ourselves’

First Person im’, il well’, *our’

’you’, ’your’, "yours’,
’yourself’, *yourselves’
’he’, *him’, *his’, "himself’,
’she’, *her’, ’hers’, herself’,
’they’, "them’, "their’, "theirs’
"themselves’

Second Person "youll’, 'youre’, "w’, "ull’, "ur’, "urs’

Third Person ’hes’, hell’, ’shes’, shell’, 'theyll’

Table 1. An overview of the pronoun dictionary used to measure anthro-
pomorphic language. Note that apostrophes are deprecated as these are
removed during natural language processing.

3.4  Analysis

3.4.1 RQ 1: To what extent does similarity between a non-human
agent’s messages influence the number of pronouns used by con-
sumers? As can be read in section 2, effectance represents the moti-
vation to interact effectively with the environment, but uncertainty
may arise when an agent’s or non-human agent’s behavior is ob-
served. One factor for this is unpredictability, and anthropomor-
phism should be heightened when an agent appears unpredictable
or inconsistent. To measure the effect of this, similarity scores were
calculated for each tweet, using the spaCy [7] Python package. Each
tweet from one account was compared to the other tweets from that
same author, resulting in a list of similarity values. The average of
this list was taken, which gave a score that indicated how similar
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that tweet was to the other tweets from that account, giving an in-
sight into how unpredictable their tweets were. To gauge the extent
of this effect, the usage of pronouns was measured as described in
subsubsection 3.3.1. The pairs of similarity scores with the percent-
age of pronouns from all accounts were merged into a single dataset,
after which Kendall’s rank correlation coefficient was calculated.

3.4.2 RQ 2: How does the sentiment of a non-human agent’s mes-
sages correlate with the number of pronouns used by consumers? In
addition to uncertainty, anthropomorphic behavior is more likely
to be elicited when there are strong incentives to accurately under-
stand or predict the behavior of a non-human agent. An example
of this is when one perceives it as threatening or influencing some-
one well being. On top of this, Terzis et al. [14] have shown that
emotional feedback, communication with an emotional non-human
agent, affects the behavioral intent to use such an agent. To see
whether there was a correlation between the sentiment of tweets
and anthropomorphic behavior, a similar method to SRQ 1 in sub-
subsection 3.4.1 was used. The VADER NLTK [13] module was used
to measure the positivity, neutrality, and negativity of tweets, which
resulted in a compound score. Again, the pairs of sentiment score
and percentage of pronouns from all accounts were combined, from
which Kendall’s rank correlation coefficient was computed.

3.4.3 RQ 3: To what extent does the author affect the use of pro-
nouns in consumer replies? Lastly, we separated the tweets by au-
thor and analyzed whether one is more successful than another.
The ExplainltBob and ReplyGPT accounts were combined into one
category, as explained in subsubsection 3.1.2. To measure the effect
of the author on the use of pronouns, we calculated a point-biserial
correlation coefficient, specifically a Pearson bivariate correlation
coefficient, as we deal with continuous data.

4 RESULTS
4.1 Description of the dataset

4.1.1 Cleaning. The dataset for the analysis consisted of several
tweets for every strategy from each account mentioned in subsub-
section 3.1.2. For each tweet, all available replies were scraped and
incorporated into the dataset. This resulted in a total of 112 tweets,
which contained 5381 replies, which after cleaning came down to
3438 usable replies, with approximately 1000 replies for each ac-
count.

Strategy Handle Tweets Scraped Replies  Usable Replies

Random @ExplainThisBob 16 2183 1090
Ghostwriter @NASAPersevere 25 1737 1238

Mechanic @ReplyGPT 71 1461 998

Table 2. A comprehensive overview of each strategy, along with the corre-
sponding Twitter account and the respective counts.

As mentioned in subsubsection 3.1.2, some of the accounts ana-
lyzed supply users with the option to mention them under tweets
to generate a reply. This results in these accounts often getting
mentioned within their own replies, which resulted in a substantial
amount of replies scraped only containing the mentioning of such
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accounts. The decision was made to not filter out these replies, as
they arguably signify non-anthropomorphic behavior. When a user
deliberately mentions a bot account to generate a reply, they are
aware of the mechanisms behind it and therefore do not see it as a
social entity. As this is linked to the strategy of an account, it should
not be disregarded.

In the end, the average word count per reply was found to be
6.6 words, with a standard deviation of 4.7, ranging from a length
between a minimum of 1 and a maximum of 56.

4.1.2  Natural Language Processing. Each entry of the dataset was
processed with NLP techniques. This resulted in a certain degree of
standardization across all entries, making the analysis less subject
to small indifferences.

4.1.3 Independent Variables. A Kruskal Wallis test has been per-
formed on the different factors of interest. With this, we can illus-
trate how the three different samples from different accounts taken
overlap or are disjoint from each other.

Similarity. When observing the scatterplot in Figure 1, we notice
that the similarity between the accounts seems different. Explainlt-
Bob clearly shows different similarity values, whereas the other
accounts seem close, but ever so slightly different. This is confirmed
by the Kruskall-Wallis test across the accounts. The similarity turned
out to be significantly different, with a Kruskal Wallis test statistic
of 63.833, with a significance value of < 0.001, at a 1% significance
level. The pairwise comparisons showed that all accounts were sig-
nificantly different from each other in terms of similarity. The mean
similarity scores for ExplainltBob, NASAPersevere, and ReplyGPT
were 0.48(SD = 0.10), 0.82(SD = 0.02), and 0.86(SD = 0.04) respec-
tively.

Sentiment. Looking at the scatterplot in Figure 2, we can see
tweets from ExplainltBob and NASAPersevere have similar val-
ues of sentiment, whereas ReplyGPT seems to score high consis-
tently. The Kruskal-Wallis test confirmed this, resulting in a value of
H = 52.213 with a significance value of < 0.001, at a 1% significance
level. From the pairwise comparisons, only ReplyGPT turned out
to be independent of the other accounts at a significance value of
< 0.001, significant at 1%. The comparison between ExplainThisBob
and NASAPersevere received a significance value of 0.377, therefore
not showing a significant difference in distribution at a significance
level of 1%. The mean sentiment scores for ExplainItBob, NASAPer-
severe, and ReplyGPT were 0.26(SD = 0.32), 0.38(SD = 0.34), and
0.78(SD = 0.11) respectively.

From this, we can conclude and establish, when talking about
similarity and sentiment in the rest of the paper, we have significant
differences in these factors between accounts.

4.1.4 Dependent Variables.

Use of pronouns. To display the usage of pronouns across all
replies, the mean was taken across the number of pronouns used
and normalized by dividing the amount by the number of words for
each reply. This resulted in the first- and second-person pronoun
categories exhibiting a mean of 0.03 (SD = 0.06) and 0.03 (SD = 0.07)
respectively, suggesting a comparable usage level. In contrast, the
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Fig. 1. Scatterplot, per author, showing the relation between the similarity
of a tweet and the use of pronouns in the replies of that tweet.

third-person pronoun category displays a lower mean of 0.02 with
a standard deviation of 0.05, suggesting an overall lower usage and
relatively lower variability. The names category shows a mean of
0.02 with a standard deviation of 0.07, indicating an overall moderate
usage level. A single score was comprised of all pronoun types and
the mentioning of names.

4.2 Findings

4.2.1 RQ 1: To what extent does similarity between a non-human
agent’s messages influence the number of pronouns used by con-
sumers? The similarity across the entire dataset had a mean of 0.808
with a standard deviation of 0.143. These values were in line with
the expectation, as only one of the accounts analyzed seemed to
have no coherent topic between tweets, while the others stayed
close to the same one.

This distribution can be observed in Figure 1, where the majority
of data points are skewed towards the right-hand side. Additionally,
there appears to not be any discernible correlation between the
similarity of tweets and the use of pronouns. We tried to further
back this up with the result of Kendall’s tau-b correlation test. It
resulted in a 73, correlation coefficient of 0.121, with a significance
value of 0.060. At a significance level of 5%, we are not able to
report any significant result from our dataset. Therefore, additional
experiments may be performed to show the possible correlation
between variables.

4.2.2 RQ2: How does the sentiment of a non-human agent’s messages
correlate with the number of pronouns used by consumers? Across the
entire dataset, the mean sentiment score was 0.618 with a standard
deviation of 0.308. The observed distribution of data points along the
x-axis was in line with our expectations. The tweets from ReplyGPT
were all very positive, as they were thanking their followers in a
very systematic way, resulting in a very positive score across all
tweets, which can be seen in Figure 2.
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Fig. 2. Scatterplot, per author, showing the relation between the sentiment
of a tweet and the use of pronouns in the replies of that tweet.
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Fig. 3. Violin plot overlayed with a jittered strip plot, per author, showing
the density and distribution of the pronoun usage across the category.

From Figure 2, there does not appear to be a significant trend
visible. To try and confirm this, Kendall’s correlation coefficient
rank was computed on sentiment and the use of pronouns, resulting
in 7, = 0.003 and a significance value of 0.958. Therefore, from
this dataset, we were not able to reach any significant result at
a significance level of 5%, and further experimentation should be
done.

4.2.3 RQ 3: To what extent does the author affect the use of pronouns
in consumer replies? After combining the data per author we were
left with our dataset divided into two different categories: human-
written and computer-generated messages. The violin plot overlayed
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with a jittered strip plot in Figure 3 shows the density of the pronoun
usage across the different tweets in that category. Visually from
this, it can be seen that the generated tweets have a wider range of
pronoun usage in replies, but also on average show a higher use of
pronouns.

The Pearson bivariate correlation coefficient supports this as-
sumption. With generated messages being categorized as 0 and
human-written messages categorized as 1, the correlation test re-
sulted in a correlation coefficient of —0.316, with a significance value
of < 0.001, at a 5% significance level. This suggests that there is a
moderate negative correlation between human-written messages
and the use of pronouns in replies by consumers.

5 DISCUSSION

Our results showed that we were not able to establish any significant
correlation between the similarity of messages and the amount of
anthropomorphic behavior elicited (in terms of pronoun usage in
replies), which is not in line with theory [6]. A factor that could have
influenced this result is the time frames the scraped tweets were
chosen from. We decided to scrape consecutive tweets until a suit-
able amount of usable replies was reached, instead of cherry-picking
specific tweets to analyze. This might have resulted in similarity
scores being closer than anticipated, especially for the NASAPer-
severe account. The tweets that were covered in the time frame
were centered around a certain mission that involved dropping 10
sample tubes on Mars, making the topic and word choices very
similar. However, an argument can also be made that this is part
of the strategy employed by the ghostwriters and that a different
account should have been selected.

Additionally, we were not able to measure any significant cor-
relation between the sentiment of tweets and the use of pronouns
in the replies, contradicting existing literature [14]. One possible
explanation for this could be that the users interacting with these ac-
counts only encounter them occasionally, as they are dependent on
the Twitter algorithm if they do not follow the accounts. Therefore,
they might not have developed a sense of familiarity or connection
with the accounts, potentially reducing the impact of any emotional
effects.

Another more general explanation for these results could be
linked to elicited agent knowledge from the three-factor theory
[6], as described in section 2. As briefly mentioned in results, users
interacting with accounts that generate a reply when mentioned,
are generally more aware of the mechanism behind such an account.
Therefore, they might have an easier time overcoming default as-
sumptions about these non-human agents, showing a lower amount
of anthropomorphic behavior compared to regular users who come
in contact with these accounts.

We did observe a significant correlation between the use of pro-
nouns and the author of an account. Computer-generated messages
showed a higher level of pronoun usage in replies, which contra-
dicted our hypothesis. We expected ghostwritten content to show
higher levels of anthropomorphism, as we predicted that human au-
thors can mimic and display human-like attributes more effectively.
One possible explanation for this unexpected result could be that
computer-generated messages are designed to imitate human-like
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language, enhance user engagement, and create a conversational
experience, whereas the ghostwritten account chosen was more
focused on sharing knowledge.

Lastly, sometime after the tweets were scraped and the analysis
was performed, the ExplainThisBob account was suspended from
Twitter, due to allegations of being a “crypto scam account" [9].
The presence of a suspended account in our dataset possibly should
be taken into account when interpreting these results. The reason
for suspension might raise questions regarding the reliability and
trustworthiness of the content and interactions of an account. Addi-
tionally, the reproducibility of this study is affected, as it hinders
the possibility to reproduce these exact results, due to the content
and interactions with this account are no longer available.

5.1 Limitations

The dataset that was created for this analysis was limited due to
various reasons. Firstly, a drawback of our crawler was that Twitter
only serves users with a certain subset of all replies under a tweet.
The threshold for this lies around 200-250 replies, after which no new
replies will be loaded, giving us less control over replies, resulting in
ones that are not interesting to us, e.g. images, gifs, or video replies.
Additionally, ReplyGPT did not receive nearly as many replies as the
other accounts analyzed. Therefore, the number of tweets scraped
for each strategy to get a similar amount of usable replies is out of
proportion.

Furthermore, our findings contradicted existing literature, for
which there could be multiple explanations. Firstly, the method
for measuring anthropomorphic behavior in linguistics may have
inherent limitations. It remains a difficult problem to measure a
psychological phenomenon using linguistic analysis, especially in
the context of social media, where there is an overall inclination
towards concise messages. The way of measuring sentiment within
tweets also caused some limitations. VADER is not the most robust
way to measure sentiment in a tweet, and as shown in Figure 2, tends
to give neutral scores, resulting in a higher probability of getting
tied ranks when computing Kendall’s rank correlation coefficient.
Additionally, it only produces values on a single axis, therefore only
showing whether a piece of text is considered to be positive or
negative.

5.2 Future Works

With the continuous improvement of tools like ChatGPT and the
increase in the use of social media and other platforms in our lives,
there are many different opportunities to expand upon this work.

In the case of measuring anthropomorphism, one could explore
a better way of measuring anthropomorphism within language.
The one we used is appropriate, but there are underlying or hidden
factors that have an impact on the results. A more robust and broader
technique might allow for more accurate results.

One could also explore different factors that could influence the
amount of anthropomorphic behavior elicited in consumers. One
factor in particular that would be interesting in examining further,
is the one of giving a non-human agent a short and easy name.
When looking at different accounts that were of interest, it became
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apparent that a lot of replies use the author’s name, e.g. ExplainIt-
Bob was called “bob" a lot. A very easy-to-understand name might
make an agent feel more personal, in contrast to something like the
“NASA Mars Perseverance Rover". Continuing on this, ExplainItBob
and ReplyGPT both had an image of characters with some human
characteristics as their profile picture, whereas NASAPersevere had
one of their rover. Again, the notion of visual appearance might
play a significant role in the way users anthropomorphize accounts.
Therefore, an experiment could be performed to examine the effect
appearance and characteristics of an account.

As briefly mentioned in subsubsection 3.1.2, the addition of other
accounts could be something to improve upon. A 2-by-2 interaction
effect could for example be studied if we had analyzed a ghostwritten
random account as well. This way we would have two random and
two similar accounts, wherein each category one is generated and
one is ghostwritten. This allows for a more in-depth analysis and
might show different results than the ones we were able to produce.

More observation is also needed in seeing how the interaction
with these accounts compares to real humans. Are the similarities
to be found? Do these accounts show significantly higher pronoun
usage or other measures? This could either be done through another
analysis or an experiment.

Lastly, it is important to note possible ethical concerns with
the creation of technology like this, especially with the rise of Al-
generated content. Nowadays it can be hard to distinguish human-
written content from computer-generated content, and the question
rises whether it is considered ethical to not disclose this information.
Users might build unsustainable personal relationships with technol-
ogy, even though this is not the intended use. The explicit mention
of the use of generated content might be a way of mitigating this
concern, as being transparent could de-incentivize the creation of
such relationships. However, an in-depth literature review or exper-
iment should be performed to explore when and how users build
relationships with technology and possible ways of avoiding this.
Only after this is established, one could explore the development of
such technology.

6 CONCLUSION

In conclusion, our findings show that the author, human-written
or computer generated, influences the amount of anthropomorphic
behavior elicited. Generated messages seem to show higher levels of
pronoun usage in their replies, however, the factors analyzed did not
seem to have a substantial impact. We were not able to measure any
significant correlation between dissimilar tweets and a heightened
amount of anthropomorphism within our dataset. Additionally, our
results showed sentiment to not be a significant factor either. There-
fore, we were not able to reach our goal, as we are still unsure what
effect the factors analyzed have on anthropomorphism. This means
we are still not sure how a social entity should communicate and
are unsure whether we can bridge the gap between producers and
consumers. We highlight the need for further research to explore
different ways of measuring anthropomorphism and different fac-
tors that influence the amount of anthropomorphic behavior. Lastly,
we emphasize the potential drawbacks such outcomes might have

Thom Harbers

on consumers, which should be taken into account when expanding
upon this or similar work.
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