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Fig. 1. Example of a generated marker file.

The fast fashion industry is widely recognised as one of the most polluting in-
dustries globally. In order to address this issue, a shift from mass production
to made-to-order or made-to-measure models has emerged as a potential
solution. These alternative models address overproduction by manufacturing
clothing items upon order and tailoring garments to each client’s specific
measurements, reducing returns. However, implementing these models in
the fashion industry brings forth new challenges in the production process,
particularly in generating marker files for pattern placement on fabric. Ex-
isting algorithms used for pattern placement optimisation can take days to
converge, which poses a significant problem for unique garment production.
In this paper, I propose two improvements to the sliding no-fit polygon
generation algorithm, significantly enhancing its speed. Additionally, I in-
troduce a novel ordering heuristic that improves efficiency and serves as a
partial seed for the genetic algorithm and Q-learning. Furthermore, I pro-
pose a hybrid placement heuristic that prioritises border placement and then
switches to the bottom-left strategy, resulting in improved packing efficiency.
In conclusion, my advancements offer promising results for addressing the
challenges of made-to-order and made-to-measure in the fashion industry
and can contribute to reducing waste and improving sustainability.
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1 INTRODUCTION
Fast fashion has become a global phenomenon, with the fashion in-
dustry producing 150 billion garments each year [16]. Most of these
clothes are manufactured using the ready-to-wear model, where
garments are produced in standard sizes and then sold. Accurately
predicting consumer demand for each item remains a challenge,
leading to a significant sustainability issue: overproduction. Annu-
ally, clothing worth over $600 million goes unsold and is ultimately
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incinerated [25]. Another problem is the high rate of clothing re-
turns, which range from 10% to 60% across different categories,
resulting in a substantial number of unsold items [5], These issues
contribute to the fashion industry’s significant environmental im-
pact, particularly due to the production cost of fabric [27]. Cotton,
the most used fabric for garments, requires enormous amounts of
water, pesticides, insecticides and energy to produce [24], making
the fashion industry one of the most polluting sectors worldwide
[8].

To address these challenges, a potential solution is transitioning
from mass production to made-to-order (MTO) or made-to-measure
(MTM) models. In both approaches, garments are produced after
they are ordered, and with MTM garments are tailored to each indi-
vidual’s specific measurements. These models offer the advantage
of reducing waste and have been shown to be profitable [7].
However, implementing such a shift in the production process

presents challenges. Traditionally, in the fashion industry, the pro-
cess involves designing a garment and then using an algorithm to
determine the most efficient marker file. A marker file contains the
pattern packing layout, specifying how the garment pieces should
be arranged on the fabric to minimize waste. Based on this marker
file hundreds of thousands of identical garments are produced. In
contrast, the MTO and MTM models introduce more variation in
the produced garments. Each variation requires the generation of a
new marker file. This poses a problem as existing algorithms often
take days to converge upon a solution. With the introduction of
unique garments in newer models, running the algorithm for every
few ordered garments becomes time-consuming and fails to meet
the demand for clothing.
Therefore, these new production models require a shift in the

evaluation criteria for packing algorithms. Time efficiency becomes
crucial as the algorithm needs to generate marker files for every few
ordered garments. For example, Zara sold approximately 2,981,965
units in the fiscal year 2018/2019, averaging to about one garment
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sold every 10 seconds [28]. To effectively address fluctuating de-
mands, marker files are required to be generated within a maximum
time frame of 1-2 minutes. It is essential to develop packing algo-
rithms that can quickly generate marker files. Second to time is the
importance of minimising fabric waste. MTM and MTO limit fabric
waste by reducing overproduction. Therefore, slightly less efficient
packing algorithms are acceptable due to time constraints. The main
contributions of this work include:
• Two enhancements to the sliding no-fit polygon generation
algorithm, greatly improving its speed.
• A novel ordering heuristic that improves efficiency and serves
as a seed for the genetic algorithm (GA) and Q-learning.
• A hybrid placement heuristic which starts with prioritising
placement near the borders, and ends with the bottom-left
strategy, which improves packing efficiency.

In conclusion, the advancements presented in this paper show
promising results in extensive testing with various datasets. These
advancements have the potential to address the challenges faced
by the fashion industry in MTO and MTM scenarios, contributing
towards waste reduction and improved sustainability.

2 RELATED CONCEPTS
Solutions to the packing problem can be subdivided into three major
parts. Firstly, a method is needed for overlap detection. Secondly,
the order in which the pieces will be packed is decided. Lastly, the
placement position is determined for the pieces in the given order.
In the following part I will explain the major concepts that this
thesis builds upon.

2.1 Overlap Detection
There are three options when it comes to overlap detection between
polygons. Firstly, trigonometry functions can be used for overlap
detection. Secondly, polygons can be mapped as pixels in a grid,
which can be used for overlap detection. And lastly, the no-fit poly-
gon (NFP) method can be used. The concept of NFPs is introduced
in 1966 by Art [3], under the term ‘shape envelop.’ The term ‘no-fit
polygon’ was later coined by Adamowicz and Albano [1]. Multi-
ple approaches exist for constructing NFPs, including the sliding
approach implemented by Mahadevan in 1984 [22].
The main advantage of using the NFP method over other ap-

proaches is its reusability. In many packing algorithms, multiple
iterations are required to find the optimal solution. With trigonom-
etry or the pixel method, overlap detection needs to be performed
repeatedly, leading to increased computational overhead. However,
with the NFP method, the majority of calculations are performed
once at the beginning. Subsequently, only the point-in-polygon test
needs to be conducted, which is computationally less intensive [9].
Therefore the NFP is the most time-efficient way of doing overlap
detection [17]. Nevertheless, adoption of the NFP method in real
world industries has been slow. This is mainly because of the com-
plex implementation and the numerous edge cases NFP creation
methods need to handle [4].

2.1.1 No-Fit Polygon Generation Methods. There are multiple dif-
ferent methods of generating the NFP. The best method depends on
the properties of the polygon as well as the use case.

Fig. 2. NFP generation of convex polygons.[4]

For convex polygons, the generation of an NFP is straightforward.
Given polygons A and B, where the edges of polygon A are oriented
in the counterclockwise direction, and those of polygon B in the
clockwise direction (Fig. 2a), the process involves translating all
edges to a single starting point (Fig. 2b) and constructing the NFP
by appending all edges in counterclockwise order (Fig. 2c).

For non-convex polygons the process of creating the NFP is more
complex, there are two main approaches for doing this.
The first approach entails converting the non-convex polygon

into multiple convex polygons, generating NFPs for each of these
polygons, and then combining them to form one complete NFP.
Nonetheless, a disadvantage of this approach is that the final step
is often time-consuming, and for larger polygons, it can take up to
twenty minutes [2]. There are improvements that could be made
which can speed up this process.

In this paper, the focus will be on exploring the sliding approach,
which is a widely used method for solving the irregular polygon
packing problem. Unlike the previously discussed approach, the
sliding approach does not have the disadvantages that results in
increased creation times of NFPs. The sliding method involves the
controlled movement of one polygon, typically referred to as the
orbital polygon B, along a stationary polygon A. By following this
procedure, the no-fit polygon of A and B (NFPAB) can be derived
through a three-step process. Initially, polygons A and B should be
positioned in a manner where they make contact without overlap-
ping, as illustrated in Figure 3a. Subsequently, polygon B is incre-
mentally slid around polygon A, ensuring continuous contact while
avoiding any overlap between the two, as exemplified in Figure 3b.
Finally, the trajectory of a reference point on polygon B is traced
throughout the sliding motion, resulting in the formation of the
NFP, as depicted in Figure 3c. It is important to note that the choice
of reference point on polygon B is arbitrary but serves as a basis
for subsequent overlap checks between polygons A and B. Upon
obtaining the NFPAB, three distinct collision scenarios may arise.
Firstly, if the reference point precisely aligns with the edges of the
NFPAB, it implies that polygons A and B make contact without over-
lapping as is showcased in Figure 4a. Secondly, if the reference point
on polygon B lies within the boundaries of the NFPAB, it indicates
an overlap between polygons A and B as illustrated in Figure 4b.
Lastly, if the reference point falls outside the NFPAB, it signifies the
absence of any contact between polygons A and B, see Figure 4c.

2.2 Packing Order
The second part of the packing process is determining the order
in which the pieces are placed. This packing order significantly
impacts the packing efficiency. To optimise the packing order and
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Fig. 3. Sliding algorithm for creating an NFP.

Fig. 4. The different cases of the NFP intersection check (a) touching (b)
intersection (c) no touch

minimise fabric waste, two algorithms will be utilised in this study.
Firstly, the GA, which is a widely used approach in addressing
the irregular polygon packing problem. Secondly, a reinforcement
learning technique called Q-learning will be employed.

2.2.1 Genetic Algorithm. The GA was introduced by Holland in
1975 [13]. It is rooted in the concept of survival of the fittest and
draws inspiration from biological evolution. Genes serve as the
fundamental building blocks of the GA, representing solutions to
the given problem. Additionally, the GA comprises a fitness function
and offspring creation process based on these genes. This latter step
typically involves parent selection, crossover to combine the genes
of two parents into new combinations, and mutation to introduce
random exploration [15].

2.2.2 Q-learning. The name Q-learning was introduced byWatkins
in 1989 [32]. Q-learning is a machine learning algorithm, which has
three main building blocks. An agent, a set of states and a set of
actions for every state. The agent interacts with the environment by
choosing an action, which makes the state change. Then a reward
is calculated and given as feedback to the agent. In the case of
Q-learning a so-called Q-table is updated with the newly received
reward. The agent then chooses the next action based on the Q-table.
This decision is based on where the biggest rewards are, which are
exploitative actions. Nonetheless, a certain degree of randomness is
incorporated to ensure both exploration and exploitation.

2.3 Placement Heuristics
The last step of the packing algorithm is deciding where the poly-
gons get placed. This placement is done repeatedly when deciding
the order based on a meta heuristic or reinforcement learning algo-
rithm. Therefore, achieving fast placement is important. The speed

of the placement algorithm directly correlates with the number of
iterations the algorithms can undergo, leading to improved results.

2.3.1 Bottom-Left. Bottom-left (BL) is the most well-known place-
ment heuristic. It is used widely in the rectangular packing problem,
but also in the irregular polygon packing problem [9]. The BL heuris-
tic operates by sliding a piece downwards as far as possible, followed
by sliding it to the left as far as possible. This process is repeated,
alternating between the downwards and leftwards directions. When
using NFPs, there is no need to execute this algorithm since the
NFPs themselves offer a convenient way to identify the bottom left
point. This can be achieved by examining all the points that form
the NFP and choosing the bottom left point.

3 STATE OF THE ART
The state of the art in packing problems revolves around efficient
solutions for mass production of clothes. Algorithmic approaches
have proven highly effective, in recent years they have surpassed
human performance, which previously had a 5% advantage [6, 23].
However, these algorithms often require days to optimise a solution,
posing a challenge in terms of time efficiency. This section explores
key aspects of the current research, including overlap detection,
packing order optimisation, and placement heuristics, to address
these challenges and improve the packing process.

3.1 Overlap Detection
The NFP method has proven to be the most efficient form of overlap
detection for the problem at hand. In particular, the sliding NFP
creation approach holds promise due to its superior efficiency com-
pared to decomposing and reconstructing irregular polygons. The
initial demonstration of the sliding approach was presented by Ma-
hadevan [22]. Subsequently, a more robust algorithm was described
by Burke et al. [4], and the most recent improvement was presented
by Luo and Rao in 2022 [20].
Considering the importance of generating solutions within a

limited timeframe, the NFP approach appears promising due to
its highly efficient collision detection capability [4]. However, it is
worth noting that there are recent algorithms developed to address
the packing problem for mass production, which utilise the pixel
approach [29, 30]. This choice is likely influenced by the complexity
involved in implementing the NFP creation algorithm, an issue that
the pixel method does not encounter [31].

3.2 Packing Order
Most of the research conducted in the area of packing problems
revolves around optimising the packing order, as it has a significant
impact on packing efficiency [12]. To achieve this optimisation,
a wide range of heuristics and meta-heuristics are experimented
with. Among these approaches, the GA has been widely utilised in
solving packing problems. For instance, Luo et al. recently employed
a hybrid approach combining the GA with variable neighborhood
search, resulting in promising results [21]. Similarly, Junior et al.
also employed the GA to determine the optimal packing order [14].

In the field of irregular polygon packing, reinforcement learning
algorithms, like Q-learning, are still in the early stages of application
[10]. However, it is worth noting that reinforcement learning has
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demonstrated remarkable progress in other fields. For example, in
the realm of gaming, reinforcement learning algorithms have man-
aged to defeat professional teams in complex multiplayer games [26].
Additionally, in various domains, reinforcement learning techniques
have achieved significant advancements. This is demonstrated by
studies on deep reinforcement learning [18].

In conclusion, optimizing the packing order is crucial for improv-
ing efficiency in packing problems. The GA has shown promise in
solving these problems, while reinforcement learning algorithms
like Q-learning are still in the early stages of application. However,
considering their success in other domains, exploring and com-
paring RL and GA techniques offer potential for advancements in
packing efficiency and sustainability.

3.3 Placement Heuristics
While the BL heuristic remains the standard and most commonly
used placement heuristic, alternatives exist that offer improvements
[12]. Building upon the BL heuristic, Liu and Teng introduced an
improved version known as the Improved Bottom-Left (IBL) heuris-
tic [19]. Another enhancement, the Bottom-Left Fill (BLF) heuristic,
was developed by Gomes and Oliveira to address the issue of filling
holes in the packing process [11]. These algorithms are typically
designed for use in conjunction with the pixel method for overlap
detection or the standard trigonometry approach. However, when
working with polygons, these algorithms become more straight-
forward, and even the basic BL implementations already consider
hole-filling in their decision-making process.

Not all studies rely solely on simple heuristics for polygon place-
ment. A recent study by Tsao et al. utilised particle swarm optimi-
sation to determine piece placement, yielding highly competitive
results in terms of fabric and time efficiency for mass production
[29]. However, in the context of MTO and MTM scenarios, where
time constraints are critical, these algorithms are not feasible. For
instance, the process of creating a marker file for six blouses with
the algorithm developed by Tsao et al. consumed an excessive 30,891
seconds of CPU time, equivalent to approximately 8.6 hours. Con-
sidering the urgent need for swift solutions in MTO and MTM
applications, this algorithm proves unsuitable for such emerging
requirements.

3.4 Conclusion
Advancements in overlap detection, packing order optimisation, and
placement heuristics have been made in packing problems. The NFP
method, especially sliding NFP creation, shows promising results
[4], while the pixel approach offers a solution which is simpler
to implement. Packing order optimisation benefits from the GA
and has potential for reinforcement learning techniques. Placement
heuristics, like BL, have improved versions such as IBL and BLF.
Time constraints in custommanufacturing scenarios pose challenges
for efficient solutions. Further research is needed to address these
emerging application requirements.

4 PROPOSED METHODS
The aim of this study is to address the packing problem under
time constraints and optimise each step of the packing process.

Specifically, improvements will be explored in overlap detection,
followed by investigating the potential of GA or Q-learning for
optimising the packing order. Lastly, a search will be conducted for
a more efficient placement heuristic to optimise the final step of the
process.

4.1 Overlap Detection
As stated before, NFP is the most time efficient overlap detection
method. However, the initial creation of the needed NFPs still takes
a significant amount of time. Hence, efforts have been made to
enhance the generation process by minimising the number of inter-
section checks required.

4.1.1 New Touchpoint detection method. To explain the changes
made to the algorithm proposed by Luo and Rao [20], it is necessary
to understand the structure of their original algorithm. This original
algorithm includes additional steps to handle edge cases. Since these
edge cases are not relevant to clothing patterns, they have been
disregarded in this study.
The main components of the algorithm consist of three steps:

finding touchpoints, determining the translation vector from these
touchpoints, and computing the translation distance along the given
vector. Among these steps, finding touchpoints is the most time-
consuming step with a complexity of O(𝑛*𝑚), where 𝑛 and𝑚 repre-
sent the number of vertices in polygons A and B, respectively.. This
means that every vertex of polygon A needs to be checked against
every vertex of polygon B.
The key to this optimisation lies in the step determining the

translation length. The results of the intersection checks done during
this step can be saved and used to speed up the search of touchpoints.
To enhance the speed of finding touchpoints, the translation

length determination step stores the vertices that collide when mov-
ing along the vector. With this information, the subsequent step
of finding touchpoints only needs to determine the type of touch-
point that occurs, such as a vertex touching another vertex or a
vertex touching an edge. This approach is significantly less time-
consuming, and implementing this improvement has resulted in
considerably faster generation times for the NFPs.

4.1.2 Improved Point Exclusion. As suggested by Luo and Rao, the
calculation of the sliding vector’s length involves creating bound-
aries parallel to the movement vector and excluding points based
on these boundaries [20]. In addition to these parallel boundaries, I
propose perpendicular boundaries. These perpendicular boundaries
are generated by considering the starting points of the polygons as
well as the end points after applying the movement vector. Figure 5
illustrates these perpendicular boundaries alongside the method’s
parallel boundaries.

The introduction of perpendicular boundaries offers the potential
to expedite the collision check process by eliminating numerous
unnecessary points in certain cases. It is essential to recognise that
this approach also introduces additional overhead, which could
potentially slow down the collision check.
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Fig. 5. Extended Point exclusion, (a, b) polygons with translation vectors, (c,
d) boundaries based on those points and vectors.

4.2 Packing Order
Packing order optimisation generally has the biggest effect on the
fabric usage efficiency. This step is the most time-consuming in
current solutions. The problem with optimising this step is that
there is a very clear trade off between solution quality and solution
time. I have tried to get a solution of the highest possible quality in
the limited time. To do this I have looked at both existing solutions
in the space of irregular polygon packing and at Q-learning which
has been used more and more in optimisation problems in other
fields.

4.2.1 Improved ordering heuristics. Starting of, I will examine sim-
ple sorting methods that can yield satisfactory, but not optimal
solutions. One of the most intuitive approaches is sorting the pieces
from largest to smallest and packing them in that order. This or-
dering method aligns with our natural inclination to start with
the largest pieces and fit the smaller ones into the spaces created
by them. However, it is important to note that depending on the
shape of the polygons, a situation may arise where the pieces with
a smaller area, are significantly taller. If these pieces cannot fit into
the gaps created by larger pieces, it significantly increases fabric
consumption and significantly reduces packing efficiency.

To address this issue, one potential solution is to consider sorting
the pieces by height. This approach can be beneficial when dealing
with elongated polygons that have minimal area, as it improves
the packing efficiency in such cases. However, it is important to
note that sorting by height may lead to suboptimal results in other
scenarios where the area of the polygons plays a more significant
role.
A novel formula has been invented to determine the ordering

of pieces based on a combination of area and height. The formula
can be found in equation 1. This formula takes into account the
quadratic nature of the area variable and reduces the influence of

Fig. 6. Visualisation of crossover between parents P1 and P2, creating chil-
dren C1 and C2

height on the outcome by dividing it by two. Testing has shown that
this hybrid method outperforms sorting by area or height alone,
providing better solutions for the packing problem.

𝑆𝑐𝑜𝑟𝑒 = 𝑎𝑟𝑒𝑎 + ℎ𝑒𝑖𝑔ℎ𝑡
2

2
(1)

4.2.2 Genetic Algorithm. The GA can help with further optimisa-
tion of the packing order and is widely applied to the given problem.
One disadvantage of the GA is that it can take a long time for it to
converge to an optimal solution. However, the heuristics explained
in the previous section, used for ordering the pieces, outperform ran-
dom ordering. Hence, there is no need to start the GA from scratch.
The created heuristics can be used to generate an initial population
for the GA, which can then further improve upon these heuristics.
This process is called seedling. Because there is not one heuristic
which performs best in all situations, the seedling for the GA is
done using all three described heuristics. The GA is initialised with
one third of the population sorted by area, another third sorted by
height and the last third sorted by the custom combination heuristic.
This process of seeding the GA improves the time it costs to find a
reasonable solution dramatically.
Besides the aforementioned seeding, there are several design

decisions that need to be made to adapt this problem for the GA.
Initially, it is necessary to determine how the genes will represent
the solution to the problem. In this paper, the approach taken is to
assign a unique number between 0 and 𝑛 (where 𝑛 is the number
of polygons) to each gene. The genome then consists of 𝑛 genes,
forming an ordered list of pieces.
Once the solution is represented by genes, the next decision in-

volves implementing the crossover operation. Unlike binary strings,
this task is not straightforward since each piece can only appear
once in the genome. To address this, the crossover is performed by
randomly selecting a number of genes from the first parent, followed
by the genes that are not yet present in the genome, in the order they
appear in the second parent. For the other child, the same process
is followed, but the genes are taken first from the second parent
and then filled up with the genes of the first parent. An example
illustrating this process with a total of ten polygons and a randomly
selected number of six genes from the parent can be found in Figure
6. Finally, the reward function needs to be implemented, in this case
the reward is equal to the fabric efficiency of the packing order.

The parameters were chosen as follows: the crossover rate is set
to 0.9 and the mutation rate is set to 0.2, based on a study by Junior
et al. [14]. Additionally, the population size is set to be equal to the
number of polygons in the given problem.

4.2.3 Q-learning. Reinforcement learning has proven effective in
optimising complex problems, as demonstrated in the application
of Q-learning in optimising complex tasks like playing the Dota 2
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video game [26]. When applying Q-learning to the irregular polygon
packing problem, it is necessary to represent the problem in states.
However, using the order of the pieces as states would result in an
excessively large number of states, making it infeasible for the agent
to explore them within the given time constraints. To address this,
states are represented as tuples of two sets. The first set contains
the packed pieces, while the second set contains the pieces that are
yet to be packed. For example, the initial state would be represented
as ({}, {0, ..., 𝑛}), where 𝑛 represents the total number of pieces, and
each piece is denoted by a number. A subsequent state, where piece
1 is chosen as the first to be placed, could be represented as (1,
0, 2, ..., 𝑛). The set of possible actions for each state corresponds
to the second set in the tuple, allowing any unpicked piece to be
selected for packing. The challenge arises in defining the reward
function. Since evaluating the quality of non-final states is infeasible,
the feedback received is limited to the final reward. This reward
is calculated based on the fabric usage efficiency of the packing
order. The score is added to the results list for visited states, and the
Q-table is updated with the new average. The pseudo-code for this
process is presented in Algorithm 1.

Algorithm 1 Q-learning algorithm
1: Run the evaluation for the seeding heuristics
2: while 𝑡𝑖𝑚𝑒 ≤ 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 do
3: 𝑒𝑝𝑖𝑠𝑜𝑑𝑒 ← 𝑒𝑝𝑖𝑠𝑜𝑑𝑒 + 1
4: 𝑒𝑝𝑠 ← 𝑒𝑝𝑠𝑦𝑙𝑜𝑛_𝑑𝑒𝑐𝑎𝑦 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒)
5: 𝑠𝑡𝑎𝑡𝑒 ← 𝑔𝑒𝑡_𝑠𝑡𝑎𝑟𝑡_𝑠𝑡𝑎𝑡𝑒 () ⊲ ({}, {0, ..., 𝑛})
6: 𝑜𝑟𝑑𝑒𝑟 ← 𝑒𝑚𝑝𝑡𝑦𝑙𝑖𝑠𝑡

7: while !𝑠𝑡𝑎𝑡𝑒.𝑖𝑠_𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 () do
8: 𝑎𝑐𝑡𝑖𝑜𝑛 ← 𝑠𝑒𝑙𝑒𝑐𝑡_𝑎𝑐𝑡𝑖𝑜𝑛(𝑠𝑡𝑎𝑡𝑒 [1], 𝑒𝑝𝑠) ⊲ Next piece
9: 𝑜𝑟𝑑𝑒𝑟 ← 𝑡𝑎𝑘𝑒_𝑎𝑐𝑡𝑖𝑜𝑛(𝑜𝑟𝑑𝑒𝑟, 𝑒𝑝𝑠)
10: end while
11: 𝑟𝑒𝑤𝑎𝑟𝑑 ← 𝑔𝑒𝑡_𝑟𝑒𝑤𝑎𝑟𝑑 () ⊲ Fabric efficiency
12: if 𝑟𝑒𝑤𝑎𝑟𝑑 ≥ 𝑏𝑒𝑠𝑡_𝑟𝑒𝑤𝑎𝑟𝑑 then
13: 𝑏𝑒𝑠𝑡_𝑟𝑒𝑤𝑎𝑟𝑑 ← 𝑟𝑒𝑤𝑎𝑟𝑑

14: 𝑏𝑒𝑠𝑡_𝑜𝑟𝑑𝑒𝑟 ← 𝑜𝑟𝑑𝑒𝑟

15: end if
16: for 𝑖 = 0...𝑛 do ⊲ Update results- and Q-table
17: 𝑠𝑢𝑏_𝑜𝑟𝑑𝑒𝑟 ← 𝑠𝑒𝑡 (𝑜𝑟𝑑𝑒𝑟 [: 𝑖])
18: Append 𝑟𝑒𝑤𝑎𝑟𝑑 to 𝑅 [𝑠𝑢𝑏_𝑜𝑟𝑑𝑒𝑟 ]
19: 𝑄 [𝑠𝑢𝑏_𝑜𝑟𝑑𝑒𝑟 ] ← 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (𝑅 [𝑠𝑢𝑏_𝑜𝑟𝑑𝑒𝑟 ])
20: end for
21: end while
22: Return 𝑏𝑒𝑠𝑡_𝑜𝑟𝑑𝑒𝑟 , 𝑏𝑒𝑠𝑡_𝑟𝑒𝑤𝑎𝑟𝑑

4.3 Placement Heuristics
The BL placement heuristic is very well established in the field of
packing problems, however it is not optimal. Therefore I have tried
to improve on this placement heuristic. In the following section,
I will detail the steps I have taken to build upon the bottom-left
placement heuristic.

4.3.1 Bottom and Left. The initial issue I observed with the BL
heuristic was its tendency to place pieces in the middle of the pack-
ing area, when this meant only a slight downward shift, compared

Fig. 7. Visualisation of how bottom-left can lead to inefficiencies, (a) BL
heuristic, (b) bottom and left heuristic

to placing pieces against the left border. This situation is illustrated
in Figure 7. The height gain achieved by such placements was min-
imal for the affected piece and could cause subsequent pieces to
be positioned higher, resulting in inefficiencies within the BL algo-
rithm’s outcomes. To address this problem, a new heuristic has been
developed that incorporates both the height (y-value) and width
(x-value) of the pieces. Specifically, the x-value is multiplied by a
small coefficient, ensuring that priority is still given to placing pieces
as low as possible. However, when faced with the choice between
placing a piece slightly lower in the middle or positioning it against
the left border but slightly higher, the latter option is preferred. The
formula utilised for ranking potential packing positions depicted in
equation 2.

𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡_𝑠𝑐𝑜𝑟𝑒 = 𝑦 + 0.05𝑥 (2)

By employing this formula, the ranking of packing positions is
designed to mitigate the influence of small differences in the y-value
that would otherwise prompt the placement of pieces in the middle.
As a result, more efficient packings are achieved. The visualisation
of this heuristic can be observed in Figure 8.b, where a piece placed
along the line receives an equal score. This line demonstrates that
pieces positioned against the left border but slightly higher are
assigned the same score as pieces placed in the middle but slightly
lower. It serves as a visual representation of the formula’s priority
of placing pieces as much as possible to the left.

4.3.2 Border Heuristic. The second problem I found was that the
big pieces were all placed to the left. This can result in inefficiencies
because of the shapes of the polygons. An example of where this
leads to inefficiencies can be found in figure 9. The polygons are
irregular and therefore cause gaps between them. These gaps are
generally bigger compared to the gaps between the piece and the
boundary. A solution to this given problem would be a heuristic
which prioritises placing pieces near the border. This is the reasoning
behind the novel heuristic, shown in equation 3. Where max_width
is the fabric width minus the width of the piece. Figure 8.c shows a
line on which a polygon has the same score. Showing that towards
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Fig. 8. Visualisation of heuristics which shows a line which receives the
same score for the heuristic: (a) Bottom-Left, (b) Bottom and Left (c) Border.

Fig. 9. Example of when the border placement heuristic would improve
packing efficiency.

the borders, the polygon can be placed higher while keeping the
score constant. This last placement heuristic has gotten the best
results in testing.

𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡_𝑠𝑐𝑜𝑟𝑒 = 𝑦 + (𝑚𝑖𝑛(0.05∗𝑥, 0.05∗ (𝑚𝑎𝑥_𝑤𝑖𝑑𝑡ℎ−𝑥))) (3)

4.3.3 Hybrid Placement Heuristic. Once implemented, it became
evident that this heuristic also possesses certain drawbacks. The
most notable flaw I observed was the suboptimal placement of the
last few pieces. Examining the packing arrangement, it became
apparent that the heuristic strongly favors the borders, resulting
in vacant space in the middle where pieces could be shifted to
minimise the overall packing area. To address this issue, I have
devised a hybrid approach. At the start, the algorithm employs the
border heuristic until a certain number of pieces are placed, and
subsequently transitions to using the BL heuristic. To determine
the optimal point for switching from the border heuristic to the BL
heuristic, various percentages ranging from 30% to 80% were tested.
The results indicate that the most effective percentage is 60%. By
combining these two heuristics, more efficient packings have been
achieved.

5 RESULTS
In order to test the improvements made they are tested against
six benchmark problems. The data-sets for these benchmarks are
found on the website of ESICUP 1. These data-sets can be subdivided
into two groups. Firstly, there are realistic test-problems from the
fashion industry, the data-sets in this group are: Albano, Dagli, Mao

1https://www.euro-online.org/websites/esicup/data-sets/

Table 1. Comparison of NFP creation times between the proposed sliding
algorithm (PSA) and Luo[15]

Dataset N Luo and
Rao[20] PSA Diff.

(%) PSA_PPE Diff.
(%)

Albano 8 1.87 0.62 66.64 0.62 0.83
Dagli 10 2.03 0.82 59.43 0.83 -0.54
Fu 12 1.12 0.75 32.67 0.77 -1.76

Jakobs1 25 17.10 7.37 56.92 7.21 2.19
Mao 9 4.65 0.98 78.99 0.96 1.69

Marques 8 1.94 0.67 65.29 0.67 0.72

and Marques. Secondly, there are artificial test problems, which do
not resemble clothing patterns, but they are useful for testing the
robustness and speed of the NFP creation algorithm. The number
of polygons for every dataset can be found in Table 1. The number
of NFPs that are created is the number of polygons squared, as for
every polygon a NFP needs to be created with every other polygon.

5.1 NFP
The first test using these benchmarks is to evaluate the two im-
provements in generating the no-fit polygons. The algorithms are
implemented in Python. Table 1 presents the times taken to gener-
ate all possible NFPs, considering each polygon with every other
polygon. To ensure reliable results, these measurements have been
repeated 100 times.
The table clearly demonstrates that the proposed sliding algo-

rithm (PSA) outperforms the algorithm described by Luo and Rao
[20]. On average, the algorithm with the new touchpoint detec-
tion method is 59.99% faster compared to Luo and Rao’s algorithm.
Additionally, the perpendicular point exclusion (PPE) can acceler-
ate the algorithm in cases where perpendicular borders exclude
many points. However, in other scenarios, it can slightly slow down
the algorithm due to the extra computational checks required . On
average, the PPE step reduces runtime by 0.52%.

5.2 Packing Order
The same data was used to test the different ordering heuristics.
Every problem was solved using the three different ordering heuris-
tics. The resulting fabric usage efficiencies can be found in table 2.
Firstly, the pieces were sorted by area, starting with the piece with
the biggest area. Secondly, the pieces were sorted by their height,
again starting with the highest pieces and working towards the
shorter pieces. Lastly, the custom ordering heuristics is used which
combines the height and the area. On average, this hybrid heuristic
achieves a performance improvement of 4.03% and 4.54% compared
to sorting by area and sorting by height, respectively.

5.2.1 Genetic Algorithm. To test the improvement of the GA the
same data-sets were used. The algorithm ran for 60 seconds with the
population size set to the number of pieces in the packing problem.
The cross rate was set at 0.9 and the mutation rate at 0.2. These tests
have been repeated 10 times, since the GA relies on randomness
for exploration, the results can differ per test. The average fabric
utilisation and the best utilisation are shown in table 3. The mean
average improvement compared to themaximum efficiency from the
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Table 2. Fabric usage percentage of different ordering heuristics.

Dataset area height hybrid
Albano 75.25 77.38 80.08
Dagli 72.76 71.42 72.67
Fu 75 65.77 79.75

Jakobs1 70 70 75.38
Mao 65.77 71.02 65.77

Marques 76.01 76.15 83.63

Table 3. Results of Seeding and the GA in terms of fabric efficiencies

Dataset Seed best GA avg GA best
Albano 80.08 81.47 83.03
Dagli 72.76 76.95 78.94
Fu 79.75 83.82 86.36

Jakobs1 75.38 80.16 81.67
Mao 71.02 76.14 77.06

Marques 83.63 83.63 83.63

Table 4. Results of Seeding and Q-learning in terms of fabric efficiencies

Dataset Seed best Q-learning avg Q-learning best
Albano 80.08 81.20 82.99
Dagli 72.76 76.17 77.09
Fu 79.75 83.23 83.82

Jakobs1 75.38 75.38 75.38
Mao 71.02 75.38 77.56

Marques 83.63 86.83 89.84

seeds is 3.26%, these results are promising. Comparing the results
for the test-set Jakobs1, the average fabric efficiency found after
running the GA for 60 seconds is only .04% worse compared to the
hybrid methodology presented by Junior et al. in 2013 which ran
for 13,498 seconds [14].

5.2.2 Q-learning. The Q-learning algorithm has been tested using
a similar approach to the GA. Q-learning also ran for 60 seconds
per problem. The number of episodes is determined based on the
time constraint. Additionally, the initial epsilon value is set to 0.9,
and the epsilon decay rate is set to 0.01. The tests with Q-learning
are conducted 10 times, following the same reasoning as the GA.
Q-learning manages to improve fabric usage efficiency in most cases.
The mean of the average improvements is 2.60%. This improvement
is smaller than the improvements made by the GA. Nonetheless, it
is worth to note that for the Marques data-set the improvements
ares significantly better compared to the GA refer to table 4. This
suggests that Q-learning outperforms GA in specific cases.

5.3 Placement Heuristics
For testing the different placement heuristics proposed in this pa-
per the same problems are used. The pieces are arranged in order
of their area, which is a commonly used heuristic. Using the GA
algorithm for ordering could introduce variations due to the degree
of randomness in GA training, and the specific placement heuristic

Table 5. Fabric efficiencies of different placement heuristics in combination
with the area heuristic for ordering the pieces.

Dataset bottom-left bottom and left border hybrid
Albano 77.11 77.11 75.25 75.61
Dagli 73.17 71.71 72.45 73.59
Fu 67.86 67.86 75.00 75.00

Jakobs1 70.00 70.00 75.38 77.36
Mao 65.77 65.77 65.77 65.77

Marques 76.16 76.15 76.15 77.40

used during training. Consequently, the overall efficiencies may
be lower compared to using GA-based ordering. However, these
results are still valuable for comparing different placement heuris-
tics. The four placement heuristics that will be used are bottom-left,
bottom and left, the border heuristic and the hybrid heuristic, which
uses the border heuristic for the first part of the packing and the
bottom-left heuristic for the final pieces. The results of these tests
can be found in table5. These results show that there is no one size
fits all placement heuristic. For different polygon packing problems
different placement heuristics will perform the best. Considering
the testing data-sets, the hybrid border and bottom-left heuristic
provided on average an 2.44% improvement in fabric efficiency.

6 CONCLUSION
In conclusion, in this paper I have proposed two improvements for
the sliding NFP generation algorithm, one of which more than dou-
bles the generation speed. The other can have a positive effect on the
speed but can also be slower. Furthermore a new ordering heuristic
is proposed which in general achieves higher efficiencies compared
to ordering by height or area. This new heuristic is then used as a
seed for the GA and the Q-learning in combination with sorting by
height and width. This seeding helped the GA and reinforcement
learning algorithm to focus on using the time they have as efficiently
as possible. Testing has shown that given these implementations of
the GA and Q-learning, the GA outperforms Q-learning. Lastly, a
new hybrid placement heuristic is proposed which starts of priori-
tising placement of pieces close to the borders after placing 60% of
the pieces it switches to the well known bottom-left strategy. This
placement strategy has improved the packing efficiency with a few
percent, but at the scale at which clothing gets produced these few
percent can have a large impact.

7 DISCUSSION
The NFP generation optimisation steps proposed in this study re-
quire further testing on edge cases, highlighting the need for ad-
ditional research in scenarios where edge cases are prevalent. Fur-
thermore, while the GA outperforms Q-learning in this study, Q-
learning has shown superior performance on the dataset of Marques.
Therefore, more research is required to fully explore the potential of
Q-learning in optimising irregular polygon packing, leveraging ad-
vancements in deep Q-learning and other optimization techniques.
Exploring transfer-learning solutions is also an interesting avenue,
despite longer training times, as they offer near-instant determina-
tion of the packing order.
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