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Ultra-short-term (UST) heart-rate-variability (HRV) analysis in non-static
conditions, such as bicycling, poses significant challenges. Most HRV analy-
sis is traditionally conducted in a resting state, calling for an examination
of UST HRV metrics applicable to our specific setting. We are trying to
estimate the axis of valence in the circumplex model of affect, which relates
to pleasantness. Consequently, certain HRVmetrics may exhibit unreliability
or insignificance in this estimation. Considering software and hardware limi-
tations, we focus on time-domain HRV metrics that can be derived from R-R
intervals. To facilitate comparison with other subjects’ data, R-R intervals
are normalized by dividing each interval by the average R-R interval of that
participant. In our experimental study, involving a sample size of N=23, we
collected R-R intervals using a Polar H10 heart rate sensor and obtained
self-reported pleasantness ratings from cyclists on a scale ranging from 1
(unpleasant) to 3 (pleasant), utilizing an experimental e-bike setup. Our aim
is to assess the suitability of heart rate variability analysis for measuring
pleasantness. The collected data undergoes preprocessing using two ap-
proaches, including a sliding window method. We analyze the data utilizing
Support Vector Machines (SVMs) with various kernels and Random Forest
classification. The highest achieved F1-score is 47% when using a window
size of 130 R-R intervals and incorporating time-domain HRV features such
as SDNN, RMSSD, NN50, and pNN50. These findings suggest that additional
markers, including frequency-domain HRV and qualitative data, are crucial
for a comprehensive assessment. Furthermore, the inclusion of wearable
sensor data, such as electrodermal activity, respiration, and skin tempera-
ture, may be necessary to accurately estimate self-reported pleasantness in
bicyclists.

Additional Key Words and Phrases: heart-rate-variability, bicycling, pleas-
antness, self-reports, time-domain

1 INTRODUCTION
Heart rate variability analysis plays a crucial role in understanding
various parts of the autonomic nervous system [4], which consists
of two main divisions: the sympathetic nervous system, and the
parasympathetic nervous system. Those divisions work together to
regulate involuntary bodily functions like heart rate, blood pressure,
respiration, digestion, and sweating. In general, an increase in heart
rate variability is seen for positive emotions, whereas decreased
heart rate variability is seen for negative emotions.

1.1 Goals, relevance and knowledge gaps
The primary objective of this paper is to assess the applicability
of heart rate variability analysis in measuring pleasantness for cy-
clists. Through our research on this topic, we aim to contribute
to a deeper comprehension of the relationship between emotions
and their measurable physiological responses. Besides this, if we
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can obtain quantifiable data that indicates pleasantness for cyclists,
methods can be employed to improve the overall cycling experience.
The identification of hot spots on a map with negative pleasantness
ratings enables road planning authorities to make infrastructure
adjustments accordingly. Furthermore, as cycling is an environmen-
tally sustainable mode of transportation, analyzing and improving
the overall cycling experience can play a significant role in pro-
moting its adoption. As we will encounter, a lot of research has
been done for estimating pleasantness in static conditions through
some physiological markers. However, a knowledge gap occurs
when exclusively heart rate variability analysis is done in non-static
conditions like cycling. The reason for this is that the autonomic
nervous system works differently while in exercise: The cardiac
parasympathetic- and sympathetic neural activity reduces, which
rapidly increases heart rate. During this phase, the sympathetic
nervous system works as a tone-setter, and the parasympathetic
nervous system works as a rapid modulator [20]. The parasympa-
thetic nervous system plays a role in both pleasant and unpleasant
emotions [18]. An even bigger knowledge gap emerges when we
want to perform this non-static heart rate variability analysis on an
ultra-short-term, so intervals of less than 5 minutes. The reason for
wanting to perform heart rate variability analysis on an ultra-short-
term is that the pleasantness of the trip often changes in cyclists.1
In the end, does the exclusive use of heart rate variability features
for measuring pleasantness yield significant scores for classification
models? If not, can we indicate some reasons behind the lack of
accuracy?

1.2 Structure of paper
To achieve these goals, an extensive review of existing literature
is performed. To explain the findings accordingly, relevant topics
are introduced to the reader. The different domains that classify
various metrics of heart rate variability are covered first. Secondly,
the ’Circumplex Model of Affect’ by Russell [24] is explained to
model the subjective concept of pleasantness. Then an experimental
study design is composed, explained, and executed, introducing a
framework that is focused on measuring stress response during
active travel. During the execution of the experimental study, many
limitations were established, which we will write an extensive re-
view about. Based on these findings, future work is proposed, meant
for any party who is interested in continuing in this field.

2 KEY CONCEPTS AND DEFINITIONS

2.1 Heart rate variability
Heart Rate Variability (HRV) is a measure of the variation in time
intervals between consecutive heartbeats or R-peaks, also called

1We conclude this from the results obtained by the experimental design. On average,
participants cycled for ~53 minutes and gave 30 self-reported pleasantness ratings. On
average, 6 were rated as ’unpleasant’, 11 as ’neutral’ and 13 as ’pleasant’.
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an R-R interval (Figure 1). However, HRV is not always as simple
as the variance of these R-R intervals, since distinct HRV metrics
demonstrate different behaviors of the human body. Therefore, HRV
can be separated into three main domains: time-domain, frequency-
domain, and the non-linear domain. These domains exist to provide
specific insights into numerous physiological processes and condi-
tions. An electrocardiogram (ECG) recording is required for deter-
mining HRV metrics, and the time-domain and frequency-domain
will be explained in a next section. To give some indication of how
to interpret an ECG: The small wave before the R peak (P-wave) is
the atrial depolarization or activation, so when the heart contracts
[8]. Using P waves for time-domain HRV is physiologically the best
option since it represents autonomic regulatory effects of heart rate
better than using R-peaks [4]. However, in practice, using P waves is
technically difficult without using intracardiac atrial electrograms,
so R-R intervals are used.

Fig. 1. Electrocardiogram signal, showing the R-peaks and an R-R interval.
Source: Collected data from the experimental study.

2.2 Circumplex model of affect
The theoretical basis for using pleasantness as a variable when corre-
lating it to heart rate variability is the ’Circumplex Model of Affect’
[24] (Figure 2). This model proposes that all affective states arise
from two fundamental neurophysiological systems, one related to
valence (displeasure-pleasure) and the other to arousal or alertness
(deactivation-activation). Any emotion described by the circumplex
model of affect is a linear combination of these two systems [22].
When Valenza et al. (2014) used only ECG data to measure these
different neurophysiological systems, they retrieved a higher ac-
curacy on the estimation of the axis of arousal than on the axis of
valence [36]. Hence, we are mainly focused on the axis of valence. To
measure the axis of valence, it is important to get consistent subjec-
tive data from participants when conducting research, which can be
done by means of self-reports, which Kalra et al. (2023) wrote a scop-
ing review about [14], or with physiological data, which Lim et al.
(2022) wrote a scoping review about [19]. Self-reported pleasantness
is difficult to grasp since studies show that people have difficulty in

assessing, discerning, and describing their own emotions [22, 25].
Subjects rarely describe that they only feel one emotion, but rather a
spectrum of emotions. Preferably, self-reported data needs to come
as close to physiological data as possible, but for that, the physiolog-
ical data needs to be accurate. Lim et al. (2022) questions the validity
of self-reports in basic and scientific research since self-reports can
be influenced by how interactions are formatted and contextualized
[19]. Since the participant is always on the move, there are only a
few non-intrusive, less-biased ways of retrieving self-reports. These
temporal limitations make it difficult to see how a participant feels
throughout the entire ride. The surrounding environment during
bicycling and the methods of obtaining self-reports are significant
factors to consider in research. These factors also influenced the
design of the experimental study conducted in this research.

Fig. 2. The Circumplex Model of Affect as defined by J. Posner, J. A. Russell
and B. S. Peterson. Source: https://pubmed.ncbi.nlm.nih.gov/16262989/

2.3 Domains of heart rate variability
The different domains of HRV are accurately explained by Shaffer
and Ginsberg (2017) and Bilchick and Berger (2006) [4, 32]. We
go over the various domains of HRV to comprehend how certain
metrics cover different parts of the autonomic nervous system of
an individual. To make these domains relevant to our research of
measuring momentary pleasantness, we will also touch the concept
of short-term HRV metrics, which are HRV metrics calculated on a
5 minute interval.

2.3.1 Frequency-domain. To understand the time-domain metrics,
the frequency-domain is covered first. For frequency-domain HRV,
most parts of an ECG recording are used, since each part says some-
thing different about the influence of the autonomic nervous system.
A Fast Fourier Transform (FFT) is applied on an ECG to get the power
spectrum, of which frequency bands can be calculated (see Figure
3) [27]. The ultra-low-frequency (ULF, ≤ 0.003 Hz) and very-low-
frequency (VLF, 0.003 − 0.04 Hz) bands are not proficient enough to
be used as short-term HRV, since very slow-acting biological and
physiological processes like your body clock and metabolism are
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implicated [2]. The low-frequency (LF, 0.04 − 0.15 Hz) and high-
frequency (HF, 0.15−0.40Hz) bands are more suitable for short-term
HRV. LF power is produced by the parasympathetic nervous system
(PSNS) and the sympathetic nervous system (SNS), while the HF
band power purely reflects PSNS activity. When measuring plea-
sure, both systems come into play, since the SNS is handling your
fight-or-flight response and the PSNS slows down our heart and
breathing rate.

Fig. 3. Power spectral density calculated by a Fast Fourier Transform (FFT).
Source: elitehrv.com

2.3.2 Time-domain. Within time-domain HRV, the most important
metrics are SDNN (standard deviation of normalized R-R intervals),
RMSSD (root mean square of successive differences of normalized R-
R intervals), and pNN50 (the percentage of normalized R-R intervals
that have a bigger difference than 50ms to the one before it).2 SDNN
exhibits a strong correlation with the ULF, VLF, and HF bands, as
both the parasympathetic nervous system (PSNS) and sympathetic
nervous system (SNS) contribute to it. On the other hand, RMSSD,
which represents the beat-to-beat variance in heart rate, displays a
strong correlation with power in the HF band.

2.4 Ultra-short-term heart rate variability
When conducting measurements of ultra-short-term (UST) HRV,
it is important to note that even a single erroneous heartbeat can
have a significant impact on HRV metrics [33]. Fluctuations in heart
rate and R-R intervals are closely linked, but their relationship is
not linear. The reciprocal operation does not follow a linear pattern
[17]. The reason for discussing UST HRV measurements separately
is that while long-term (>60 minutes), short-term (5 minutes), and
ultra-short-term (<5 minutes) recordings may employ the same
mathematical formulas to calculate HRV metrics, they are not inter-
changeable.

2Normalized R-R intervals are also called N-N intervals, in which outliers are removed.
Outliers exist because of inaccuracies in recording equipment. For simplicity, only R-R
intervals are mentioned in this paper.

2.4.1 Static conditions. The UST HRV analysis that Shaffer et al.
(2016) performed on patients that were in a resting state generally
yields a higher accuracy for time-domain HRV than for frequency-
domain HRV (See Figure 4) [34]. In Shaffer’s tests, the most used
HRV metrics and their UST value were compared to the actual
HRV of 5-minute mean values. The standard deviation of R-R inter-
vals (SDNN) and the root mean square of subsequent differences
(RMSSD) have significant probabilities (∼ 80%) of being the true
HRV measured on an interval of only 20 seconds. When looking at
this probability at a 1-minute recording time, the probability goes
up to ~95% for both metrics.

Fig. 4. Pearson product-moment correlations between UST and 5-minute
mean values for participants in a resting state. Source: Shaffer et al. (2016)
[34]

2.4.2 Non-static conditions. Measuring ultra-short-term HRV for
people in the resting state was a reliable tool. However, what about
non-static conditions? Kim et al. (2021) conducted an analysis on
ultra-short-term HRVwhile people were in states other than resting,
like bicycling [16]. Their experimental protocol included making
ECG recordings for 23 minutes that consisted of a resting state, an
exercising state, and a post-exercise recovery state. The participant
requirements were similar to that of the experimental design of this
study, for example, no drugs like alcohol, caffeine, or nicotine were
allowed. Based on statistical features, like Cohen’s d, Pearson’s r,
and Limits of Agreements, the researchers determined what HRV
metrics are accurate enough to use as features while people are
cycling, which can be found in Table 1. Kim et al. (2021) outed two
recommendations, one that is more strict and one that is more le-
nient. In general, a longer recording is required in almost all cases
for the ultra-short-term HRV analysis of non-static conditions com-
pared to the static condition. Another interesting conclusion from
the paper by Kim et al. (2021) is that the frequency-domain metrics
on the HRV spectrum [5] TP (total power), LF (low-frequency band),
HF (high-frequency Band), LF/HF (ratio of the LF and HF band)
and nHF (normalized high-frequency band) are more qualified as a
reliable ultra-short-term HRV metric in non-static conditions.

3 STUDY DESIGN
The focus of this experimental study is to see if the discussed met-
rics of HRV are relevant for measuring the pleasantness of our data
subjects. We will begin by establishing a foundational model. Based
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Table 1. Suggested minimum analysis intervals for UST HRV by Kim et al.
(2021) [16]

HRV variables (s)
Metric Recommendation (strict) Recommendation (lenient)

SDNN n/a 180
pNN50 180 10
RMSSD n/a 10

TP 120 30
VLF 240 120
LF n/a 30
HF n/a 30

LF/HF 240 30
nHF 120 30

on this model, specific choices have been made for the study design.
We have opted for a within-subject design, where participants ex-
perience the same conditions. To differentiate between self-reports
and pleasantness, participants were asked thirteen post-ride ques-
tions to gain a comprehensive understanding of their overall trip.
Although the answers to these questions are not directly used for
analysis, they can be used by the researcher to assess the consis-
tency of participants’ indications of pleasantness. The questions
and answers can be found in Appendix B.1. The eventual goal of
using a classification model is to take an arbitrary HRV value, which
was determined by a reliable metric for that time span, and use it to
guess what a participant would indicate in terms of pleasantness at
that time.

3.1 The model
As Bigazzi et al. (2022) created a conceptual framework for mea-
suring stress response during active travel [3], we can use relevant
factors, appraisals, responses, and physiological outcomes as a basis
for modeling pleasantness. This is because the emotion ’stress’ has
a linear relation to the axis of valence according to the Circumplex
Model of Affect. The framework was created with the idea that
research on the topic was plagued by a lack of consistency, and
properly shows what is involved around the topic of stressors. The
framework consists of four main layers, and each layer is a result of
the layer above, eventually leading to physiological outcomes, like
HRV.

3.1.1 Factors. Those that influence the overall travel experience
in relation to a perception of safety, comfort, physical state, phys-
ical demands, or satisfaction. The factors can be split up into two
main divisions: environmental factors, that for instance include the
weather, the type of road, and other road users. And travel factors,
so the equipment weight, helmet usage, and the purpose of the trip.

3.1.2 Appraisal. Each combination of factors (sub-)consciously cre-
ates a stimulus for an individual. This stimulus can either be ap-
praised as positive, negative, or irrelevant. Then a balance of per-
sonal resources and demands is performed on the stimuli. Are the
stimuli familiar or novel? Is it controllable? And is it supportive?

3.1.3 Response. The cognitive-affective and behavioral responses
are triggered based on whether the stimulus is perceived as a chal-
lenge or a threat. The cognitive-affective response involves deter-
mining how to feel in that moment, while the behavioral response
involves consciously deciding how to act, such as cycling faster or
slower. These responses are crucial for our research as they can
result in observable physiological changes related to arousal and/or
valence.

3.1.4 Physiological outcomes and markers. Examples of outcomes
in physiology are related to the autonomic nervous system and can
result in changes in respiration, pupil dilation, heart rate variability,
and skin conductance.

3.2 Participant info
In this study, 23 adult participants (aged 18 or older) took part.
All participants self-reported good health so with no known heart
diseases. They were experienced cyclists, engaging in cycling at
least once per week for the past 6 months. Prior to participation,
participants abstained from prohibited substances such as alcohol,
cannabis, and other non-illicit drugs that could alter heart rate condi-
tions, like caffeine, for 24 hours prior to data collection (Karapetian,
2012) [15]. All participants joined the study at their own risk and
were expected to have their own general health insurance. The risk
associated with participating in traffic as a cyclist during the data
collection period was not different from regular traffic participation.
Participants were encouraged to not take any more or less risks
than they would on a regular bike ride. An option was provided
for participants to be personally informed if there were significant
deviations in their heart rate data that were not caused by hardware
defects. Each participant received the same instructions, which in-
cluded reporting their feelings approximately every 3 minutes as
indicated by an LED. They were instructed not to cycle significantly
faster or slower than their usual pace and to simply enjoy the ride.
Additionally, a clear explanation of the term "pleasantness" was
provided to ensure consistent interpretation among participants.
They were instructed to rate their current pleasantness based on a
scale where a low score indicated being upset or sad, the highest
score indicated being happy and content, and anything in between
(e.g., tense, alert, bored, calm) was considered a neutral score. By
providing these instructions and clarifications, the study aimed to
maintain consistency in data collection.

3.3 Setting and conditions
The data collection is resolved around field research in a natural
setting. Participants were free to choose their own route. Choosing
a natural setting enables this variety in environmental factors as
shown in the model, enabling diversity for the other layers. Due
to the limitation of having a non-water resistant measuring setup,
participation was only possible when no precipitation was expected
during the trip. The participant was provided an e-bike with full
control of motor supports, to make the cycling experience less of an
exercise, where heart rate would increase drastically.3 Incorporating

3In the results, we measured a total of 91858 R-R intervals. The average R-R interval
was 558ms, which indicates an average heart rate of 108 bpm. The participants of the
study by Kim et al. [16] also get similar R-R intervals in the ’exercising’ state.
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an e-bike in the experimental study would also make people more
aware of the factors and appraisals as mentioned in the model since
parasympathetic nervous activity would be more dominant than in
cases of high-level exercise [16, 20].

3.4 Data collection method
The experimental study was prepared by creating a data collection
device mounted on an e-bike. The setup contained 3 buttons and
an LED. The 3 buttons represented a scale: unpleasant, neutral, and
pleasant, which was indicated by a sad, neutral, and happy emoji.
The LED started blinking after 3 minutes of no input from the data
subject. Participants were allowed to indicate their pleasure more
often, but also less frequently was permitted. Polar Research and
Technology conducted an experiment regarding various heart rate
sensors that are able to capture ECG images for people at rest, while
running, stationary bicycling, and weight training. They captured
all these states in the same session. The H10 detects R-R intervals
within 2ms, and the accuracy while bicycling is 99.3% [35]. Based
on other research by Schaffarczyk et al. (2020), the bias and limits of
agreements for measuring R-R and heart rate were minimal, which
indicates sufficiency for usage in this research [30]. The data of
the Polar H10 was cast by Bluetooth to the ’Polar Sensor Logger’
application, which was installed on a separate phone. This phone
was either given to the participant or put in the same box as the
power bank, Raspberry Pi 4, and cables, to be carried close to the
H10. See Figure 5 for the data collection setup.

Fig. 5. The data collection setup that was attached to the e-bike. The small
user interface was attached to the steering wheel and the frame with equip-
ment was placed at the front of the bike. See Appendix B.2-Figure 9

3.5 Ethical approval
This study design received ethical approval from the Committee of
Computer & Information Sciences (CIS). The application number is
230362. Before the data collection, all participants received an infor-
mation letter by email or by a WhatsApp message. All participants
filled in an informed consent form.

3.6 Procedure
The participants could choose their own time slot and the premise
of cycling between 6:30 AM and 9:30 AM or 3:30 PM and 7:30 PM
was found to be redundant for this experiment. The meet-up place
was also not important for the data collection, so the start location
was chosen in collaboration with the participant and researcher.
The researcher brought the prepared e-bike, with buttons and LED.
The researcher made sure that the e-bike was charged so that motor
support could be used as the participant desired. The researcher
also made sure that the power bank connected to the Raspberry Pi
4 was fully charged. See Figure 6 for an overview of the procedure.

3.7 Pre-processing, classification and feature selection
3.7.1 Collected data. After the data collection, files were renamed
from the date and time to an anonymous identifier. Any personally
identifiable data is not archived. Data was obtained via two sources:

(1) ’Polar Sensor Logger’ application for Polar H10 data:
(a) Raw R-R intervals in milliseconds with a timestamp.
(b) Raw ECG (electrocardiogram) data in micro-volts with a

timestamp.
(c) Raw ACC (accelerometer) data in micro-g forces (x,y,z)

with a timestamp.
(d) Raw HR (heart rate) data with a time stamp.

(2) Standalone measurement device data
(a) Raw self-reports on a scale 1, 2, 3 and a timestamp

Data from the Polar H10 ’Polar Sensor Logger’ application was
recorded with a refresh rate of 100Hz. The R-R interval and HR
data files were only updated when the H10 recorded an R-peak. The
R-peaks that were used for analysis were the R-R intervals provided
by the ’Polar Sensor Logger’ application, so they were not manually
extracted for the raw ECG data.

3.7.2 Data quality assessment. Due to technical errors, some par-
ticipant data was lost or deemed unusable in the study. For the first
subjects (N=3), there was a deviation in the time synchronization
between the heart rate sensor and self-reporting due to a real-time
clock issue. The starting time for these participants was manu-
ally recorded but insufficient for the classification model. Later, a
Python script was used to adjust the time stamps based on the man-
ually recorded data. Two collection moments were conducted by
the research supervisor instead of the main researcher. For some
participants we experienced issues with the Polar Sensor Logger
application (N=3), resulting in the loss of R-R intervals. In two cases,
the logger was re-executed, generating separate R-R interval files
that were later merged. Data was excluded from analysis for one
participant that only had six seconds of data due to an unnoticed log-
ger crashing. There were also two instances where button-related
problems occurred, either due to an unplugged jumper cable or
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Fig. 6. Flowchart displaying the overall experimental procedure per partici-
pant

a misplaced screw, leading to exclusion from the analysis. Out of
N=23, only N=17 data entries were used in the analysis.4 In total,
508 self-reports were extracted, which comes down to an average
of 29.88 self-reports per participant. The minimum time of R-R in-
tervals recorded was 34 minutes and 45 seconds. The maximum
time of R-R intervals recorded was 1 hour, 33 minutes. The average
time that a data subject was participating in the experiment was
52 minutes and 48 seconds. Out of the 508 self-reports given, 98
self-reports were rated as unpleasant, 192 self-reports as neutral,
and 218 self-reports as pleasant.

3.7.3 Normalizing R-R intervals. According to Sacha and Pluta
(2005, 2008, 2013) [26–28], when using HRV as a dependent con-
tinuous variable in research studies, it is vital to consider the non-
linear relationship between heart rate (HR) and R-R intervals. Time-
domain heart rate variability metrics are influenced not only by

4The data points that were excluded from the analysis are #1, #2, #3, #9, #12, and #23.

autonomic nervous system activity but also by a mathematical phe-
nomenon. Higher HRV is generally associated with lower HR, and
vice versa. Therefore, when a participant’s heart rate is higher while
cycling on an e-bike, their HRV score will automatically be lower. To
address this issue of cycle length dependence and normalize HRV for
all participants, the average heart rate needs to be taken into account.
Normalization should be done by dividing each R-R interval by the
average R-R interval of that data subject. For a visualization of what
happens to the R-R intervals after normalization, see Appendix A.1

3.7.4 Classification model. According to a comprehensive review
of wearable-based affect recognition studies conducted by Schmidt
et al (2019), support-vector-machine (SVM) classification models are
predominantly employed [31]. Interestingly, despite the recognition
of random forest classification as the "best family of classifiers" based
on the study by Fernández-Delgado et al. [9], ensemble methods
like random forest are utilized less frequently for affect recognition.
In addition, SVMs offer various kernels, including non-linear ones,
which are particularly helpful for our ultra-short-term HRV metrics
[6, 10, 32]. Notably, Valenza et al. (2014) demonstrated that achieving
up to 95% accuracy in valence classification requires the use of an
SVM with a non-linear kernel [36]. SVMs have also been used for
stress recognition in numerous studies, i.e. [12, 23]. Consequently,
for our classification models, we will utilize both non-linear and
linear kernels for SVMs, as well as a random forest classifier.

3.7.5 Feature selection. The study primarily emphasized the nor-
malized R-R intervals obtained from the Polar H10 rather than the
individual electrocardiogram (ECG) results. The reliability of the
ECG data may be questionable. Specifically, when using the Polar
H10 for precise ECG measurements during low and high-intensity
activities, experiments by Shaffarczyk et al. (2022) showed that wider
bias and limits of agreement were observed [30]. Further details
regarding these limitations will be discussed later. Hence, only time-
domain features were used for classifying HRV to the target of
self-reports. When participants indicated pleasantness through a
button press, the corresponding time stamp was recorded, and in-
tervals of varying lengths were calculated around that self-reported
time stamp. The interval lengths used for analysis were 40 seconds,
60 seconds, 90 seconds, 120 seconds, and 150 seconds. Various com-
binations of these interval lengths and four time-domain metrics of
HRV were used as features:

(1) SDNN - The standard deviation of R-R intervals.
(2) RMSSD - Root mean square of successive differences of R-R

intervals.
(3) NN50 - Number of R-R intervals differing by 50ms or more

from its successor.
(4) pNN50 - Ratio of NN50 to the total number of R-R intervals.

Also included was the general HRV over the complete interval of
recorded R-R intervals, the reasoning behind this was that if the
overall HRV of a person is indicating less or more pleasure, this
would also be seen back in the overall trend of the self-reports.
Besides this interval selection procedure, an implementation of a
sliding window approach was used too, with the same features, but
the length of the interval is the window size.
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4 RESULTS
The results are divided into two sections. In the first section, an
approach is employed wherein intervals of R-R intervals are estab-
lished around each recorded self-reported pleasantness time. On
this interval, various features of time-domain HRV are calculated.
In the second section, a sliding window approach is used, where all
R-R intervals are separated into consecutive windows with overlap,
and HRV features are calculated on this window. One benefit of
utilizing the first approach is the certainty that the data subject
experienced the reported pleasantness during that specific moment.
However, there are only limited self-reports, which means that the
sliding window approach does include all recorded R-R intervals.
For all results, training and test sizes were varying from 10% to 50%.
Each model was executed 50 times, and an average was taken of the
resulting scores.

4.1 Interval around distinct self-reports
Due to the significant class imbalance in the self-reported data used
as the target for the classification models, accuracy scores are not
suitable and can be unreliable. We have two main ways to counter
this. We will publish two results, in one result, the classes will be
balanced by excluding 120 pleasant and 94 neutral scores, resulting
in 3 classes with 98 self-reports. In the other result, all self-reported
times are used and F1-scores will be utilized to demonstrate the
results.

4.1.1 Balancing classes. Accuracy scores for the SVM linear kernel,
when the classes were balanced, were on average 32%.5 However,
the polynomial and radial basis function SVM kernels reached accu-
racies of 42.7% and 41.6% respectively. For interval lengths of 30 and
40 seconds, the random forest classification reached 41% accuracy.

4.1.2 F1-scores. When all self-reports were included in the classi-
fication model, the linear, polynomial, and RBF kernels did excep-
tionally worse (<30%). However, the random forest classification
reached an f1-score of 46.3% for an interval length of 30 seconds
around the self-reported pleasantness time.

4.2 Sliding window
Before we start with stating the results, two main choices had to be
made: What window size and overlap should we use and how do
we classify each window to a pleasantness rating? Well, each R-R
interval is around 550ms on average, which means that a window
size of 100 R-R intervals is approximately 55 seconds. We tested
various window sizes and their scores for the classification models.
For the exact F1 scores per window size for the various classification
models, see Appendix C-Figure 11. Each window was classified as
a certain pleasantness by looking at the next self-report occurring,
any window before this self-report is considered to be rated as the
self-reported pleasantness score.

Using the sliding window resulted in less over-/ and underfitting
of the models. The SVM linear kernel resulted in bad F1 scores
(<32%), while the SVM RBF kernel reached F1 scores higher than
chance (36%). The random forest classification worked best and
5Since there are three classifications, this accuracy score is lower than chance.

reached a score of 47% for awindow size of 130 R-R intervals. Overall,
the random forest classification worked best for using HRV features
to classify pleasantness. As seen in these results, and as expected
by Casties et al. (2006) [6], HRV time-domain metrics cannot be
linearly estimated.

5 DISCUSSION, LIMITATIONS AND FUTURE WORK
This section will go over the limitations discovered throughout
the research. Many points by many different researchers will be
discussed, and based on this, a recommendation is made for the
interested parties.

5.1 Complexity of HRV
We have discussed that the autonomic nervous system is directly
impacting an individual’s HRV. However, HRV is also reflected by
other systems like the cardiovascular, central nervous, endocrine,
and respiratory systems. For instance, measured short-term values
of HRV are only appropriate if clients breathe at normal rates (11-20
bpm) since the respiratory system is both influencing and influenced
by markers of HRV [32]. Furthermore, as seen by the norms of
ultra-short-term HRV measurements, observed values of HRV vary
hugely between paced breathing and normal breathing [21]. Subject
variables like age, sex, heart rate, and health also have a massive
impact on HRV [32]. For future research, including these simple
metrics may make classifying pleasantness comprehensible.

5.2 Features
To obtain our results, we specifically concentrated on time-domain
HRV features. However, for an activity like cycling, the frequency-
domain features are particularly recommended (Table 1). The se-
lected features did not provide sufficient accuracy in predicting
the axis of valence in the circumplex model of affect, or in simpler
terms, pleasantness. Initially, we excluded frequency-domain fea-
tures from the experimental design due to the challenges associated
with computing the Fast Fourier Transform. We presumed that uti-
lizing ultra-short-term time-domain HRV metrics alone would be
adequate to accomplish our objective [16, 33, 34]. Later was estab-
lished that the Polar H10 heart rate sensor was able to make an ECG
for general purposes like acquiring R-R intervals and seeing when
the heart contracts. However, using a Polar H10 for getting an ECG
that leads to an accurate power spectral density is questionable [30].
To give another example, accurate readings of frequency-domain
and non-linear HRV during heavy exercise with a cycloergometer
were done by capturing an ECG without a wearable like a Polar H10,
but with more accurate equipment [6]. More examples of experi-
ments that measured frequency-domain HRV with more accurate
ECG recording equipment are from Barak et al. (2010), Kim et al.
(2021), Sacha and Pluta (2005), Salahuddin et al. (2007) and Francesco
et al. (2012) [1, 10, 16, 27, 29]. Many experiments that use frequency-
or time-domain HRV as an indicator for the modulation of the sym-
pathetic and parasympathetic nervous system or for measuring
adaptation of the body in general, use ECG recording lengths of
much longer than 300 seconds [1, 5, 6, 38].
According to Bigazzi et al. (2022), the most used physiological

marker of stress is electrodermal activity (EDA) [3]. When looking
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at research that use HRV to measure emotions in the circumplex
model of affect (Fujimura and Okanoya, 2012; Valenza et al, 2014;
Hovsepian et al. 2015) [11, 13, 36], features other than time-domain
HRV are used too. Although we can only speculate about this, ex-
tending the feature selection beyond HRV metrics will probably
yield better results with respect to measuring the axis of valence.
However, since the measurements are done dynamically for bicy-
clists, the number of wearable sensors used should still be limited
because of statistical and logistical reasons [7].

5.3 Classification model
Even though Casties et al. (2006) did not take Sacha’s R-R normaliza-
tion [26] into account formeasuringHRVmetrics in both resting and
exercising state [6], they have concluded that the reliability of using
HRV metrics in non-linear classification models still hold. More
importantly, our results show that the time-domain HRV features
used cannot be linearly estimated, since the radial basis function
kernel for the support vector machine classification and random
forest classification give higher scores than the linear support vec-
tor machine kernel. Furthermore, as shown by Valenza et al. (2012),
other non-linear classification models and more features should be
used to get higher scores [37]. Considering the findings presented
in the results section of this paper, it is advisable to explore person-
specific classification models [12]. Numerous studies investigating
physiological markers and self-reports in affect recognition often
employ classification models tailored to individual data points. This
approach is justified given the highly personalized nature of physio-
logical markers [19]. By using person-specific classification models,
it becomes possible to account for individual variations and optimize
the accuracy of affect recognition. The inclusion of personalized
features and characteristics can enhance the precision and reliability
of the classification process, leading to more accurate assessments of
affective states. However, what remains a challenge is properly clas-
sifying the windows based on self-reports, which goes hand in hand
with the experimental study setup and simplifying the subjective
experience for participants.

5.4 Experimental study
5.4.1 Moment of pleasantness. In the experimental study, an ex-
planation of ’moment’ was missing when telling participants to
judge their pleasantness at that moment. Participants could have
interpreted it as an average pleasantness of the previous 3 minutes,
but also as their pleasantness at that exact time, without taking the
events that happened in the last 3 minutes into account. Further-
more, no literature could be found about how long pleasantness
lasts and how long ECG recordings should be in order to measure
HRV accordingly, not even in static conditions. Because of these lim-
itations, window sizes and time interval lengths had no fundamental
basis and were ’randomly’ approximated.

5.4.2 Participant’s bias. Kalra et al. (2023) pointed out many ways
to obtain subjective user experiences while riding bicycles [14]. The
methods on-ride covered include a push button, sound meter, five-
button risk device (similar to ours), and a microphone recording.
Also covered are methods for capturing experiences immediately
post-ride, but these methods do include a recall bias. However, the

3-minute interval that was incorporated in our study also involves
a form of a recall bias, since participants still have to ask them-
selves how pleasant they feel ’at that moment’ based on the events
that occurred. A continuous form of capturing subjective experi-
ences would be a microphone recording of the entire ride, in which
participants can indicate certain events happening leading to less
or more pleasantness. The researcher needs to perform additional
pre-processing steps for this type of data capture.

5.4.3 Setting and conditions. The experimental study was designed
to be in a natural setting, so without a route chosen by the researcher.
Concerns have been raised about the validity of non-natural field
setting experiments since it is less accurate in understanding the
complex interaction with road infrastructure, motor vehicles, and
people’s own characteristics. Kalra et al. (2023) state that under-
standing peoples’ subjective experiences while they ride is vital in
order to better characterize the factors that contribute to negative
riding experiences and identify opportunities to increase bike riding
participation [14]. It could be interesting for traffic engineers to see
accurate ’pleasantness’ data on roads that were constructed, to see
if similar design choices should be used. Another approach is to
keep the field research in a natural setting, but add GPS data, so
that for a high number of data subjects, hot spots can be identified.

5.4.4 Invasiveness of wearables. The measurement setup for the
experimental study was created specifically for the purposes of this
research. The setup is completely adaptable and may be changed
later for further research. Checking the feasibility of creating a
standalone setup (Raspberry Pi 4) with hand contact sensors that
are able to measure R-R intervals was one of the initial research
goals. This goal was dropped because of complexities with hardware
and time constraints but is part of the future work since using hand
contact sensors is a less invasive way of measuring HRV.

6 CONCLUSION
In this study, valuable insights into measuring the axis of valence in
the circumplex model of affect through heart-rate variability have
been gained. Using only time-domain HRVmetrics in the conditions
and setting as we have done for our experimental research is lacking
critical markers that estimate pleasantness. When related to HRV
features, frequency and non-linear HRV metrics must be included.
For even potentially higher accuracy, as seen in other research
experiments that estimate pleasantness, non-HRV metrics should be
included. These could be physiological markers (EDA, respiration
rate, body temperature) but could also be values of other factors
that influence pleasantness. In future work, the main focus should
be implementing feature-domain HRV features and other non-HRV
physiological markers.
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Fig. 7. R-R intervals from the experiment, not yet normalized

Fig. 8. R-R intervals from the experiment normalized by the way Sacha
(2013) described [26].

B EXPERIMENTAL STUDY

B.1 Qualitative questions and answers
The questions asked to each participant after the ride. Participants
were asked to rate these statements on a scale from 1 to 5. (Table
B.1.1)

(1) Satisfaction during the ride. (Did everything go according to
plan?)

(2) Sad- to gladness during the ride. (Were you disappointed or
excited?)

(3) Happiness during the ride. (Or were you depressed?)
(4) The ride exceeded all my expectations.
(5) The traffic flow during my journey was smooth and efficient.
(6) The route was enjoyable.
(7) The roads provided a smooth and enjoyable biking experience.

(8) Navigating was effortless.
(9) Overtaking other cyclists was effortless.
(10) Navigating the road became challenging due to multiple diffi-

culties with other road users.
(11) There were numerous obstacles (such as bumps, poles, etc.).
(12) The wind conditions were ideal.
(13) There were too many other road users.

# 1 2 3 4 5 6 7 8 9 10 11 12 13
1 4 3 4 4 5 4 3 5 n/a 1 2 5 3
2 4 3 4 3 5 2 1 5 4 2 3 4 4
3 4 5 4 3 2 4 3 5 4 3 2 4 5
4 5 5 5 5 3 5 1 1 n/a 1 5 5 4
5 3 4 4 4 5 5 4 5 5 2 2 3 4
6 3 4 4 3 2 4 3 5 4 2 2 5 2
7 5 4 5 4 3 3 4 5 5 2 4 5 3
8 4 5 5 3 3 3 4 2 5 4 4 4 3
9*
10 4 3 5 3 2 3 2 5 5 5 5 5 3
11*
12*
13 5 4 4 3 4 3 4 5 4 4 3 2 3
14 4 5 5 3 4 4 4 5 5 2 3 4 2
15 3 4 5 2 4 4 2 3 5 2 4 2 2
16 3 5 5 4 5 4 3 5 4 3 2 1 3
17 4 3 3 3 4 4 5 2 5 2 3 5 2
18 5 4 5 3 3 4 3 5 5 3 3 3 4
19 4 4 3 3 4 4 4 4 5 2 1 3 2
20 3 4 4 2 2 3 2 1 3 3 4 5 3
21 3 3 3 2 4 4 2 5 3 2 3 5 4
22 4 4 4 3 3 3 3 4 3 2 2 4 2
23 3 3 4 3 2 4 3 4 4 3 3 2 4

Table B.1.1: Questions and answers by N=23 participants on 13
questions.

*Rows are empty because either the main researcher was not
present, or the participant did not want to participate.
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B.2 Experimental setup

Fig. 9. Data collection setup attached to the e-bike.

C RESULTS

Fig. 10. The number of windows related to the various window sizes of
lengths between 30 and 200 R-R intervals.

Fig. 11. Various windows and F1-scores for the different classification mod-
els
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