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ABSTRACT
According to WHO statistics, the global anaemia prevalence is around 30%,
making anaemia one of themost encountered diseases [2]. Hence, I wanted to
focus on the effect of machine learning and process mining on the treatment
studies of this common disease in my research paper. This research paper has
the aim of working on the extension of a project that Mike Pingel has done
before and to compare my findings with the findings of his project and share
the results with the reader. The limitation of this research paper is that the
methodology of this research paper should be kept the same as the project
that I accepted as the foundation. That is, I can use the techniques used in
that project in exactly the same way and should not make additional variants
myself. In a branch such as machine learning where new developments are
experienced every day, it would be a future improvement for my research if
this project is repeated in the future with new machine learning algorithms
and more recent MIMIC datasets and my deficiencies in this research paper
are determined accordingly.

Additional Key Words and Phrases:
Anaemia, Process Mining, Machine Learning, Regression, Random Forest,
Prescription, Treatment

1 INTRODUCTION
According to the definition of the World Health Organization,

anaemia is a disease in which the number of red blood cells or
the concentration of hemoglobin in red blood cells is lower than
it should be [1]. And as a result of anaemia, some symptoms such
as fatigue, weakness, dizziness and shortness of breath appear in
the patient. Anaemia is one of the most common diseases of today
and this disease affects young children, menstruating adolescent
girls and women, and pregnant and postpartum women, and the
incidence of this disease is 40% in children 6-59 months of age [1].
According to Interactive Process Mining in Healthcare[12] and

IBM website [7], Process Mining is the analysis of event-logs in
such a way that events occurring in a particular procedure in real
life can be understood by humans. It is the integral application of
data science and it helps humans to discover, validate and improve
workflows by analysing operational processes. As a result, the pro-
cesses, bottlenecks, and areas which are open to improvements can
be discovered by the organizations.

While improving system performance, help can be obtained from
computational methods. In this way, experience is learned and the
system decides according to these experiences. This is called ma-
chine learning. In other words, machine learning develops new
models from existing data with learning algorithms, and the pur-
pose of this is to improve performance. [21]
Machine learning and process mining can be used during the

treatment studies of anaemia. Finding the best drugs for anaemia
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treatment, and classification according to the different anaemia
types are important for the health of patients, and details about this
will be shared in the following sections.

2 PROBLEM STATEMENT
A lot of research has been done so far on the subject of ’anaemia

treatment’, which is the subject this research is focused on. The
research that is considered fundamental in this research is Mike
Sven Pingel’s research. However, Machine Learning is a constantly
evolving branch and it is very possible to get different results with
different datasets. Thus, the main purpose in this research paper
is to extend Mike’s research a little further and see how valid his
research is. Hence, a different dataset will be used in this analysis.
In this way, the best treatment methods for the determined anaemia
species will be determined. For this research paper, CITI’s Data or
Specimens Only Research training has been completed andMIMIC-III
v1.4 Clinical Database has been used.

2.1 ResearchQuestion
For the solution of the above-mentioned problem statement, the
research question was determined as follows, and this research
question is also the main title of this research:
’To what extent it is effective to use machine learning and
process mining to predict the best anaemia treatment with
the help of prescription records?’

2.2 Sub-ResearchQuestions
This research question is divided into 3 sub-questions for more
accurate and detailed research and those questions are as follows:

(1) To what extent can treatment predictions be made for differ-
ent types of anaemia with machine learning algorithms?

(2) With the help of process mining logs, how much information
about the treatment of anaemia can be obtained?

(3) How much do the results from the machine learning and
process mining logs match each other? If it doesn’t match,
what could be the reason?

3 RELATEDWORK

3.1 Main Sources Used
Before I started doing this research, my knowledge of anaemia and
the anaemia studies of machine learning was very limited. Therefore,
in this section, research on anaemia, process mining, and the impact
of machine learning on anaemia will be shared with the reader.
The main source used in this research is the research of Mike

Pingel [16], from which this research was inspired. In particular, in
the introduction, related works and methodology sections, Mike’s
thesis helped a lot in writing this research and the methods and
algorithms he used were also used in this research.
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Besides Mike’s research, some online databases were made use
while researching. Scopus, the largest abstract and citation database
of peer-reviewed literature – scientific journals, books and confer-
ence proceedings [5], and FindUT (University of Twente’s online
database) [6] were used to gather information for research.
Besides Mike’s research, some help was received from Carlos

Fernandez-Llatas’ publication [12] to learn about how process min-
ing is applied in the healthcare industry. Thanks to this publication,
more information was obtained about process mining and inspira-
tion was obtained for the methodology of this research.

Apart from that, for a better understanding of the process mining
graphs, help is taken from van der Aalst’s article [19]. In this way,
a better analysis will be possible after the process mining opera-
tions are completed. The publication [11] named ’A Classification
of Process Mining Bottleneck Analysis Techniques for Operational
Support’ by Rob Bemthuis, Niels van Slooten, Jeewanie Jayasinghe
Arachchige, Jean Paul Sebastian Piest and Faiza Allah Bukhshwas in-
spirational when writing about process iteration, getting assistance
in the research methodology and literature review procedure.

A lot of resources have also been used about the techniques used
during the machine learning trainings (LASSO, Random Forest, k-
Fold) and these resources are given in later sections.

3.2 Sources Available Online
As mentioned before, Mike Pingel’s research [16], which this re-
search is fundamentally based on, also benefited from Scopus and
UTFind databases and determined the keywords as "Process Min-
ing" AND "Machine Learning" during the research, and a total of
253 papers were found.

The number of papers with the same keywords ("Process Mining"
AND "Machine Learning") that were shared in these 2 databases
since August 2021 was also checked. For the findings, only peer-
reviewed papers were taken into account and other papers were
neglected, as the research that is considered fundamental did. Also,
only papers in English were considered.
In Scopus, initially there were 305 results before applying any

filtering. Then, from the Document Type section, Conference Paper,
and Article are chosen. This filtering reduced the total count to 249.
Then, all the papers which are not in English are removed. But this
filtering contains papers from 2003 to 2023. Since the focus is on
the papers published after the fundamental research has been done
(August 2021), all the papers between 2003 and 2020 are removed,
and only the papers which were published in 2021, 2022 and 2023 are
kept. After removing peer-reviewed papers (journals) and removing
duplicates, the final remaining paper count is 53 papers.

In FindUT, initially there were 195 papers found in University of
Twente. Then, since the focus is only on articles and papers, and not
books, the books are removed and the count becomes 141 papers.
Then after removing non-English publications, it reduces to 120.
Then, the time filtering is set as year>2020 and year<2024, and the
count decreases to 64. Then, the feature of ’remove duplicates’ and
the filter called ’limit to peer-reviewed’ are applied, and at the end,
the final publication count becomes 7 papers.

Scopus UTFind Total

Initially 305 195 500
After removing books 249 141 431

After removing non-English ones 243 120 404
After applying the year-filter 118 64 197
After removing duplicates 53 54 107

After getting peer-reviewed papers 53 7 60
Table 1. Overview of task division

For the analysis of the articles found in FindUT, the reader can
check the respective section in Appendix. Since analyzing 53
articles (articles from Scopus) for this research is out of the scope,
instead of choosing most cited articles which are not related to
medicine, only the articles which are related to medicine branch are
analyzed and the reader can find the analysis of Scopus articles in
Appendix. Hence, some information about how machine learning
and process mining are applied to medicine related research can be
observed, which is the main focus of this research.

After finding the articles in FindUT and Scopus, first, the subject
of these articles in general was searched. Therefore, as can be found
below, the keywords in these articles were determined and the
distribution of these keywords in the pie chart was observed. The
pie chart below shows the distribution of 13 different keywords in
the filtered articles in the 2 base research databases.

Fig. 1. Keywords on a pie chart

Since the dataset in Scopus is larger and the Scopus website it-
self offers analysis, the analytical figures in Scopus (’document by
subject area’ and ’document by year’) have been added. Only fil-
tering for these figures is setting the year-filter as 2021-2023, and
150 documents are returned. According to these figures, Process
Mining and Machine Learning are mostly discussed in the com-
puter science branch and only 3 percent of the papers focus on the
medicine branch (11 documents). The topics covered by these 11
publications are COVID-19, heart failure, pediatric oncology and
diabetes. This situation shows the number of sources related to
anaemia is relatively low compared to other diseases.
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Fig. 2. Documents by Subject Area - Scopus

Fig. 3. Documents by Year - Scopus

Apart from the research papers in Scopus and FindUT, a training
has been completed to work on this project more effectively. I took
the ’Introduction to Process Mining with ProM’ course from the
University of Eindhoven and used it to search the MIMIC-III v1.4
Clinical Database, which can also be found on the PhysioNet website
[14].

4 METHODS OF RESEARCH
This section explains how to answer the 3 research questions

that are mentioned in Section 2 - Problem Statement. The first
part of this section (Section 4.1) focuses on the Cross-industry stan-
dard process for data mining (CRISP-DM) process. CRISP-DM is
an approach to process mining projects, and the research ques-
tion (and sub-research questions) is answered with this approach.
Then, the next subsection (Section 4.2) of this section focuses on the
MIMIC-III v1.4 Clinical Database which is obtained from PhysioNet.
Additionally, in this section, how DBeaver is used and how SQL
Query is applied on the dataset are discussed. At the end, in Section
4.3, the machine learning training process on the dataset for the
anaemia treatment prediction, which serves as the main purpose of
this research paper, is explained to the reader.

4.1 CRISP-DM Process Model
CRISP-DM, the abbreviation of Cross-industry standard process for
data mining, is considered as a proven guide for the data mining
projects [9]. The CRISP-DM life cycle consists of 6 different phases:

(1) Business Understanding
(2) Data Understanding
(3) Data Preparation
(4) Modelling
(5) Evaluation
(6) Deployment

Fig. 4. CRISP-DM Lifecycle [9]

Cycle (RQ) Cycle 1 Cycle 2 Cycle 3

Business Understanding Section 3 Section 3 Section 3
Data Understanding Section 5 Section 5 Section 6
Data Preparation Section 5 Section 5 Section 6

Modelling Section 6 Section 6 Section 6
Evaluation Section 6 Section 6 Section 8
Deployment NA NA NA
Table 2. CRISP-DM Lifecycle with ResearchQuestions

Each cycle seen in Figure 3 was applied one by one for the 3
research questions mentioned in Section 2.2. Since this research
does not include deployment, the focus is on the first 5 steps. That
means, the 5-step process that compose the CRISP-DM partly was
applied 3 times.
Business understanding of all sub questions was completed in

Section 3, during related works was being researched. While using
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Machine Learning and Process Mining, data understanding and
preparation were completed with the modifications made in MIMIC-
III Dataset, and these are explained in Section 5. For the third sub
question, which aims to compare these two branches, the table in
the results section in Section 6 helped for data understanding and
preparation. Modeling was done in Section 6 for each subquestion
and evaluation was made in the 6th and 8th sections according to
these modelings.

4.2 MIMIC-III Clinical Database
For this research paper, the clinical database used for this research
paper is MIMIC-III v1.4 Clinical Database [14] .The generators of this
database are defining it as following: "MIMIC-III is a large, freely-
available database comprising deidentified health-related data asso-
ciated with over forty thousand patients who stayed in critical care
units of the Beth Israel Deaconess Medical Center between 2001
and 2012." [14]. This database consists of 26 tables (all of them are
csv-files), and all of those tables are connected to each other with
FOREIGN KEYS (more specifically, IDs of the tables). Each table has
an ID and these IDs are unique. Hence, they are PRIMARY KEYS.
During this project, some help was obtained from SQL while search-
ing and filtering on this dataset. However, since the ’compressed’
size of the MIMIC-III dataset is 16 GB, this dataset is added to a
database management tool for more practical processing. DBeaver
is chosen because it is easy to learn, and ran SQL queries in that
application. Attributes of dataset tables used during this project can
be seen from the photo attached to Appendix B.

When the query that returns the number of all patients with the
disease description containing ’anaemia’ is executed, it is seen that
there are 13922 registered patients and 6713 of them are female
(48.2%) and 7209 are male (51.7%).

Count %

Female 6713 48.2 %
Male 7209 51.7 %
Total 13922 100 %
Table 3. Gender Analysis

4.3 Machine Learning Training for the Drug Prediction
During machine learning training, instead of applying a single se-
lection technique, many different techniques were used to detect
the most suitable drugs for anaemia, and all of these techniques
were looked at as a whole. I will use the techniques that are used
Mike’s research, and those techniques are Random Forest, LASSO
regression, and Pearson’s correlation coefficient. On top of those,
Linear Regression will be also considered during machine learning
training.
Each technique has some advantages over the others. For exam-

ple, Random Forest generates a more accurate, more understandable
result than the other algorithms. [10] Lasso-regression has the ad-
vantage of having large number of covariates in themodel, and it can
regulate unnecessary and uninfluential covariates in the model by
setting their coefficients to 0. [15] Pearson’s correlation coefficient

is a widely used method of measuring the relationship between two
variables, and it generates a result between -1 and 1. The farther the
value is from 0, the stronger the correlation exists between these
two variables. [18]

Since the variance of the machine learning model is high, in order
to deal with this, k-fold cross-validation is used during the machine
learning training. K-fold cross-validation evaluates the inputted
model by dividing the model into k pieces, and treating each piece
as validation data set [20].

5 STEPS
After gaining access to the MIMIC-III dataset, some filtering had

to be done in the dataset to obtain the data that should be used for
machine learning. For this, help was taken from SQL. Although I
have access to 26 tables, only 5 of these tables have been used.

• The prediction has been started by finding the different anaemia
species in the dataset and their ICD9 codes. The result can be
found here. After that, the drugs prescribed for each type of
anaemia are returned, and the SQL query is added in the Ap-
pendix. But the result did not produce useful output because
it was varying a lot and complex.

• So, the opposite of the previous step is done and an SQL code
that showed how many different types of anaemia each drug
type was used to treat is written, and as an example this code
shows that Potassium Chloride was used in the treatment of
32 different types of anaemia.

• After that, the PRESCRIPTIONS.csv file is imported into the
jupyter notebook, this file contains the time when a drug
was started to be delivered and the delivery was stopped. So,
thanks to this csv file, how long it takes for each drug to heal
the patient can be seen. A new column is added to this csv file,
the difference between enddate and startdate is calculated,
and this difference is inserted into the new CSV file.

• As a result, for each prescription, it was calculated that which
drug was prescribed and how long it was used. This process
has a limitation, the available records only store the day,
month, year and the time is always 00:00:00. This situation
can sometimes reduce the accuracy of the analysis. The step
I did with this file was to calculate the average duration of
the 30 drugs used in the treatment of anaemia in the previous
steps, and the output is added in the Appendix.

• And at the end, the Python code is modified in a way that
it can predict the predicted treatment time for each drug-
anaemia type groups. The final result prints the best drugs
and their treatment times for each anaemia type. This result
can be found in the next section.

• After the machine learning prediction was finished, the mod-
ified dataset was imported into Disco, a process mining ap-
plication, and ran the application by selecting Case ID as
ROW_ID, SUBJECT_ID, HADM_ID, Activity as DRUG and
LONG_TITLE (anaemia type) and Timestamp as dates.
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6 RESULTS

6.1 Machine Learning Results
The aim of using machine learning in this project is to find the best
way to treat anaemia with the help of machine learning models
according to the 12150 patients (filtered) in the MIMIC-III Dataset
and the treatment records of these patients and the drugs they use.
The size of the dataset which is used is (11805336 rows × 22

columns) and this dataset is filtered with 29 drugs. In other words,
the focus for the prediction is for the most used drugs.

3 different training algorithms were used to find the best machine
learning regression training round, they are Linear Regression, Ran-
dom Forest and LASSO Regression. It is concluded that the pearson
correlation coefficient is not the best method for the purpose because
it only measures the linear relationship between pairs of variables
(X,Y) [13] and this is not exactly suitable. Also, to increase the ac-
curacy of the training, 5-fold cross validation was applied before
starting the regression trainings. The results of the trainings can be
found below.

Linear Regression Random Forest Lasso Regression
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Having high values of Mean Squared Error (MSE) and Mean Abso-
lute Error (MAE) shows that the model’s predictions deviate signifi-
cantly from the real values. According to the bar graph given above,
it is observable that Lasso Regression has a high MSE value com-
pared to Random Forest Regression and Linear Regression, which
suggests that Lasso Regression not a very good fit for the dataset
and the research. Also, the graph suggests that Random Forest Re-
gression is a better choice compared to Linear Regression because
it has low MSE and MAE values. Therefore, Random Forest was
used when calculating the best drug for each anaemia type and the
predicted time of this drug in the treatment process.

After following the steps described in Section 5 one by one with
Random Forest, for each type of anaemia, the best drug and the
predicted time for the treatment of this anaemia with this drug were

calculated. If the results of Random Forest are combined in a figure,
it can be concluded that 5 different drugs are included in the results.

Fig. 5. For each anaemia, best drugs and predicted treatment times

6.2 Process Mining Results
Two different types of graphs were obtained in process mining
graphs. These are the lasagna process and the spaghetti process.
The difference between these two processes is that lasagna processes
have a more specific structure than spaghetti processes, and the
flow of work is much more understandable in lasagna processes
[19].

Fig. 6. Process Graph - Lasagna

The lasagna process graph given above consists of 3main different
layers. But when we look at this graph in detail, it doesn’t give much
information about drugs and treatment. Therefore, the case_ids have
been changed and the following new process graph has been created.
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Fig. 7. Process Graph - Spaghetti
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For the Spaghetti Graph, these are the chosen IDs:
• ’LONG_TITLE’ → Activity
• ’ROW_ID’→ Case ID
• ’SUBJECT_ID’→ Case ID
• ’HADM_ID’→ Case ID
• ’STARTDATE’→ Timestamp (Pattern: ’yyyy-MM-dd’)
• ’ENDDATE’ → Timestamp (Pattern: ’yyyy-MM-dd’)
• ’DRUG’→ Activity

Anaemia type and drug are chosen as ’Activities’ because these
are attributes that are focused on. Row_ID, Subject_ID and HADM_-
ID are unique and they are marked as ’Timestamps’. This spaghetti
graph tells more information compared to the lasagna graph. From
top to bottom, the graph is readable and the darkness of the activity’s
color shows how frequent that activity is. For example, (Anemia,
unspecified - D5W) is shown in a very dark blue, indicating that
its frequency weight is too high. Also, some activities seem to have
loops. These loops show that that activity is repeated. Due to the
large number of activities, it is more practical to analyze in the
’Activity’ tab in Disco than to analyze in the process graph. Analysis
can be found in the table below.

Fig. 8. Process Graph - Statistics with a Table

In the activity statistics section, the Disco application offers at-
tributes such as ’Activity’, ’Frequency’, ’Relative Frequency’, ’Me-
dian Duration’, ’Mean Duration’ and ’Duration range’. However, I
chose ’Activity’, ’Frequency’ and ’Mean Duration’ in this dataset
because I focused on which drug is used most often for the treatment
of each type of anaemia and how long this drug treats the patient
on average. As can be seen in the paragraph above, our pair selected
as activity is anaemia type.
As can be seen from Figure 8, for every anaemia species in the

dataset, the drugs that are most frequently used with their average
treatment time are determined by process mining. As an example,
in real life, for the treatment of ’anemia of mother, postpartum
condition or complication’, the most used drug is potassium chloride,
and according to the records in the dataset, the average time for this
drug to treat this type of anaemia is 17 hours and 32 minutes.

6.3 Comparison of Machine Learning and Process Mining
Results

Fig. 9. Results in one table

7 DISCUSSION
This research has investigated the subject of making predictions

for the anaemia treatment with machine learning and process min-
ing with the help of prescription records. This research was devel-
oped around the research question ’To what extent it is effective
to use machine learning and process mining to predict the best
anaemia treatment with the help of prescription records?’ and in
order to follow an effective way when answering this question, this
question is divided into 3 sub-research questions. These questions
and their answers can be found below.

7.1 Answering the first sub-research question
With the help of Random Forest Regression and information about
the drug prescription in the dataset, predictions could be made for
the anaemia types, and the best drug for each type was determined.
The results of this can be found here.

7.2 Answering the second sub-research question
With Disco, a process mining application, the application of drugs
included in the MIMIC-III dataset on patients was detected and
Lasagna and Spaghetti graphs were created with the output. In
addition, thanks to graphs, it was seen how frequent the activities
(drugs applied to anaemia types) were and howmuch each drug type
was applied against each type of anaemia in real life. The results of
this can be found here.

7.3 Answering the third sub-research question
When the machine learning and process mining results are com-
pared, it is concluded that these two methods actually generate
different outputs. However, the reason for these differences has
been investigated and explained with reasons and examples. These
results and explanations can be found in Section 6.3 and Section
8.
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8 CONCLUSION

The table in Section 6.3 shows that the drugs used in real life
do not correspond with the drugs which are predicted as ’best’ by
the Random Forest Algorithm. Additionally, the table contains only
5 different drugs for process mining (D5W, NS, Insulin, Potassium
Chloride, 0.9% Sodium Chloride) and machine learning prediction
results (Lorazepam, Morphine Sulfate, SW, Fentanyl Citrate, Mag-
nesium Sulfate). These results may be explained by the following
reasons why both treatments are treated with only 5 drugs out of 30
drugs (that is, these 5 drugs are more advantageous than the other
25 drugs).

• Cost: The drug recommended for anaemia treatment by ma-
chine learning is perhaps much more expensive than the drug
used in real life generated by process mining logs. Therefore,
due to the price difference, a more affordable drug may be
used instead of the most efficient drug in the treatment of
that particular anaemia type.

• Availability of Drugs: Finding some drugs can be very difficult.
Their production may be limited or there may be problems
while passing through customs. Therefore, the drug revealed
by the process mining logs may be used instead of the drugs
that are the best in the treatment predicted by the algorithm.

• Side-effects of Drugs: Although the drugs recommended by
the algorithm are the best drugs in terms of treatment du-
ration, the Random Forest Algorithm does not consider the
side-effects of the drug when making predictions. Maybe
these drugs have some negative effects on patients that these
drugs are not used that much in real life.

• Legal Reasons: Some drugs may be prohibited or restricted
for use in Israel. Therefore, drugs that are allowed by the
government are used, not the fastest drugs in treatment.

To support the points above, some comparisons are given below.

The reason why NS is used more than Fentanyl Citrate is the price
difference. I was able to find a 100 ml bottle of NS for 10 Rupees,
that is, 0.11 Euros, in a store that sells NS on the internet. On
the other hand, the price of 100 mcg Fentanyl Citrate with the
brand Johnson & Johnson can go up to 3595 Rupee, that is, 40
Euros.

Lorazepam’s side effects may be the reason why D5W is preferred
over Lorazepam, although Lorazepam is predicted to be a better
drug. Side effects of D5W (dextrose) are ordinary side-effects such as
headache, changes in skin color, swelling that can occur after taking
any medication [3]. However, Lorazepam has side effects such as
life-threating breathing problems, or coma (if taken together with
some drugs) and other than that, it can addict the patient [4].

The MIMIC-III dataset I’m using contains data up to 2012. A study
that started in 2013 investigates drug shortages in Israel [17] and
according to the results of that study, there is a Morphine Sulfate
deficiency in Israel. On the other hand, insulin is a very easily
accessible drug that can be bought without a prescription, even
from supermarkets. Therefore, due to the shortage of morphine
sulfate in Israel, morphine sulfate is a better drug according to the

machine learning prediction, process mining logs have determined
that insulin is used more in the treatment of anaemia.

9 LIMITATIONS

9.1 PC Memory Storage
I got a lot of ’Memory Space’ warnings, especially while training
Random Forest algorithm with k-fold and calculating predictions.
Training was wasting so much memory on the computer that it was
impossible for me to do other activities during that time.

9.2 Size of the dataset
The size of the dataset and the large number of tables required me
to double-check every query I executed. Since the wrong use of
many tables and foreign keys will cause wrong results, I have tried
to make sure that the queries I have are correct. However, due to
the size of the dataset, this situation caused me a great loss of effort.

9.3 Physionet problems
For this research, I needed to solve the Mimic-III dataset trainings
and tests required by Physionet. After spending some time on these, I
waited for awhile formy application to be approved. The importance
of the dataset for this research is indisputable, and I couldn’t do
anything on the project when I didn’t have access to the dataset.
I waited for this permission for about 1 week and this time was a
loss for me. After the permission was granted, I wanted to add this
dataset to Google BigQuery. Despite following the instructions they
shared with me (along with my supervisor and other knowledgeable
people), I was unable to add the dataset to GoogleBigQuery in
any way. Despite sending an e-mail to Physionet, I did not receive
any response. Due to the size of the Dataset, not every database
management system was suitable for this. Because of this, I had a
loss of 4-5 days.

9.4 Algorithm training times
The dataset I am using has millions of rows of data and it takes time
to train. K-fold is used to increase the accuracy and to randomize
the data, and the random forest’s computation for each decision
tree slows down the whole process even more [8]. Even though I
optimized the code and dataset, this situation still hasn’t changed
much. As a result, I had to wait 3-4 hours for each training.

10 FUTURE IMPROVEMENTS

10.1 Same research with different datasets
In order to generalize my conclusions I have made as a result of
my research, the same research should be conducted with the same
attributes and algorithms, perhaps with data from another country.
If, for example, data from France also match the results I have now
found, then this means I have successfully researched about anaemia
treatment.
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10.2 Slightly expanding research’s scope
The research I’m doing right now is all about the treatment of
anaemia. Another dataset can be obtained and a research can be
done on anaemia diagnosis.

10.3 Updating machine learning algorithms and repeating
research

As I said in the abstract, since machine learning is a branch that
constantly evolves and an algorithm with higher accuracy emerges,
repeating this research will perhaps lead to a more accurate predic-
tion.

10.4 Repeating research with more recent datasets
Keeping everything constant, just repeating the same research with
Physionet’s more recent MIMIC-III dataset and the new results
matching the current results would help generalize the results I’ve
found now.
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A APPENDIX A: ARTICLE ANALYSIS

A.1 Article Analysis - FindUT

Fig. 10. FindUT - Articles

A.2 Article Analysis - Scopus

Fig. 11. Scopus - Articles

B APPENDIX B: THE MIMIC-III DATASET

Fig. 12. Tables and Attributes of the MIMIC-III Dataset
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C APPENDIX C: SQL QUERIES AND OUTPUTS

C.1 Getting ICD9 CODES AND EXPLANATIONS FOR
ANAEMIA

Fig. 13. SQLQuery for returning the ICD9 Codes

Fig. 14. ICD9 Codes and Explanations for Anaemia

C.2 Getting the procedure data with ICD9 codes

Fig. 15. SQLQuery for returning the procedure per ICD9 Codes

Fig. 16. Procedure for each anaemia type

C.3 Getting the drugs prescribed

Fig. 17. Anaemia Type and Prescribed Drug

C.4 Drugs with number of times they used

Fig. 18. Drug vs Anaemia Type
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C.5 Most popular drugs with their average prescription
duration

Fig. 19. SQL query for: Drugs and How many minutes they are used in
descending order

Fig. 20. Results

D PROCESS MINING GRAPHS

D.1 Drug Frequency from Activities of Spaghetti Graph

Fig. 21. Drug Frequencies
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