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Abstract — This report focuses on investigating the
significance of Data Quality (DQ) on COVID severity
prediction models and how these models can affect
resource allocation management. By understanding the
impact of DQ on COVID datasets, valuable insights can be
gained to enhance the allocation of resources. The main
research question of this project is: “What is the
importance of Data Quality in predicting the severity and
progression of COVID?”. The research methodology
employed for this study is a Design Science Research
Methodology (DSRM). The findings reveal the prevalence
of DQ issues in COVID data, with Missing Data and
Imbalanced Data being the most common issues. To
evaluate the effects of data quality we developed a COVID
severity prediction model using a Support Vector Machine
(SVM), and a feature importance analysis using
permutation importance to demonstrate the correlation
between biomarkers and COVID severity. Among the
biomarkers, Leuco (Leukocytes) exhibited the strongest
correlation. The model achieved an accuracy of 76%,
precision of 91%, recall of 69%, and an F1 score of 79%.
The findings underscore the critical role of Data Quality in
influencing model outcomes, highlighting the importance
of proper preprocessing to ensure accurate and reliable
results for the machine learning model. These results are
crucial for the effective allocation of resources.
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1. INTRODUCTION
Severe acute respiratory syndrome (SARS) was caused by a
new virus called SARS-CoV-1, which first emerged in China
in 2002. After spreading to other countries, it was eventually
contained in 2003 after causing over 8,000 cases and 700
deaths [1]. In late 2019, a new coronavirus, SARS-CoV-2,
emerged in Wuhan, China, causing a global outbreak of the
coronavirus disease (COVID-19). The virus has since spread
to infect millions of people worldwide, resulting in a
pandemic that continues to impact the world today [2].
SARS-CoV-2 is highly contagious and can cause severe
respiratory illness, particularly in older individuals and those
with pre-existing health conditions. Although vaccines have
been developed, the emergence of new variants and vaccine
hesitancy pose ongoing challenges for controlling the
pandemic. Scientists continue to research SARS-CoV-2 to
better understand its biology, epidemiology, and clinical
management to combat the ongoing COVID-19 pandemic.
The pandemic has also had great impact on societies across

the world, disrupting economies, impacting healthcare systems
[3] and tragically claiming the lives of millions [4].

The surge in infections has posed immense challenges for
healthcare providers, particularly in terms of resource
allocation, with a critical emphasis on intensive care unit
(ICU) beds and mechanical ventilators. The scarcity of these
life-saving resources has necessitated the implementation of
effective allocation strategies [5]. This research project aims to
address this issue. Resource allocation can be effectively
managed using Machine Learning methodologies. This study
proposes the utilization of biological markers (biomarkers)
present in the blood to determine the severity of COVID-19 in
patients which can serve as an indicator to how the disease
will progress.

Machine Learning can be utilized to create a severity
prediction model based on the existing biomarker data of
patients. Physicians can use these models to predict the
severity of the disease in the patient that in turn enables them
to decide whether a patient should be discharged or admitted
to the hospital for monitoring. The severity of the disease is
also a component of its progression, therefore physicians can
make informed decisions on how the disease will progress
based on its severity.

By using such a model, the severity of the disease can be
detected immediately, and the necessary medical precautions
will be executed in order to improve the patient's chances of
survival. Efficient allocation of resources can be achieved
based on such results.

However, the accuracy of this approach heavily depends on
the quality of patient data. This research will outline the
importance of data quality in predicting the severity of
COVID and how that will ultimately affect the management of
resources in hospitals. The COVID pandemic serves as a case
study for this project, and determining how to properly
allocate resources using Data Quality techniques and ML
methodologies will help in effectively allocating resources in
future pandemics. The main research question of this project
is: “What is the importance of Data Quality in predicting the
severity and progression of COVID?”. This research question
will be answered by answering these three research questions:

- RQ1: What are the data quality issues in COVID
data?

- RQ2: How can the severity of COVID-19 be
predicted using biomarker data?

- RQ3: How can COVID-19 disease progression
improve resource allocation decisions for patient
management?
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The report will follow a specific structure. It will begin by
outlining the research methodology used to address the three
main questions. Each research question will have its own
dedicated section, where the necessary methods employed to
answer them will be explained in detail. Finally, the paper will
conclude by summarizing the overall findings presented
throughout the document.

2. RESEARCHMETHODOLOGY

This section will provide an overview of the efforts that will
be taken to answer the main research question. A Design
Science Research Methodology (DSRM) [6] will be utilized.
The DSRM consists of a 6-step process which will be
discussed in section 2.2. Within the DSRM, a retrospective
cohort study [7] will also be conducted.

2.1 The MST Dataset

The dataset of the case study for this project consists of
anonymized user data from Medisch Spectrum Twente (MST).
The dataset consists of over 3000 rows, but only a few
hundred patients who have been tested multiple times
throughout multiple dates. Each row consists of 25 biological
markers that are based on real clinical blood tests. The data
was collected at random with no pattern as per request of a
physician working at MST. The severity of COVID for each
patient is labeled as a number from 0 to 4. Where 0 represents
patients who tested negative for the PCR test, and 1 to 4
represent patients who have Mild, Moderate, Severe and
Critical cases of COVID severity (respectively).

2.2 DSRM Process

Problem Identification: The COVID pandemic has resulted
in the collection and analysis of data from diverse origins.
However, these various sources often have dissimilar
structures and formats, which can introduce inherent data
problems. Moreover, biological datasets are known to have
extensive data quality issues [24] which require exploration
and curation. It is essential to address and rectify these issues
to ensure the reliability of the data. Moreover, accurately
predicting the severity of COVID using machine learning
techniques is crucial for efficient resource allocation and
management. The quality of the data plays a significant role in
the performance and outcomes of these prediction models.

Objectives and Requirements: Our primary objective is to
address three research questions: RQ1 - identifying prevalent
data quality issues in COVID data and the MST data, RQ2 -
predicting the severity of COVID using ML techniques and
RQ3 - Exploring the correlation between COVID severity and
progression. To assess the quality of the data effectively, we
will design a comprehensive data quality framework
specifically tailored for assessing COVID data. This
framework will be evaluated by applying it to different
COVID datasets that were mentioned in [8] (our research
serves as an addition to this paper), which were also used to
develop a predictive model related to COVID data.
Subsequently, the framework will be applied to the MST
dataset, identifying any data quality issues present. After
identifying the data quality issues, the dataset will be
preprocessed to develop a predictive model for COVID
severity using ML techniques. Additionally, a retrospective
cohort study will be conducted to examine the correlation
between COVID severity and its progression, this will be
achieved using a meta-analysis.

Design and Development: The design process will consist of
a Literature Review to gather relevant papers that discuss Data
Quality Frameworks. A framework will be created based on
the key qualities of other existing data quality frameworks that
have been successful throughout the years. Moreover, the
success of different types of ML models (that are mentioned in
[8]) that were used to create COVID severity prediction
models will be investigated. Literature will also be gathered
regarding specific biomarkers and their correlation with
COVID severity. Literature regarding the Outcome Evaluation
of COVID patients with different severity levels will also be
reviewed to determine how the disease progressed with
different severity levels..

Demonstration: The created Data Quality framework will be
applied to various COVID datasets including the MST dataset
to assess the quality of the data and to identify the most
prevalent data quality issues. The MST dataset will be
preprocessed using techniques that were mentioned in the
other datasets. A predictive model will be developed to predict
COVID severity.

Evaluation: The performance of the predictive model will be
evaluated using the following metrics: Accuracy, Precision,
Recall and F1 score.

Communication: These findings will be presented in the
Twente Graduate Conference.

3. WHAT ARE THE DATA QUALITY ISSUES IN COVID
DATA?

In order to effectively evaluate the reliability of COVID data,
we propose the development of a Data Quality Framework,
this can be observed in Figure 1. This framework will
incorporate key elements from two existing frameworks: the
Data Quality Assessment (DQAF) [9] and the Total Data
Quality Management (TDQM) [10] frameworks. By
combining the strengths of these frameworks, we aim to create
a more comprehensive framework. The DQAF offers a
structured approach to assessing data quality by defining
specific dimensions of data quality and associating them with
relevant data quality issues. This allows for a systematic
evaluation of the data's quality. On the other hand, the TDQM
framework follows a cyclical process that involves iterative
cycles to continuously monitor and enhance the data's quality.
According to [11], the TDQM consists of four main cycles:
Define, Measure, Analyze, and Improve.

The Define cycle involves identifying the relevant data quality
dimensions that are applicable to the dataset being assessed.
This step helps establish a clear understanding of the specific
aspects of data quality that need to be considered.

The Measure cycle focuses on identifying the potential data
quality issues that may arise within the dataset, based on the
selected data quality dimensions. This step allows for a
comprehensive examination of the dataset's quality,
considering various aspects that could affect its reliability.

The Analyze cycle aims to uncover the root causes behind the
identified data quality issues. By understanding the underlying
factors contributing to these issues, it becomes possible to
develop targeted strategies for improvement.
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Finally, the Improve cycle provides techniques and approaches
for enhancing the overall data quality. This step involves
implementing corrective measures, refining data collection
processes, and adopting best practices to ensure the data's
accuracy and reliability.

Figure 1: The Data Quality Framework

3.1: Motivation
The selection of data quality dimensions and issues in our
framework is motivated by the need to address specific
challenges encountered in biological datasets. Our framework
consists of three main data quality dimensions: Consistency,
Credibility, and Completeness and Accuracy. Each dimension
includes potential data quality issues that were identified
through research.

Data Consistency is the first dimension we will be exploring.
Datasets can be categorized as Single-sourced or
Multi-sourced. Single-sourced datasets are collected by a
single organization, while Multi-sourced datasets are a
compilation of various datasets. However, due to differing
standards and rules across these datasets, data standardization
is often lacking during collection. This results in diverse data
types and complex structures during the data integration
process, as highlighted by Cai and Zhu, 2015 [12].
Establishing a standard becomes crucial to handle variations in
rules and regulations from different data sources. The
combination of datasets with diverse rules introduces
complexity and challenges in effectively managing the data.
The importance of data standardization is emphasized in [13]
and [14]. Data collection can also lead to issues in certain
values, causing inconsistencies in the data. These issues,
known as Data Element problems, require curation. Both the
lack of data standardization and Data Element problems fall
within the Data Consistency dimension.

The second dimension, Data Completeness and Accuracy,
encompasses crucial data quality issues applicable to any
dataset. Missing data is a common issue that complicates
analysis and introduces bias [15]. Duplicate data introduces
bias in ML models and can lead to data imbalance [16]. The
impact of outdated data on ML models is not extensively
studied, but it can significantly affect the accuracy of
predictions as the model will learn from data that does not
reflect the current environment. Additionally, imbalanced data,

where target classes have uneven distribution [17], can
introduce bias and negatively impact model performance.
The Data Credibility dimension governs two main data quality
issues: Data Source and Data Volume. The Data Source refers
to the source(s) that the data was collected from, the source(s)
must be checked for reliability to ensure that the data is correct
and trustworthy. Data Source also refers to the problems
associated with the data that is from these sources. Data
Volume refers to the scalability and size of the dataset, the size
of the dataset can either be a limitation of a certain study,
or/and can cause the results of a ML model to be inaccurate. If
the dataset size is large, this can also be an issue since the
cleaning process of the dataset can be very difficult [12]. The
Data Volume is checked after all preprocessing methods are
applied to the dataset.

3.2: Application of Framework on COVID Datasets
In this section, the framework from Figure 1 will be used to
assess the data quality of COVID datasets that were used to
create a predictive model related to COVID datasets as
mentioned in section 2.2.

All of the datasets discussed the issue of missing data and how
to solve it [18]-[26], the most common way to handle missing
data was to remove the rows where the missing data existed or
impute it with another value.

One of the other major data quality issues was the imbalance
of data as mentioned in [19],[24], the most common way to
rebalance the dataset was to use a SMOTE algorithm during
the training process. SMOTE is a statistical technique for
increasing the number of the cases in a balanced way. The
Data Volume was way lower after preprocessing the datasets,
this was mentioned in [18],[22] and [26]. The Data Volume
was a limitation in these studies.

The only paper that explored Data Element issues was [23],
the datasets used showed that there was a consistency and
standardization issue in some fields, there were also incorrect
fields which were corrected when the data was preprocessed.

Although most of the datasets are multi-sourced datasets, only
one paper discusses the standardization issues related to
collecting each of the datasets and combining them into one
[20]. After combining the datasets, there were a lot of
formatting issues that needed to be corrected. Additionally,
only one paper discusses the data quality issue related to the
source of the Data (Data Source), since this data was collected
from a single source, the data was not generalizable and hence
the model would produce biased results if other datasets were
applied to it, this was discussed in [21].

3.3: Application of Framework on MST Dataset
In order to evaluate the quality of the MST dataset, we will be
using the Data Quality framework (Figure 1) to assess the data
quality issues that exist in this dataset. We will follow the
four-step process that was mentioned in section 3 to analyze
data dimensions, identify data quality issues, and propose
solutions for improvement.

Define: Since the dataset is single sourced, there is a clear data
standard set by the MST hospital itself, therefore there is no
lack of data standardization. Similarly, there are no Data
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Element issues. The identified dimensions for this dataset are
Data Completeness and Accuracy, and Data Credibility.

Measure: From the selected dimensions, we will then figure
out which data quality issues exist in our own dataset. We will
start with the Data Completeness and Accuracy dimension.
After screening the data, it is obvious that portions of the data
are missing, there are duplicates and that the data is
imbalanced. The Data Credibility dimension only has one data
quality issue related to this dataset, and that is the Data
Volume. The Measure phase will explain how to possibly
identify such data quality problems.

1. Missing Data: To determine whether there are missing
values, a bar chart can simply be plotted to show the
percentage of missingness per Biomarker, the results can be
visualized in Figure 2.

2. Duplicate Data: A scatter plot was used in order to
visualize the number of duplicate values per patient, the
results can be seen in Figure 3.

3. Imbalanced Data: To determine whether or the dataset is
balanced, we can look at the distribution of the COVID
severity classes and determine whether they are balanced. To
determine this, we find the number of patients belonging to
each COVID severity class (from 0 to 4) and plot it on a bar
graph to visualize the distribution. The results are in Figure 4.

4. Data Volume: Before processing the data, there are 3609
rows and 701 patients. The results after preprocessing are
discussed further in section 4.1.

Figure 2: Bar Chart of Missing Values % per Biomarker

Analyze: The root cause of each of the mentioned data quality
issues can be explained. Firstly, missing data values are
represented by zeroes in the dataset. This occurs because
different patients are tested for different biomarkers based on
factors like severity, symptoms, and other variables. The
decision to conduct specific tests depends on the patient's
condition and the medical opinion of the doctor.
Secondly, duplicates exist in the dataset due to daily testing of
patients throughout their stay. This repetitive testing leads to
multiple entries for the same patient.
The imbalance in data is common in biological datasets, it is
typical for the number of patients who test negative for the
COVID virus to be higher than those to test positive.

The Data Volume after preprocessing is low, because the
curation of the mentioned data quality issues eliminated a
large number of rows.

Improve: This will be discussed in section 4.1 which
discusses how the data quality issues will be handled.

Figure 3: Scatter plot of duplicate rows per patient

Figure 4: COVID Severity Class Distribution

3.4: Conclusion
We have developed a comprehensive framework by analyzing
research findings from literature regarding Data Quality and
Data Quality Frameworks. The effectiveness of this
framework was evaluated by applying it to research conducted
on COVID data to create ML models, as discussed in section
3.2. The research and the application of the framework on
COVID data collectively highlight the alarming presence of
data quality issues within COVID data, with the most cited
dimension being Data Completeness and Accuracy.
Specifically, an issue that consistently emerged across the
discussed papers was the presence of missing data, which was
observed in all the datasets mentioned in section 3.2.
Imbalanced data was also a very common data quality issue in
some of the datasets [19],[24]. The same issues were also
present in the MST dataset as discussed in section 3.3.

In conclusion, it is evident that data quality issues exist within
COVID data. Unfortunately, these issues are not adequately
addressed and their impact on ML models is often overlooked
and underestimated. Extensive research papers have discussed
the effects of data quality issues on COVID data and various
datasets, highlighting their significance. However, in research
papers where data quality is not the primary focus, such as
those aiming to build predictive models based on COVID
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data, the mention of data quality is typically minimal despite
its crucial importance. While most papers include a section on
Data Preprocessing, the approaches employed are often overly
simplistic, lacking in-depth exploration of potential data
quality issues. Additionally, there is a noticeable absence of
thorough dataset profiling in the reviewed papers. The
proposed framework (Figure 1) can help in simplifying the
task of dealing with Data Quality issues.

4. HOW CAN THE SEVERITY OF COVID-19 BE
PREDICTED USING BIOMARKER DATA?

Based on the findings from various studies [18]-[26], it is clear
that biomarker data can be utilized to develop a predictive
model for COVID-related datasets. To support this claim, we
will employ our own machine learning model on the MST
dataset and analyze the outcomes. These results will be
thoroughly explained. However, before creating the model, it
is essential to address the necessary data preprocessing steps.

4.1 Data Preprocessing
In order to predict COVID severity, patients who tested
negative were excluded, indicated by a severity score of zero
in the dataset. By removing these cases, a total of 2136 out of
3608 rows were eliminated from the dataset. As a result, the
number of patients decreased from 701 to 133. Therefore, the
only severity scores available are 1 to 4 which represent Mild,
Moderate, Severe and Critical cases, respectively.

Due to a significant percentage of missing values in certain
biomarkers, it is necessary to establish a cut-off point to
ensure the inclusion of biomarkers with sufficient data values.
Therefore, a threshold of 50% missingness will be set, and
only the biomarkers below this threshold will be retained for
further analysis. As a result, the following biomarkers will be
retained for analysis: CKD-epi, CRP, K, Kreat, Leuco, MPV,
Na, and Trombo. Moreover, certain rows in the dataset where
all biomarker values were equal to zero were removed.

Duplicates exist for some patients due to daily testing that was
made throughout their stay. This repetitive testing leads to
multiple entries for the same patient. To tackle this issue, the
duplicate values per patient were merged into a single value by
calculating the average of the biomarker values. During this
calculation, the value of zero was excluded to ensure accuracy.
As a result of merging the duplicates, the percentage of
missing values decreased significantly. The average
percentage of missing values for CKD-epi, CRP, K, Kreat and
Na is 4.1%. The average percentage of missing values for
Leuco, MPV and Trombo is 18.4%. The number of rows after
handling missing values and duplicates is now 121.

Finding the average values per biomarker may reduce
accuracy due to the presence of outliers. Boxplots were used
to visualize the data distribution for different biomarkers and
identify outliers, revealing a considerable number of values
falling outside the normal range. Defining outliers in
biological datasets is challenging as they may indeed represent
valid values, emphasizing the importance of developing
enhanced methods for outlier evaluation in future studies.

One more important data quality issue that exists in this
dataset is Data imbalance as mentioned in section 3.3. To
resolve this, we will be balancing the data by applying the
SMOTE algorithm. The success of SMOTE was seen in
[19],[24].

Before the dataset imbalance issue is addressed, an extra
preprocessing step was implemented to improve resource
allocation decisions. Our goal was to determine if a patient's
blood test results could effectively classify them as either
severe or non-severe. Since there were only two primary
classes, a decision was made to merge COVID severity classes
1, 2, and 3, 4 into two distinct categories: non-severe and
severe. This allowed us to transform the problem into a binary
classification task, simplifying the analysis and
decision-making process.

4.2 Machine Learning Model

To predict COVID severity, we employed a machine learning
model known as a Support Vector Machine (SVM). SVM
models showed great results when predicting COVID severity
in [18] and [25] and had one of the highest result metrics out
of all the datasets [18]-[26]. We employed a Support Vector
Classifier (SVC) model with a linear kernel, this is suitable
because we transformed the problem into a binary
classification task with two classes (non-severe and severe).
The dataset was split into a training set and a testing set using
a 70/30 ratio to assess how well the model performs to unseen
data.

Along with the SVM model, we also calculated the feature
importance for each biomarker. Feature importance refers to
techniques that assign a score to input features based on how
useful they are at predicting a target variable. Permutation
importance was used to find out which features affected the
severity the most. The feature importance of each biomarker
can be seen in Figure 5.

Figure 5: Permutation Importance based on Biomarker

The performance of the SVM model in predicting COVID
severity can be evaluated by analyzing the Confusion Matrix
shown in Figure 6. The Confusion Matrix provides a
comprehensive summary of the model's predictions and actual
outcomes. From the matrix, we observe an overall Accuracy
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of 76.19%, indicating the proportion of correct predictions
made by the model. A Precision score of 90.91% which
indicates the model's ability to accurately identify the
non-severe and severe classes, out of all the positive
predictions made. The Recall score is 68.97%, representing
the proportion of actual positive instances correctly classified
by the model. Finally, the F1 Score, which combines Precision
and Recall into a single metric, is calculated to be 78.57%.

Figure 6: Confusion Matrix of SVMModel

4.3 Conclusion

Our model yielded promising results in predicting the severity
of COVID, highlighting the potential correlation between two
biomarkers: Leukocytes (Leuco) and Thrombocytes (Trombo).
These biomarkers exhibited the highest feature importance, as
depicted in Figure 5. Notably, Leukocytes have been identified
as indicators of severity in other research papers [28], [29].
They are widely used, inexpensive biomarkers of
inflammation [28], further supporting our model's findings.
Furthermore, our model's accuracy of 76% on a larger number
of test cases (121 vs 53) performed similarly to another SVM
model with 80% accuracy [18]. Our model demonstrated good
performance on a larger number of unseen data. In another
study [25], an SVM model achieved an accuracy of 81.48%,
comparable to our results. It's worth noting that their dataset
had more features (26 vs 8) for training, indicating a
considerable amount of additional data available for
comparison which was lacking in the MST dataset.

It is important to note that drawing such a definitive
conclusion is difficult to prove without considering the other
17 biomarkers that have been removed due to their
missingness in the dataset. Some research suggests that
biomarkers such as KL-6 [30],[31] and PCT [32]-[34] can be
used as severity indicators. The absence of these biomarkers in
our dataset hinders the ability to determine what key
biomarkers correlate most with COVID severity. The absence
of the relevant biomarkers for different patients as well as the
Data Volume of this dataset after preprocessing is the
limitation of this study, and more useful information could
have been derived if the data was more complete. The success
of this model in predicting COVID severity is due to the
improvements made in the quality of the COVID data,
demonstrating the crucial role of data quality in influencing
machine learning model results. Moreover, it is also important

to mention that the COVID severity labels assigned to the
patients do not reflect the initial severity of the disease but
rather the severity after the patient's outcome was already
determined. This distinction is important because it means that
the severity labeling does not accurately represent the true
state of the disease at the onset. As a result, it is highly likely
that these misleading severity labels had a substantial impact
on the model's results, potentially skewing them significantly.
Such a problem would also affect the ability to allocate
resources effectively.

5. How can COVID-19 disease progression improve
resource allocation decisions for patient

management?
To understand the progression of COVID, it is crucial to
define "disease progression" in the context of COVID. Disease
progression refers to the transition from a mild or moderate
stage of the disease to a more severe stage [35].

It is evident that there exists a correlation between COVID
progression and the severity of the disease. In order to
investigate whether COVID-19 disease progression can be
predicted, it is necessary to address a specific sub-research
question:

- RQ3.1: Can the severity of COVID help forecast its
progression?

Having defined COVID disease progression, it is also
important to define COVID severity. COVID severity refers to
the intensity and seriousness of the disease's impact on an
individual's health, categorized as mild, moderate, severe, or
critical. COVID severity is a component of disease
progression.

Consequently, if the severity of the disease in a patient is
known, it becomes possible to predict the trajectory and
progression of the disease’s outcome. A meta-analysis will be
conducted to collect and analyze data from multiple studies,
aiming to determine the outcomes of patients at different
levels of COVID severity. Another method that could be used
to predict COVID progression is to use Machine Learning. If
the outcome of the disease in the patient is known and is part
of a dataset, it could be possible to determine if the disease
will progress to a more severe case based on biomarker data,
such a model was created in [27]. However, since the MST
dataset does not contain the outcomes of patients, such a
model would be impossible to create because the data needed
to create this model is unavailable, which is why a
meta-analysis will be used along with the statistical data it will
provide to see how COVID severity can affect its progression.
The results of the meta-analysis can be seen in Table 1.

The meta-analysis included 7169 patients which have been
positively tested for COVID-19 with varying severity levels
from mild-moderate to critical. 1172 patients had
mild-moderate severity, 8% of these patients died and 77%
recovered fully, while the rest had unchanged conditions. 583
patients had Severe COVID-19, out of which 21% passed
away and 75% recovered fully. Critical COVID cases were the
most reported in this meta-analysis study, with 5414 patients.
Around 39% of these patients died and 52% recovered, with
some papers reporting complications even after recovery. It is
evident from this study that as the severity of the disease
increases, the percentage of deaths increase, and the
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percentage of recoveries decrease. Hospitals can use such
information to improve the allocation of resources, higher
priority can be given to those that show more severe reactions
to the virus. Mild-moderate patients do not reach the stage
where they need to be hospitalized, so they can be dismissed.

Paper Severity No. of
Patients

1* 2* 3*

[36] Mild-
Moderate

869 616 158 95

[37] Mild-
Moderate

303 289 10 2

[38] Severe 275 205 0 70

[39] Severe 260 183 52 52

[40] Critical 1616 842 391 383

[41] Critical 164 79 0 85

[42] Critical 468 275 38 155

[43] Severe 48 47 0 1

Critical 26 13 13

[44] Critical 3140 1594 0 1483

1*: Represents the number of patients who have been discharged or
are in the process of recovering.
2*: Represents the number of patients who have not experienced a
change in their condition.
3*: Represents the number of patients who have had a poor disease
progression/death.

Table 1: Outcome Evaluation of Mild-Moderate, Severe and
Critical Patient

In conclusion, we have discovered a link between the severity
of COVID and how the disease progresses and affects patients.
By examining data from numerous studies, we can predict the
outcome of a patient if we know the severity of their
condition. Patients with more severe cases of COVID are
more likely to have a poorer prognosis compared to those with
milder cases.

However, the method used in this section to determine how
COVID severity impacts disease progression may not be ideal.
It is important to note that even patients with mild symptoms
can experience a significant deterioration in their condition.
As previously mentioned, the study found that 8% of patients
initially classified as having mild to moderate symptoms
unfortunately passed away. This finding highlights the risk of
relying solely on statistics. If hospitals were to solely rely on
statistics, they might discharge patients who actually have a
high risk of poor disease prognosis but initially exhibited mild

to moderate symptoms. This approach could be extremely
risky and could potentially result in the loss of many lives.

A more effective approach to measure disease progression in
patients would involve the use of an ML model. By utilizing
such a model, it becomes possible to predict how the disease
will progress and what the outcome is likely to be, based on
factors like severity and biomarker data. However, the success
of this method depends on the availability of relevant data.
This is how Data Quality plays a significant role.

For instance, if we consider the MST dataset, it would not be
suitable for training an ML model because it lacks a specific
column indicating the outcome of the disease in patients.
Without this crucial information, the model would not be able
to learn and make accurate predictions. Therefore, it is
essential to have a comprehensive dataset that encompasses
the necessary variables in order to successfully develop and
train an ML model for this purpose.

6. CONCLUSION

This research project's main focus was to determine the impact
that Data Quality has on severity prediction models, and how
this can ultimately affect resource allocation for COVID-19
patient management.

The first research question identified the most prevalent data
quality issues in COVID datasets as well as the MST dataset;
the quality of these datasets were assessed using a Data
Quality Framework (Figure 1) that we created. The framework
provided a systematic and structural way to assess the data.

For the second research question, we identified that Machine
Learning methods can be used in order to predict the severity
of COVID in patients. After researching different machine
learning models, we decided that a Support Vector Machine
(SVM) was the most appropriate to create a COVID severity
prediction model. The model was applied to the MST dataset
and the results of the model were promising. Such models can
be used by physicians to predict the severity of COVID in
patients that in turn enables them to decide whether a patient
should be admitted for further monitoring or discharged since
there is no severe risk, which ultimately improves the
utilization of resources in hospitals. However, the results of
the model could not have been achieved if the necessary
preprocessing techniques had not been applied. Preprocessing
was necessary due to the abundant data quality issues that
existed in the dataset, this helps show the importance of data
quality in achieving accurate and reliable results for a Machine
Learning model, this also answers the main research question
of this study.

The final research question highlighted the correlation
between COVID severity and COVID progression, we also
determined how resources can be allocated based on how the
disease will progress.

To conclude, we identified common data quality issues in
COVID data by implementing a Data Quality Framework. We
also established that machine learning models can be effective
in predicting COVID severity using patient biomarker data,
with the model's accuracy relying on the quality of the data.
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Furthermore, we discovered a correlation between COVID
severity and disease progression, where a higher severity level
corresponds to a higher likelihood of poor disease progression.

7. FUTUREWORK

There are still many areas of research that have not been
explored in this project. It would be interesting to focus on
identifying which biomarkers are most closely related to
COVID severity using a more complete dataset.
Unfortunately, 17 biomarkers had to be removed from the
MST dataset because there was not enough information about
them. Another idea that could improve resource allocation
efficiency is to create a model that predicts how the disease
progresses based on biomarker data and severity labels.
However, this would require a detailed dataset that shows
what happened to different patients. Exploring these research
areas further could provide valuable insights into the
COVID-19 virus and how Machine Learning methodologies
could potentially help reduce its spreading by improving how
resources can be allocated.
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