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Summary

This thesis report presents a project that involves a fully functioning humanoid robot,
EVE-r3, to be used in a healthcare setting to assist healthcare workers in performing
general tasks. As the ratio of the elderly people who need healthcare to the amount
of healthcare workers increases, there is a decline in the quality of the Dutch health-
care. This project aims to conduct a risk assessment of a humanoid robot which is
aimed to provide an extra helping hand to address the decline in the quality of the
Dutch healthcare.

The primary focus of this project is to ensure the safety usage of the robot and its
interaction with the users and the environment. To achieve this, a risk assessment
is performed on the EVE-r3 humanoid robot using the combination of FMEA and
STPA risk analysis methods. The analysis is conducted by identifying risk sources,
failure modes, potential injuries, and their causal relationships. The STPA-FMEA
analysis considers the user ability, natural environment, and the social environment
of the robot as additional factors contributing to the analysis when compared to its
traditional counterparts, the classical FMEA analysis, which considers the sever-
ity, occurrence, and detection of hazard present in the robot. The analysis also
considers a classification of different relevant user groups under user ability such
as elderly patients, healthcare workers, and other stakeholders, as the ability of a
user to handle the risks may differ amongst different users. The same goes with
the environmental settings where the environments considered are nursing centre,
residential care, and home care. The evaluation of all these mentioned factors are
performed by the experts via questionnaires and interviews.

The results obtained from the questionnaires by the experts were used to calculate
the risk priority number (RPN) for all the identified hazard scenarios. The STPA-
FMEA analysis retrieved a range of risk values which shows that the ranking of the
most hazardous risks in STPA-FMEA is different from that of the traditional FMEA
analysis. Overall, this study aims to provide insights about the risks and causes
associated with the humanoid robot EVE and prioritize them according to the RPN
which would in-turn improve the robot’s safety in the healthcare setting.
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Chapter 1

Introduction

In light of a shortage of healthcare workers to support the aging population in the
Netherlands, there is a decline in the quality of the Dutch healthcare [1]. To address
this issue, the study [1] proposed the use of Social service robots which is aimed
to provide an extra hand to the healthcare officials and has the potential to increase
the quality of the dutch healthcare system. To envision the use of Social Service
Robots (SSR) in the healthcare sector, a thorough safety analysis of one such robot
needs to be performed which considers the robot’s interaction with the users and the
environment along with the robot’s components. This thesis performs risk assess-
ment on one such humanoid robot EVE - r3 that can learn and function to physically
interact with the environment. The humanoid robot may use its skillset in assisting
humans in numerous tasks, for example, by looking for and bringing in a requested
tool. EVE is aimed to be similar to a supporting nursing staff.

1.1 Why a humanoid robot?

The purpose of the humanoid robot in our case is to address in aiding the healthcare
sector by potentially lending an extra hand to the healthcare workers by performing
the general aiding tasks such as Activities of daily living (ADL) tasks, housekeeping
tasks like general cleaning activities, tidying up the kitchen/living room space etc., re-
porting and administrative tasks like recording reports and relaying messages, daily
structuring tasks like conversing or entertaining the client etc., and peak intensity
tasks like making or clearing the tables, dispersing medicine among clients etc. This
is because the number of workers does not grow as rapidly as its necessity to up-
hold the current requirement of the aging population in the Netherlands. As the ratio
of the elderly people who need healthcare to the amount of healthcare workers is in-
creasing, there is a decline in the quality of the Dutch healthcare as mentioned in [1].
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2 CHAPTER 1. INTRODUCTION

The humanoid robot EVE – r3 considered for the thesis is owned by the Nakama
Robotics lab which was established in 2021 in partnership with the University of
Twente. As mentioned in a study conducted [1], the SSR, in this case, the humanoid
robot EVE may potentially address the problem of aiding the growing number of el-
derly patients and help tackle the issue of a potential healthcare worker shortage
in the future. There are numerous benefits associated with deploying a humanoid
robot as for social service. A social service robot can not only assist the healthcare
workers by performing general daily tasks, but also provide a companionship and
a form of social interaction to the respective patients. Using a social service robot
can improve the efficiency in a healthcare setting by freeing up the staff to focus on
more complex tasks and prove to be cost efficient by achieving automation of certain
tasks. All of this can prove to be beneficial to both the healthcare sector and to the
patients and may also improve the patient outcomes. Details of the humanoid robot
EVE specifics are as follows.

1.2 EVE

In this case study, the robot chosen to assess its risks is the EVE – r3 humanoid
robot [2]. The EVE - r3 humanoid robot is a highly advanced robot developed by
Halodi Robotics, known for its full human size appearance and ability to display a
wide range of activities and movements. The robot is powered by fully integrated
platform that utilizes direct force control technology [3] for natively compliant opera-
tion, which allows it to interact with people in a natural way.

One of the main goal of EVE-r3 is to provide as a solution for the industry needs.
This could mean for security purposes, retail, logistics or healthcare. The robot can
even be controlled remotely with the help of Virtual Reality (VR) control in avatar
mode apart from its autonomous navigation, door opening and elevator travel. The
additional VR control enables the robot to be controlled remotely to perform some
precision tasks which the robot might not be able to perform autonomously. Its life-
like structure and ability to lift a payload of 8kg per arm makes it well-suited for
industrial usage, as well as in studies to help the robot improve according to human
perception and cognition.

This robot can learn and function to physically interact with the environment and
is aimed to be used in a healthcare setting. Specific information regarding the robot
which would help in the risk assessment is mentioned in [4]. In order to keep the
users and the environment safe, the EVE must operate in a space which is hazard
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free. This includes knives, sources of fire, hazardous chemicals or furniture that
could be knocked over. Sufficient space is necessary for the EVE to move around
and perform tasks. The robot EVE is Americans with Disabilities Act (ADA) compli-
ant i.e., it is wheelchair friendly which means stairways and other drop offs must not
be present in EVE’s working environment or it could pose danger [3].

Some of the notable technologies present in EVE are, surveillance and autonomy,
whole body torque control to aid in pushing the robot back and forth to avoid any
harsh contact, force and impedance control on all joints and a platform provision to
add deep learning compute as an add-on.

EVE is equipped with a wheeled base for movement and is powered by highly back-
drivable motors for safe human interaction. This enables the person to push the
robot against its motion easily and without actually harming the robot so that the hu-
man can move aside safely in case to avoid any possible hard contact being made
with the robot’s rigid and heavy components.

The robot also requires a gantry to lift and initialize the robot. The gantry along
with a support tether is recommended to help perform EVE with high-risk tasks that
could cause EVE to fall. The gantry must be able to withstand an impulse load of at
least 500kg in an unlikely event if EVE falls while tethered. Although once initialized,
the gantry system may not be necessary for the EVE to perform its general opera-
tions.

The specification of the EVE is as follows. The EVE weighs about 89kg with a
height of 1.83 meters and a shoulder width of 55 cm. The EVE can achieve a top
speed of 6.2 km/h with a remote-control capability of autonomous navigation or VR
avatar mode. The charging mode of EVE is manual, and the robot runs on Li-ion
batteries. EVE consists of various sensors namely ZED2 stereo camera (Head),
audio recording, two-way intercom/ PA sensor and lighting. EVE is also capable to
store any received data including audio and video storage. Also, the EVE can with-
stand temperatures up to 50 degrees Celsius and is meant for indoor use purpose
only.

The battery packs are located in the wheelbase and should be taken care from ex-
posing to high temperatures or anything that could cause them to short, creating a
hazard. The EVE is also equipped with an E-Stop button which blocks the robot from
powering its motors when turned on. Triggering the E-Stop would require the robot
to be suspended from the support system as the robot would collapse to the ground
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if it were not suspended whilst action. The EVE has a motor overtemp and battery
low voltage detector which gives warning beeping sound if in case the motor is over-
heated, or the batteries provide insufficient voltage. If the robot at this situation is
not connected to the overhead tether, there might be a significant damage from the
robot powering off unexpectedly and collapsing. The EVE battery system includes
pre-programmed voltage, current and temperature limits that will safely power down
the system in case the set limits are exceeded.

EVE’s joints make use of cable-based power transmissions known as capstan drive
transmissions and couple these transmissions with a differential cable transmission
to combine the torque of two electric motors for either of the two joint axes they are
connected to. This allows the motors to deliver two to three times the torque of a
single serial transmission.

EVE R3 has potential in the healthcare sector. The robot could be used in hos-
pitals, nursing homes, and other healthcare settings to provide companionship and
assistance to patients, as well as to perform tasks such as taking vital signs or re-
minding patients to take their medication.

On the whole, EVE-r3 is an advanced humanoid robot that has a wide range of
potential uses, from research and industry to customer service and social service,
and also in healthcare sector as a companion and helper for patients and healthcare
workers.

1.3 Problem Statement

With the main aim to keep the humanoid robot safe from not disturbing or harming its
interacting users or the environment, safety analyses needs to be performed which
is the primary reason for this project.

A study [5] based on analysis of multiple accidents for different robots show that
robot operators (72 percent), maintenance workers (19 percent) and programmers
(9 percent) suffered various injuries which includes pinch injuries (56 percent) oc-
curring when a robot traps a worker between itself and an object and impact injuries
(44 percent) occurring when a robot and worker collide. The causes of injuries in-
cluded unexpected robot behavior, human errors (e.g., a second worker activating
the robot when one worker is close to the robot) and unexpected software problems.
The harm ranges from slight injuries with no loss time, to fatal injuries. To avoid such
risks and create a safe environment for the robot and its environment, a thorough
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risk assessment is required. This M.Sc. project will perform such a risk assessment
for the robot EVE, by combining two risk assessment frameworks namely the FMEA,
and the STPA in order to provide a thorough and complete risk analysis with respect
to the robot, user, and environment.

Figure 1.1: EVE

1.4 Research Objective

The goal of this study is to perform a risk assessment on the EVE – r3 humanoid
robot in a healthcare setting by identifying and prioritizing the hazardous compo-
nents or potential hazard scenarios with respect to the robot, its interacting users
and working environment. Performing such a risk assessment would lead to propos-
ing and implementing mitigation strategies for the betterment of the robot and its
environment.

To attain this goal, the combination of the FMEA and STPA risk analysis methods
is selected for this case study. With the selected methodologies, risk analysis will
be performed from which, it will be certain to identify and quantify some of the most
hazardous risks. The further procedure is to consider different user groups and envi-
ronmental settings and re-iterate the risks analysis process. A comparative analysis
can then be performed to confirm if there are significant changes in risks with differ-
ent user groups and environmental settings when compared against the initial risk
assessment.
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1.5 Research questions

The research objective can be further broken down to the following research ques-
tions to attain the primary goal.

1. What are the identified hazards associated with the EVE-r3 humanoid robot
used in a healthcare setting using the STPA-FMEA risk analysis method?

2. How do different user groups and environmental settings impact the identified
risks and hazards associated with the EVE-r3 humanoid robot in a healthcare
setting?

3. Is there a significant difference in the level of risk associated with the EVE-r3
humanoid robot in a healthcare setting between the classical FMEA analysis,
and the STPA-FMEA analysis which takes into consideration the external fac-
tors like user ability, and the environment?

Research question 1 will be answered by using the FMEA analysis which can
consider risk quantification on a component level and the STPA analysis which con-
siders the system as a whole, and can come up with a system structure which would
take into account the various sub-systems of the product (the robot in this case)
along with its interaction with the environment and other humans to give a list of
unsafe behaviors of the product in terms of hazard scenarios. The goal is to couple
the FMEA’s component level risk identification with the hazard scenarios identified
by the STPA to give a more detailed and well covered risk identification for a cer-
tain component or a sub-system as a risk identification process of the STPA-FMEA
methodology. These hazard scenarios identified by the above mentioned process
may be constructed based on factors like, the component, risk sources, risk conse-
quences etc.,

Research question 2 will be answered by performing a risk quantification with re-
spect to the FMEA methodology, but also include the human and the environment
factors for the quantification which is the ideology of the STPA framework. This
may include a way to quantify different factors like the user or the environmental
perspective along with the degree by which these factors may affect the identified
hazard scenario.

Research question 3 will be answered by further identifying the results of the risk
quantification of the STPA-FMEA methodology. A comparison may be plotted show-
ing if there is a significant difference between the risk quantification of the STPA-
FMEA methodology which considers the user and the environmental perspective
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against the FMEA’s traditional risk quantification methodology.
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Chapter 2

Literature Survey

In order to execute the experiment using the FMEA-STPA approach, a list of dif-
ferent risk assessment techniques were researched on. It was then decided that
the FMEA-STPA methodology covers all aspects by considering the robot and its
working environment to identify and evaluate possible risks, and improve the safety
of the humanoid robot and its surroundings in a healthcare context. The following
sections will outline the methodologies that were taken into consideration and why
the FMEA-STPA methodology was chosen after careful consideration of all available
options.

The first step would be to determine whatever approaches are available that would
work for the case study 2.1. Section 2.2 will discuss why the STPA-FMEA method-
ology is sufficient and what benefits it has to be chosen for this case study after fo-
cusing on the most suitable risk assessment for the current case study. The FMEA
approach, STPA approach, and any shortcomings with the methodologies under
consideration will all be shown in section 2.3, along with any pertinent extensions
and any combination analyses. These sections make it abundantly evident why the
FMEA-STPA combination is a comprehensive analysis applicable to the case study
and why it is the most appropriate for the case study.

2.1 A Hunt for the more appropriate analyses

The current techniques for analyzing the safety of robots and their interactions with
people and the environment are explained in this section. The study [6] presents its
research on several of the conventional hazard analysis methods that are frequently
employed. They include Fault Tree Analysis (FTA) [7], failure mode and effects anal-
ysis FMEA [8], and Human Factors Analysis and Classification System (HFACS) [9].
According to the study [6], one of the main drawbacks of these current method-

9
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ologies is that they primarily focus on the system rather than the safety violations
brought on by human activity and interactions with the environment. It also notes that
there aren’t many published papers on the topic of identifying accident early warn-
ing signs in the context of collaborative robots. As their frameworks provide hazard
identification and safety design for the system, informal approaches like Hazard and
Operability Analysis (HAZOP) [10] and STPA [11] frameworks are helpful in this situ-
ation. To give a more extensive and comprehensive risk analysis in terms of hazard
identification and risk quantification, these informal frameworks are typically com-
bined with additional formal or semi-formal risk assessment methodologies. In the
works [12] [13], where HAZOP and Unified Modeling Language (UML) are merged
and used, examples may be discovered. Human-robot interactions are described
using use-case and sequence diagrams from the UML, and risk analysis is carried
out using HAZOP by applying the approach to each component of the UML model.
Another instance of such a combination may be found in the work [14], where risk
assessment and hazard analysis are conducted for vehicle safety using the STPA
hazard analysis in conjunction with the FMEA analysis. In this work, the STPA analy-
sis focuses on gathering more detailed cause factors for those identified components
in order to provide a variety of system hazard instances, while the FMEA analysis
continues to focus on finding and evaluating the low-level components. In order to
clearly explain a piece of equipment in terms of system function and system bound-
ary for a high-level understanding of the complete system, the information offered
by STPA is also important in developing safety or hierarchical control structures.

The objective of the current case study is to carry out a comprehensive risk eval-
uation that takes into account both the robot’s system and the external human-robot
interaction factor. This can be accomplished by using a mix of analyses that sup-
port one another. This would aid in assessing the risk and in providing a broader
range of hazards’ causes. More details about the case study should be taken into
account when choosing the best risk evaluation methods. This may be in relation
to the information supplied in order to carry out the risk evaluation. This case study
lacks historical information on failures or the likelihood of hazards, which forces the
risk assessment of the humanoid robot to rely on the expert’s judgment in each in-
stance where a risk or hazard has been identified. The FMEA analysis was deemed
the most appropriate for this case study out of the well-known failure analysis tech-
niques like FMEA and FTA to find the system risks. This is primarily because the
research [15] that compared the results of FMEA and FTA for a common case study
reveals that there were differences between the two when compared in its findings.
It claims that while the FMEA methodology is frequently used for a single random
failure analysis, the FTA methodology has the capacity to incorporate the fundamen-
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tal causes of a variety of failure situations. The FMEA method, however, proves to
be quite useful during the preliminary design stages of the case study when there
is a lack of quantitative failure data. The FTA is also suitable in situations where
some historical data, such as probability of failure or rate of occurrence of failures,
are available.

One of the major objectives for the present case study is to also take into account
external factors for the risk assessment, such as stakeholders and the product envi-
ronment that the robot will interact with. Numerous studies [12] [16] [17] show that
traditional hazard analysis methods like FTA and FMEA are inadequate for analyzing
human-robot interactions and that they oversimplify the role of humans in instances
of hazards or accidents. HAZOP, STPA, and HFACS techniques are taken into con-
sideration to be possibly combined with the already shortlisted FMEA analysis in
order to support this scenario and provide the best risk assessment possible. The
study [18] claims that HFACS is more focused on the human factor in accident anal-
ysis, but the HFACS model is too rigid and constrained on its own to categorize all
the failures involved, particularly when this model is used outside of the aviation in-
dustry. The HAZOP analysis is a commonly used hazard identification method that
breaks down a system into smaller components and analyzes each one separately
in order to systematically look for potential hazards. The project [19] demonstrates
how analysis aims to identify potential hazards and reduce them. The analysis takes
into account both the operational view and the component centric view in order to
encompass all aspects of the robot’s operation. Human factors can also be taken
into account with HAZOP, which is not feasible with the standard conventional risk
analysis techniques like FMEA and FTA. STPA analysis, on the other hand, is a more
recent method of hazard analysis that is founded on a systems-theoretical strategy.
In order to control or mitigate those factors, STPA analysis first concentrates on
identifying the causal factors that can result in a hazard. STPA takes into account
the system’s operating environment as well as the social, organizational, and en-
vironmental variables that may be associated with risks. This is supported by the
research [17], according to which HAZOP is advised for simple function system anal-
ysis while STPA is advised for complex system analysis because it focuses on the
accuracy of control actions and produces a complex result. Another research, [16]
asserts that HAZOP may be more appropriate for complex systems due to its sim-
plicity and shorter time requirement than STPA for highly automated systems and
numerous component interactions. Overall, STPA maintains a more comprehensive
perspective of the system and is regarded as a more thorough and efficient method
of hazard analysis than HAZOP in terms of the inventory of hazards [20].



12 CHAPTER 2. LITERATURE SURVEY

It was decided to dig deep to find some pertinent combinations of the FMEA and
the STPA analysis and how they complement each other to be the right fit for the
current case study analysis based on the aforementioned findings and while taking
into account the case study at hand.

2.2 A relevant combination of FMEA and STPA
analysis for a more complete risk analysis

This section includes some of the most current research on the benefits of combining
FMEA with STPA. A standalone STPA is built to handle the hazard analysis of any
modern complex systems, but it does not include the risk evaluation required by the
majority of safety-related international standards. This is one of the main benefits
of combining STPA and FMEA method analysis, in addition to the potential benefits
discussed in section. The FMEA technique, which is typically focused on the risk
evaluation of the low-level components, enters the picture at this point. The STPA
will be able to provide a list of product hazards and their interactions with external
factors as a result of this combination, while the FMEA can assist in quantifying and
prioritizing the identified risks as part of risk quantification in the risk assessment,
which would be helpful in reaching the necessary conclusions.

The research [21] presents a novel method for assessing consumer product risks
along with a comprehensive five-level complex index system. One example of intel-
ligent home appliances that has created new safety concerns is autonomous sweep-
ing robots. STPA-FMEA is a novel method of risk assessment for consumer goods
that is introduced in the research in [21]. This method considers the ”person-product
environment” elements as well as the intricate processes of developing consumer
goods. The results suggest that this methodology is capable of identifying all injury
scenarios, failure modes among product components, and safety limits within the
hierarchical control structure of the interactive system.

Traditional methodologies, which mainly focus on the product itself, give compara-
tively less thought to the interactions between people, products, and the environ-
ment. The limitations between the various levels of complex systems and their
effects on people and the environment are not taken into account by the conven-
tional FMEA method, nor are the risks related to consumer goods when they are
being used. Because of how the various system components interact with one an-
other impacts how safe the system is, the Systems Theoretic Accident Model and
Process (STAMP) views the system as a whole. This addresses the lack of interac-
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tion in the FMEA technique. Although, the singular STPA method does not take into
account the risk of potential component defects, in particular consumer goods, the
accuracy of the analysis is greatly influenced by the subjective judgment and ana-
lytical skill of the person(s) conducting the assessment. The findings are therefore
unsupported by factual information.

Accidents are primarily caused by the product, the user, the environment, and dif-
ferent levels of safety restrictions. Utilizing the STPA-FMEA method, emerging risks
can be evaluated.

As systems become more complex, traditional top-down and bottom-up safety as-
sessment techniques, like FTA and the FMEA method, are no longer sufficient to
ensure product safety while taking into account external factors of the product, such
as the stakeholders and its environment. This is because, compared to the current
state-of-the-art method, STPA, finding and investigating all damage scenarios when
a product interacts with people or the environment is much more difficult in a stan-
dalone FMEA or FTA. The characteristics and shortcomings of the FMEA and STPA
methodologies are carefully investigated, and it is found that they can be combined
to meet the requirements of a person-product-environment risk assessment. This
enables more objective quantification and visualization of risk factors and potential
damage scenarios using Risk Priority Number (RPN).

It is clear from the analysis performed using the STPA-FMEA method [21], that the
ranking differs depending on whether user and environmental factors are taken into
account. In the risk assessment of consumer goods, users and the environment
typically have a comparatively significant effect on the event risk. After analyzing the
current unsafe control behaviors and their causes, it is necessary to further reinforce
the safety limits in order to reduce the risks of damage scenarios.

Similar to this, the authors of [14] presented a brand-new technique called STPAFT
that is applied to risk assessment and hazard analysis in the case study of vehi-
cle functional safety. STPAFT is nothing more than the combination of a hazard
analysis conducted by STPA and a risk evaluation conducted by FMEA. By concen-
trating on the low-level components in this research, the FMEA methodology also
assists STPA in systematically identifying causal factors, making it superior in the
identification of causal factors. In turn, this is quite favorable for the functional safety
requirements derivation that is required for the aforementioned case study. It implies
STPAFT can obtain more detailed causal factors. When describing a piece of equip-
ment in terms of system function and system boundary, the knowledge obtained
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from the STPA analysis can be used on safety control structures. The STPAFT
methodology used in this research emphasizes the benefits of both STPA and FMEA
analysis as a result. This indicates that, when compared to the standalone STPA,
this methodology not only broadens the range of hazards that can be found, but also
allows for the risk assessment of those hazards through FMEA.

The studies FMEA and STPA research are compared qualitatively in another study
cited as [22]. These techniques have been used on a single case study, the forward
collision avoidance system, in order to compare and contrast the methods’ major
strengths and weaknesses, as well as to look into their main differences. As both
methods produced the same kinds of recognized hazards, there were no significant
differences between them when the analysis of the two methods was conducted. A
crucial point was that both approaches had a few distinctive risks that their counter-
parts had not noted. In terms of numbers, STPA analysis discovered 9 distinct risks,
while FMEA discovered 8 distinct hazards. The studies also point out that in their
case study, the STPA was more concerned with the delivery of control instructions
and their feedback, whereas the FMEA analysis was more concerned with compo-
nents, their failures, and risk mitigation strategies. Additionally, compared to other
conventional hazard analysis techniques, STPA took into account a wider variety of
hazard causes, whereas FMEA is thought to be more robust with regard to risk eval-
uation through the determination of a risk priority number. The study’s conclusion
emphasizes how both methods worked well together in the study, stating that no
kinds of hazards were missed by either of the two methods and that neither method
was sufficient to identify all identified hazards.

However, it was also discovered that the STPA-FMEA method had some shortcom-
ings. First, the STPA-FMEA approach still incorporates subjective elements, such
as expert scoring, despite having some objective elements in the analysis of the
STAMP model. Second, even when the suggested technique is built into a plat-
form for network assessment, it still isn’t intelligent or automated enough. To en-
hance the objectivity of the STPA-FMEA methodology and to automate or improve
the intelligence of the expert scoring process by determining how to combine the
risk identification and quantification steps of the STPA-FMEA method with computer
techniques like semantic matching, web data crawlers, machine learning, dynamic
simulation, agent-based modeling, other complexity theories, and various modelling-
related technologies, more research is required.
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2.3 Other valuable alternatives extending the FMEA
or STPA

A few other options regarding FMEA, STPA, their extensions, or a combination of
FMEA or STPA with another complementing analysis were considered, in addition
to choosing the combination of STPA-FMEA analysis for the present case study on
risk assessment of a humanoid robot. The modified healthcare FMEA (m-HFMEA)
was one of these analyses. Using FMEA and healthcare FMEA (HFMEA) separately
as a comparative study, the work [23] performed analysis on an advanced radiother-
apy procedure—linac-based, intracranial radiosurgery. The m-HFMEA is based on
risk inventory matrix and decision tree analysis, whereas the FMEA is based on
RPN values and creating actions and outcomes. The lesson learned from this case
study was that 17 failure modes shared by RPN and HFMEA were discovered during
the risk evaluation of the top 20 failure modes. The work concluded by stating that
healthcare services should not rely solely on a single FMEA or m-HFMEA to ensure
that all risks have been identified for a given process.

Another study, called Robot Inclusive FMEA (RIFMEA) [24], developed an FMEA
framework that was specially designed for build settings that were robot-inclusive.
The RIFMEA is a type of FMEA in which the robot itself is regarded as a partner.
This study’s primary objective is to take into account the structures and environment
in which the robots will operate and analyze the risks associated with those environ-
ments in order to improve, make safer, and more effective robot operations that will
further their intended goals without endangering people and maintain the highest
level of human priorities. While other studies typically only considers the hazards
in the robot operating environment, making it less detailed than the approach of
RIFMEA, this can be used to point out hazards for the service robots in built envi-
ronments to enhance safety of robots for humans, robots, and the environment. A
modified severity, occurrence, and detection measure, which has a 5-point scale, is
used by RIFMEA. The severity takes into account three distinct things: robots, peo-
ple, and the environment. The probability of occurrence, which ranges from 0 to 1,
is taken into account when determining the likelihood of failure under the considered
environmental conditions. This value is then classified into one of the five parts,
which corresponds to a five-point scale. The degree of robot autonomy affects the
detection values. This can work remotely, partially automatically, or entirely on its
own. Based on these values, suggested actions can be taken to address the list of
hazards and lessen or eliminate the effects of harm done to or by the robots during
operation. While the RIFMEA framework is generally quite detailed when it comes to
the environment that the robot will operate in, it only takes that into account from an
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environmental standpoint. Since this use case is outside the purview of RIFMEA’s
analysis, specific robot component-based hazards are not covered in this analysis.
As a result, the risk identification process is conducted exclusively from an environ-
mental viewpoint while taking the robot into account as a stakeholder. In order to
perform a thorough risk analysis of the humanoid robot, just as the current thesis
calls for hazard identification from an environmental or user perspective, it also calls
for hazard identification within the robot’s components. This work [24] has provided
a thorough knowledge of how the robot operation environments can be taken into
account in a robot risk analysis.

In a risk evaluation involving a collaborative brick lifter robot, FMEA and Proportional
Risk Assessment technique (PRAT) analysis are combined [25]. This work was car-
ried out as an exploratory analysis coupled with the well-known risk assessment
framework, FMEA, because the use of PRAT was not among the most commonly
used methods for the risk assessment of HRC applications but was capable of one.
Similar to the FMEA framework, PRAT has its own RPN dubbed the PRAT RPN,
where the risks are scaled from 1 to 1000, as in FMEA. The factors—probability of
failure, seriousness of harm, and exposure—are quite comparable as well. Different
groups of evaluators separately complete both analyses, which are then paired to
rank the risk priority from each RPN. The main reason this method is not taken into
consideration for the experiment of risk analysis of the humanoid robot in this thesis
is that the merging of FMEA and PRAT into one combined analysis is mentioned as
a future work, and the analysis of PRAT and FMEA in the case study mentioned is
quite similar without different factors being involved.

A different strategy that was taken into consideration was a STPA and bowtie analy-
sis combination for assessing a multi-agent system and contrasting various control
strategies [26]. While the bowtie analysis handles the risk assessment of the sce-
narios obtained by the STPA analysis, the STPA analysis is used in the research
to identify risks and extract a set of risk scenarios with various hierarchical coordi-
nation architectures. For the STPA analysis used in this research to identify risks,
3 different control architectures are taken into account. These are the centralized
strategy, the hierarchical approach, and the modified hierarchy approach principles.
In this study, the bowtie method is thought to be a good complement to the STPA
analysis because it combines the FTA and Event Tree Analysis (ETA) tools for identi-
fying events, their causes, and effects. It also provides a clear visualization of STPA
results and has the ability to assess the hazard scenarios that the STPA analysis
has identified. The severity of each hazard was combined with the frequency of the
causal event to analyze the hazards using the risk classification matrix. The bowtie
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method is not very useful for control approaches, but when combined with STPA, an
improved and more fruitful analysis is created, which is why these methodologies
were combined. The applications of STPA provide a wide range of hazard scenar-
ios and causal variables, including software, human, environmental, and technical
problems. Additionally, the scenarios obtained from STPA are more detailed than
those obtained from other traditional techniques. The study had limitations, so it
was agreed to continue looking for alternative approaches. It was difficult to quan-
titatively distinguish between some scenarios and their causal factors because they
were so similar, and as a result, they were ultimately considered the same rather
than being able to differentiate the scenarios. Also, the bowtie methodology is not
quite capable of quantifying all of the potential scenarios and the causal factors
identified by the STPA analysis.
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Chapter 3

Theory and Background

To answer the research questions and attain the objective of this case study of risk
assessment of EVE, two risk analysis methodologies were selected. These are
FMEA [8] and STPA [11] frameworks. FMEA and STPA are complementary methods
for identifying and analysing hazards and risks in complex systems. FMEA follows a
bottom-up approach and focuses on the potential failures of individual components
or subsystems within a system, and the effects of those failures on the system as a
whole. STPA, on the other hand, focuses on the interactions and dynamics between
actors within a system, and the potential hazards that may be initiated or triggered
by those interactions.

A study [22] also states that the STPA and the FMEA analysis left no types of haz-
ard unfound and complemented each other well in the study. Combining these two
methods can provide a more comprehensive and robust approach to risk assess-
ment, because it allows organizations to identify and analyse both the individual
components and the overall system dynamics which, in this case would be consid-
ering the user and the environmental factors along with the robot system’s risks.
Hence, reduce or eliminate the root cause of accidents and injuries. This can help
organizations identify potential hazards that may not be apparent using one method
alone, and develop more effective strategies for preventing or mitigating those haz-
ards.

In addition, FMEA and STPA are both systematic and structured methods, which
makes it easier to document and communicate the results of the risk assessment
process. This can be especially useful for organizations that need to demonstrate
compliance with relevant regulations and standards. Overall, the combination of
FMEA and STPA can provide organizations with a powerful tool for improving the
safety and reliability of their complex systems.

19
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3.1 Failure mode effects analysis (FMEA)

Failure Modes and Effects Analysis (FMEA) [8] is a methodology designed to identify
potential failure modes for a product or process before the problems occur, to as-
sess the risk. FMEA’s are conducted in the product design or process development
stages, although conducting an FMEA on existing products or processes also yields
benefits. Currently, FMEA has developed into a set of thorough and scientific risk
methodologies in engineering practice and has grown to be a robust technique for
reliability analysis and risk assessment. FMEA has been used in studies to evaluate
project risks.

The FMEA is a defined yet subjective analysis used to systematically identify po-
tential Root Causes and Failure Modes and estimate the risks associated with each.
The fundamental objective is to detect risk in a design, then to reduce or eliminate
it. As a result, the FMEA strives for improved safety, reliability, and quality. It can
also be applied to evaluate and improve maintenance schedules.

To improve the subjective nature of the traditional risk priority number (RPN) method,
a study [27] describes numerous methods like (i) A FMEA method based on fuzzy
set theory and gray correlation theory, and put forward an improved FMEA method
by mixing fuzzy rule base with grey correlation theory, (ii) A possibilistic hesitant
fuzzy linguistic information to evaluate failure modes and applied an interactive
consensus-driven FMEA method to cluster the failure modes and (iii) An adopted
fuzzy set theory to analyze the identified potential failure modes in FMEA.
A team of design and maintenance people who have experience with all the aspects
to be taken into account in the analysis often conducts an FMEA. The mechanisms
that create failures are known as Root Causes and can be thought of as the causes
of failure. Although the term ”failure” has been established, it does not indicate how
the component failed. The various ways in which a component could malfunction
are known as failure modes. It is crucial to understand that a Failure Mode is the
manner in which a failure has occurred rather than its underlying cause. Often, the
Root Causes of one failure might be connected to the impacts of another failure.

The FMEA technique uses severity, occurrence, and detection as metrics to as-
sign a numerical number to each risk related to triggering a failure. The values of
the ranking rise as the risk does. A RPN, which can be used to examine the system,
is created by combining these. The most dangerous aspects of the design can be
handled by focusing on high value RPNs. RPN is derived by multiplying the risk’s
severity, occurrence, and detection.
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The degree of a system failure’s End Effect is referred to as its Severity. The severity
value attributed to the effect will be higher the more sever the consequence. The
term ”occurrence” refers to a qualitative description of how frequently a Root Cause
is expected to occur. That is expressed in words other than a time frame, such as
remote or occasional. The possibility of finding a Root Cause before a failure may
happen is referred to as detection. Specific standards have been developed for the
usage of FMEA because it is used by many different sectors, including the automo-
tive, aerospace, military, nuclear, and electro-technical ones. A typical standard will
provide samples of an FMEA spreadsheet structure as well as descriptions of the
Severity, Occurrence, and Detection rating scales.

For calculating the risk in FMEA method, the three components are multiplied to
produce a RPN is described on a 10-point scale where 10 is highest.

RPN = S ×O ×D

RPNmin = 1 while RPNmax = 1000 [28]

Figure 3.1: The FMEA Process [23]
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3.2 Systems theoritic process analysis (STPA)

The System Theoretic Process Analysis (STPA) method [11] for hazard analysis
focuses on analysing the dynamic behaviour of systems, and in this way provides
significant advantages over the traditional hazard analysis methods. STPA employs
a top-down analysis methodology. Instead of the physical component diagram that
is utilized by conventional hazard analysis techniques, STPA uses a model of the
system made up of a functional control diagram. System theory serves as the foun-
dation for STPA, which views safety as a problem of system control (constraints), as
opposed to component failure.

Safety constraints, hierarchical safety control structures, and process models are
three essential parts of a STPA analysis. In order to assure safety, safety limitations
must be imposed on the system’s behavior. According to STPA, unsafe control ac-
tions or a lack of controls results in unsafe states due to insufficient enforcement
of safety regulations. Constraints on safety are measures that should be taken to
ensure the avoidance of risks, unintended consequences, or accidents. A hierarchy
of controllers is depicted in a hierarchical safety control structure diagram, with each
level enforcing safety limits. By recognizing system behaviors and interactions, the
safety control structure of STPA offers a thorough method for identifying potentially
hazardous control actions.

The process model illustrates how system control is carried out by human opera-
tors, or controllers. In order to manage the system, the controller must be aware
of its current status, the appropriate control measures, and the impact of various
control outputs on the network. For both computerized and human controllers, this
statement is valid.

It is important to mention that STPA can be applied at any stage, such as in the
design phase and in the operational phase. It is carried out in the following two
steps:

• Determine the possibility of inadequate system control that might result in a
hazardous state. A hazardous state is one that transgresses the safety limita-
tions or requirements of the system and may result in a loss.

• Determine the likely outcomes of each potentially hazardous control action
listed in step 1. A system can enter a hazardous state as a result of insufficient
control action in the following ways:

1. a control action required is not provided,
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Figure 3.2: The STPA Process [16]

2. an unsafe (incorrect) control action is provided,

3. a control action is provided too early or too late (wrong time or sequence),

4. a control action is stopped too early or applied too long.

The process flow of the STPA analysis is shown in figure 3.2.
With the process flow being performed, appropriate and relevant strategies can

be developed in order to prevent or mitigate the hazards, and evaluate their effec-
tiveness. In result, STPA is a useful tool for ensuring the safety and reliability of
complex systems by identifying and addressing potential hazards before they can
cause harm. It can also help organizations comply with relevant regulations and
standards, and improve the overall performance of their systems.

An extensive literature review on these methods, valuable alternatives, and their
applications is proposed in chapter 2.
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Chapter 4

Methodology

Risk analysis is performed by identifying potential consequences of a risk event,
their probability, as well as other risk characteristics, while taking into account the al-
ready existing control measures, their effectiveness, and efficiency. The Hierarchical
Control Structure (HCS) and current safety limitations are taken into account in this
phase, which leads to the analysis step of the proposed STPA-FMEA technique. The
process model that embodies each safety restriction is examined using the HCS.

4.1 STPA-FMEA : the framework

From section 2.2 of the literature study, it was evident that the STPA and FMEA meth-
ods can be generally used in interactive situations for the risk assessment methods
that supports person-product-environment interactions.

As the systems become more complex, the traditional risk analysis methods such
as the FMEA or the Fault tree analysis are now not sufficient to ensure product
safety [29]. This is because with a standalone method, it is more difficult to show-
case all possible hazards and risk sources especially when a product interacts with
its environment or the users.

A system, process, or product’s potential failure modes are identified, along with
their potential effects, using a bottom-up approach technique called FMEA. The
objective of an FMEA is to identify potential hazards, assess the effectiveness of
already-in-place controls, and plan for new controls to diminish or eliminate those
hazards. It is a methodical process where an expert or group of experts collaborate
to determine potential failure modes, causes, and effects as well as to assess the
risk related to each failure mode.

25
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Contrarily, STPA is a top-down analysis that concentrates on finding threats and
hazards in the overall system as opposed to specific parts or subsystems. It is built
on the idea of ”control domains,” or system components with the capability to influ-
ence how the system behaves. In order to develop methods to reduce or eliminate
these hazards and risks, STPA aims to identify the threats and hazards connected
to the interactions between various control domains.

When paired, FMEA and STPA offer a thorough method for detecting and managing
hazards and risks in intricate systems. While STPA is intended to identify hazards
and risks in the entire system, FMEA is used to detect potential failure modes in
specific components or subsystems. Combining these two approaches enables a
more all-encompassing and complete approach to risk analysis. It can provide a
more thorough understanding of the potential risks and solutions to mitigate them
by using both a bottom-up and top-down approach.

In a product-environment situation, users are able to perform risk assessments from
the perspectives of components and their failure modes, as well as from the per-
spectives of interactions between people, products, and its environments, and the
hierarchical control systems. In addition to the component-based risks discovered
by the FMEA technique, the possible dangers of an in-use scenario is detected by
the STPA methodology.

A risk analysis framework is a methodical strategy that directs the risk analysis pro-
cess and facilitates in identifying and assessing all relevant and important risks.
A risk analysis framework generally includes risk identification, risk assessment,
risk management and risk review. Considering the two risk assessment techniques
and their process flow, and taking into consideration, the risk analysis frameworks
from [30], [21] and [31], the STPA-FMEA risk assessment framework was processed
as shown in figure 4.1.

4.1.1 Method procedure

As mentioned earlier, the goal of this study is to conduct a thorough risk analysis
of the humanoid robot EVE using the STPA-FMEA methodology. This means, the
case is aimed to follow a specific set of implementation steps.
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Figure 4.1: Risk Management Process Framework

System scope and system boundary. The implementation steps start with defin-
ing the scope of the system and the system boundaries. Once all the relevant com-
ponents and their processes are known, it can be constructed in the format of a HCS.
The HCS is used to detect various risks or hazards connected to a certain system,
process, or their interactions for the risk identification phase. With the control struc-
ture in place, there is now an understanding of the different process layers, their
control behavior, and a possible understanding on the existing safety constraints
present in the system.

Definition of system risk factors and identification of system level hazards.
From the HCS, one can also examine to understand the risk characteristics and the
different types of risk factors which may impact the system. This can be interaction
with another component, interaction with a user or the environment. The identifica-
tion of hazards in the FMEA approach identifies risks in a component based sys-
tematic approach, component level hazards can be identified for the system which
is present and relevant within the system boundary. It focuses on the likelihood of a
failure, its potential failure modes of the system and effects of the failures whereas,
with the STPA approach, identification of hazard involves in a more holistic fashion
of the system. This means it considers the interactions between components and
the broader system context in which the robot operates. From this, the identification
of risk sources, failure modes, potential injuries, and their causal relationships are
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performed in order to find the risks associated with the humanoid robot EVE.

Risk assessment. The risk assessment of the humanoid robot uses the STPA-
FMEA methodology which assesses the product including its interaction with the
users and the environment. The assessment also involves different user groups and
environmental settings as the robot may interact with a variety of users and envi-
ronments. This thesis also highlights the risks considering the three user groups
namely the elderly patients, healthcare workers, and other stakeholders who inter-
act with the robot on a regular basis, and three environmental settings namely, the
nursing centre, the residential care, and home care setting. The results of this as-
sessment will provide with insights about the risks and causes associated with the
humanoid robot EVE considering the users and environments.

Product improvement. The product improvement can be performed later on to
improve the system and avoid certain hazard scenarios. This can start with identify-
ing mitigation strategies from the prioritization of the most hazardous risk scenarios.
A re-iterated risk quantification can further be performed with the usage of a new risk
correction factor to verify and update the risk assessment considering the proposed
mitigation strategies to achieve latest results for the STPA-FMEA analysis.

4.1.2 Data collection

To conduct this risk assessment, there is a requirement of evaluations of the identi-
fied hazard scenarios and their impact whilst considering the interaction with users
and the environment, evaluations of different user groups, and environmental set-
tings. As this case study involves a humanoid robot which is aimed at working in a
healthcare setting, there is no concrete real-time data as to which this analysis and
evaluation has to be performed on. This leads to gathering all the required values
from the subject experts.

The data values needed for this risk assessment will be gathered from two experts
who have worked with the humanoid robot EVE. The data collection process will be
collected on an questionnaire and interview basis. This will help collect all relevant
data in order to proceed with the risk assessment using the STPA-FMEA methodol-
ogy. The figure 4.2 depicts the need for the expert based data collection for this risk
assessment.
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Figure 4.2: Risk Management Flowchart [21]

4.2 The hierarchical control structure (HCS)

This stage in the STPA-FMEA methodology identifies safety-related controls or lim-
itations that may not be appropriately implemented to harm throughout the design
and operation of the system at each level of the control structure. The hazards re-
lated to a system or process can be organized and analyzed in risk analysis using
a hierarchical control structure. It enables a logical and systematic organization of
the risks and offers a precise framework for identifying and managing the most im-
portant issues.

In the STPA-FMEA methodology, the hierarchical control structure is used to de-
tect various risks or hazards connected to a certain system, process, or activity
during the risk identification phase. This helps the experts to better comprehend the
potential repercussions and possibility of each risk by classifying them into distinct
categories, which may ultimately aid them in creating effective risk mitigation plans.
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In general, a hierarchical control structure is a helpful tool for systematic, logical
risk organization and analysis, as well as for identifying and prioritizing the most
important risks so they can be efficiently controlled. With respect to the relevant
literature [32] [33], the risk analysis takes the user, product, and environment factor
into consideration.

From a discussion with regards to the components and their underlying interaction
with each other with the experts in this case study, a hierarchical control structure
for the humanoid robot EVE was determined, as shown in Figure 4.3.
The hierarchical control structure of the humanoid robot, EVE can be framed as a
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Figure 4.3: Hierarchical control structure

three-layered structure with sensing, decision, and execution layers.

The sensing layer has a number of data-gathering sensors, such as HD/ wide-angle
cameras which is used to warn against accidental collisions and falls. The applica-
tion software, and upper computer software are all parts of the decision layer, which
is in charge of accepting data received by the product, analyzing the operation, and
returning decision data. The drive system and task functionality system are part of
the execution layer. In the context of interactions between humans and machines,
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the robot can carry out any human assisting tasks in accordance with the directives
provided by the decision layer.

Based on the technique described above, the interaction factor such as the rela-
tionship between people, product, and the environment must be taken into account
in order to apply to scenarios that regularly occur in the human environment.

It is considered that the primary sources of risk are from interactions between per-
son, product, and the environment. The product’s structural components are re-
garded as secondary risk sources. In a people-product-environment system, the
user and the environment is taken into account as system risk impact factors. An-
alyzing the hierarchical control structure of a complex product system yields risk
factors from the user, product, and environmental perspectives. These risk factors
served as the foundation for the suggestion, selection, and combination of approach-
ing risk events. A short description regarding the risk factors of the person, product
and the environment are mentioned as follows.

4.2.1 Risk characteristics - User, Product, and Environment

Users’ risk factors come in many different forms. First off, individuals who are unfa-
miliar with the instructions are more likely to use the device improperly or inappro-
priately, which can cause instability and increase risk. Second, there is a chance
of hazard occurring when the user interacts directly with the product, such as crush
injuries from the robot collapsing on depletion of battery or the robot colliding with
the user’s body. Third, users differ subjectively from one another. For instance, aged
users or patient may find it difficult to learn and apply new skills, and they are more
likely to make mistakes as their physical capabilities and senses deteriorate. As a
result, there is a higher likelihood that they won’t act quickly to address robot feed-
back to reduce hazards. On the other hand, when the robot alarms or emits warning
signals, users who do not have any idea about the robot’s actions or robot’s usability
because of inadequate knowledge about the humanoid robot may not be able to in-
teract properly or make decisions on their own and may respond incorrectly, putting
the product in danger.

The working parameters, structural components, and defects in the current safety
constraints are a few common risk factors in products. Although there is a signif-
icant likelihood that structural risks may result in mechanical and physical injuries,
their impact is rather minimal and they are reasonably simple to control. Contrarily,
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unusual working parameters are less likely to occur, but because the process might
have been poorly managed and they have the potential to result in explosions, fires,
or electrical accidents, the consequences are generally severe. Additionally, a lack
of security restrictions, such as privacy protection, or a poor installation will increase
risk.

Environment-related hazards typically have an indirect impact on consumers, prod-
ucts, and system risks. Environmental risks are comparatively simple to overlook,
and once identified, they are manageable. Environmental risk is influenced by a
wide range of factors, many of which are difficult to measure.

4.3 Identification of risk factors of EVE

From the robot’s HCS, there is now an understanding of the risk characteristics such
as different process layers, their control behavior, and a possible understanding on
the existing safety constraints. Because a HCS enables a systematic and structured
assessment of the components and interactions of a complex system, it is used to
identify various risks.

In order to properly identify and assess risks, it is essential to break the system
down into manageable components and understand how they are interrelated. This
makes it possible to carry out a complete analysis of system elements, their interac-
tions, emergent behaviors, and cascading effects, which leads to a deeper compre-
hension of potential hazards and their consequences.

Not using a HCS may lead to a lack of system understanding, inadequate risk cov-
erage, and a lack of a standardized approach. These limitations can compromise
the effectiveness and reliability of the risk identification process, potentially resulting
in missed or misunderstood risks in complex systems. Thus, from the HCS, it is also
possible to figure out any possible risks and risk factors based on the user, product
and its environment.

With this information gathered, and considering the subject expert’s experience on
the product, a list of identified risk factors was extracted. The following part will
include various subsections such as identifying risk sources, identifying risk events
based on those sources, and identifying the causes and potential outcomes of those
events.
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4.3.1 Identification of risk sources

In order to determine the risk sources, the risk factors present in the humanoid robot
system, EVE, which are the user, product, and the environment are taken into con-
sideration. The product itself is regarded as the main risk source, and the structural
elements of the product are regarded as the secondary risk sources, as was previ-
ously mentioned in the study.

From the user manual [4] of the robot EVE, the list of components of the robot
are classified into multiple categories of risk sources. These are,

1. The power system – which contains the components such as the Li-ion battery,
charger, battery board, BMS etc.,

2. The drive system – under which wheels, motor drivetrain technology etc., are
grouped.

3. The control system – contains RGB stereo camera, sensor, etc.,

4. The task functionality system – namely the robot torso, wrist, elbow etc.,

5. The gantry system – which contains the ropes, pulleys, carabiners, tether
heads, etc.,

6. The cable components of the robot.

Based on the mentioned possible risk sources, it was decided with the subject expert
to condense the given list of risk sources to the components which has a compar-
atively higher possible use risk. The risk sources was then cut down to the power
system, the drive system, the control system, and the gantry system.

4.3.2 Identification of risk events

The above-mentioned risk sources can lead to a variety of hazards which in turn
leads to risk events affected by the product. By referring to various reports with
respect to safety hazards posed by robots such as, [34], [35], [36], and the report,
”Protocol for Assessing Human- Robot Interaction Safety Risks” from [37], while
also considering the expert’s opinion on the mentioned hazards occurring in a robot,
a list of hazards are chosen to be the primary potential risks connected with the
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humanoid robot, EVE. These risks are used to identify the risk events that could po-
tentially occur in the humanoid robot. The identified risks are robot collapsing due to
power loss, battery malfunction, overheating, electromagnetic interference, catching
and dragging hazards, collision with object/people, motor lock/malfunction, software
malfunction, malfunctioning control and transmission elements, hacking threat, sen-
sitive information leak, sensor failure, dragging and twining, tensile cable issues, and
low mechanical strength. A combination of 20 groups of risk events were taken into
consideration for the case study’s risk assessment after coupling the list of product
hazards and the product components. These are,

1. Hazards from components of power system: robot collapsing due to power
loss, battery malfunction, overheating, electromagnetic interference.

2. Hazards from components of driver system: overheating, catching and drag-
ging hazards, collision with object/people, motor lock/malfunction.

3. Hazards from components of control system: electromagnetic interference,
software malfunction, catching and dragging hazards, short circuit, malfunc-
tioning control and transmission elements, hacking threat, sensitive informa-
tion leak, sensor failure, collision with objects/people.

4. Hazards from components of gantry system: dragging and twining, tensile
cable issues, low mechanical strength.

In a similar manner, the failure modes of all the risk events that could be produced
from the product itself combined with the above extracted product hazards can be
used to identify the risk events that arose from the risk sources. The components
and safety constraints serve as the foundation for the STPA-FMEA technique, which
is used to investigate the failure modes of products [21]. Based on this study and
discussion, it was decided to proceed by categorizing the humanoid robot’s failure
modes into three groups.

1. Failures resulting from structural issues in the product, such as performance
variations, the structure becoming loose, motor pulley wire breaks, and short
circuits, are referred to as physical structure failures.

2. Failures resulting from deterioration in the performance characteristics of goods
and contact issues, insulation degradation, and increased contact resistance
are referred to as failures of the performance characteristics.
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3. Functional failure, or the inability of the components to perform as intended un-
der given working conditions, inability of manual or automatic devices to carry
out action instructions, and issues with the system’s current safety restrictions.

On adding the failure mode to the combination of product components and the prod-
uct hazards, gives the following 23 different groups.

1. The components of the power system causing the collapse of the robot due to
Performance characteristic failure, Battery malfunction due to Physical struc-
ture failure, Overheating due to Performance characteristic failure or Electro-
magnetic interference due to Performance characteristic failure.

2. The components of the Driver system causing Overheating due to Perfor-
mance characteristic failure, Catching and dragging hazards due to Physical
structure failure, Collision with objects/people due to Physical structure failure,
Collision with objects/people due to Performance characteristic failure, Colli-
sion with objects/people due to function failure, motor lock/malfunction due to
Physical structure failure, or motor lock/malfunction due to Performance char-
acteristic failure.

3. The components of the control system causing Electromagnetic interference
due to Performance characteristic failure, Software malfunction due to Perfor-
mance characteristic failure, Catching and dragging hazards due to Physical
structure failure, short circuit due to Physical structure failure, Malfunctioning
control and transmission elements due to Performance characteristic failure,
hacking threat due to Performance characteristic failure, sensitive information
leak due to Performance characteristic failure, sensor failure due to function
failure or collision with object/people due to function failure.

4. The components of the gantry system causing dragging and twining due to
Physical structure failure, tensile cable issues due to Physical structure failure
or low mechanical strength due to Physical structure failure.

4.3.3 Identification of causes and potential consequences of events

Whenever there occurs a risk event from the humanoid robot, EVE, there is a pos-
sibility of occurrence of an injury/accident. From the various types of injuries which
were looked upon various articles and literature [21] [38] [39], 10 different types of
most common injuries were selected in this study namely, electrical injury, explosion
injury, burns, injuries due to environmental damage, crush injuries, smash injuries,
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ground injuries, contusions, privacy leakage, and psychological damage. By com-
bining the risk source, its potential hazards and failure modes, and the potential
injury/accident, a total of 34 unique groups were identified. This is shown in the
table 4.1

Thus, all of the stages for the system’s STPA-FMEA technique were followed to
attain the risk events. The first stage was to take into account all variables which
includes the user, product, and environment; the second stage lists the four product
components that were taken into consideration for this case study’s risk analysis;
the third stage lists the 20 potential hazards of the product; the fourth stage lists the
three ways that machines can fail; and the fifth stage lists the ten different types of in-
juries that could result from risk events. Additionally, using the information obtained,
a risk evaluation can be carried out, and all risk events can be quantified to produce
a list of the most dangerous risk events and their constituent parts, respectively.
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COMPONENTS HAZARDS FAILURE MODE INJURY / CON-
SEQUENCES

SYMBOL

Power system
components

robot collapse due
to power loss

Performance characteris-
tic failure

Crush injury A1

Battery malfunc-
tion

Physical structure failure Electrical injury A2

Explosion injury A3
Burns (Flame) A4

Overheating Performance characteris-
tic failure

Electrical injury A5

Explosion injury A6
Burns (Flame) A7

Electromagnetic
radiation

Performance characteris-
tic failure

Injuries due to
environmental
damage

A8

Driver system
components

Overheating Performance characteris-
tic failure

Burns (flame) B1

Catching and
dragging hazards

Physical structure failure Contusion B2

Collision with ob-
jects/people

Physical structure failure Ground injury B3

Performance characteris-
tic failure

Ground injury B4

Function failure Crush injury B5
Motor
lock/malfunction

Physical structure failure Ground injury B6

Performance characteris-
tic failure

Smash injury B7

Control system
components

Electromagnetic
radiation

Performance characteris-
tic failure

Injuries due to
environmental
damage

C1

Software malfunc-
tion

Performance characteris-
tic failure

Smash injury C2

Privacy leakage C3
Crush injury C4

Catching and
dragging hazards

Physical structure failure Contusion C5

Short circuit Physical structure failure Electrical injury C6
Explosion injury C7
Burns (Flame) C8

Malfunctioning
control and trans-
mission elements

Performance characteris-
tic failure

Ground injury C9
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COMPONENTS HAZARDS FAILURE MODE INJURY / CON-
SEQUENCES

SYMBOL

Hacking threat Performance characteris-
tic failure

Privacy leakage C10

Psychological
damage

C11

Sensitive informa-
tion leak

Performance characteris-
tic failure

Privacy leakage C12

Psychological
damage

C13

Sensor failure Function failure Ground injury C14
Crush injury C15

Collision with ob-
jects/people

Function failure Ground injury C16

Gantry system
components

Dragging and twin-
ing

Physical structure failure Smash injury D1

Tensile cable is-
sues

Physical structure failure Crush injury D2

low mechanical
strength

Physical structure failure Crush injury D3

Table 4.1: Table of identified risks.
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Experiment and Analysis

In order to prioritize risk of the 20 identified hazard scenarios, risk quantification
needs to be performed. In the following, the risk quantification considered the user
and the environment along with the product factors as well.

5.1 Risk Evaluation

For the STPA-FMEA methodology, the RPN form of evaluation from the FMEA anal-
ysis is considered to evaluate the risk scenarios present in the EVE humanoid robot
quantitatively. The RPN determines the priority levels of the risk scenarios. This
means, the hazard scenario with the highest RPN value is the most hazardous and
should be prioritized the most. The RPN is determined by the risk factors such as
the severity of consequences (S), the probability of the occurrence of the event (O),
and the detectability of the risk scenario (D) thus leading to the formulation:

RPN = S ×O ×D

Now, in order to consider the user factor and the environmental factor which as-
sociates to the human-robot interaction of the STPA methodology, two variables
are added to the existing risk quantification formulation. These are the consumer
factor (CF), and the environmental factor (EF). Thus, the STPA-FMEA’s risk quan-
tification formulation as stated in [21] would be as follows;

RPN = (S × CFs× EFs)× (O × CFo× EFo)× (D × CFd× EFd) [21]

Here, the consumer depicts the user’s ability to deal with the robot and the environ-
mental factor depicts the effect on the natural environment and the social environ-
ment. Factors like temperature and humidity for robot components, light conditions

39
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for sensors and cameras, terrain conditions such as uneven surfaces, presence of
water and debris etc, influence the natural environment valuation, and factors like
human training and behavior around robot, interactions with humans, ethical con-
siderations, legal and regulatory compliance, privacy and security etc, influence the
social environment valuation.

The consumer factor. The consumer factor valuation considers the effect of the
user’s capacity on a specific hazard scenario which means CF = the consumer abil-
ity evaluation X degree to which the consumer ability affects risk [21]. The con-
sumer ability evaluation was evaluated via fuzzy comprehensive evaluation through
a questionnaire. The fuzzy comprehensive evaluation is a decision-making method
that makes use of fuzzy logic (representation of subjective information by assign-
ing degrees of truth or membership to different categories or values) and multiple
criteria analysis to handle uncertainty and imprecision in complex decisions. The
effect of the consumer ability affecting the risk scenario was evaluated by the ex-
perts of this case study while evaluating the RPN values. For the consumer ability
evaluation, the fuzzy comprehensive evaluation index was determined as the fol-
lowing factors - judgement ability, hands-on ability, self-protection ability, and ability
to read product instructions. The evaluation set for this fuzzy comprehensive eval-
uation was a 5 point scale ranging between strongly disagree, disagree, neutral,
agree, and strongly agree with its numerical valuations for the calculation being 5, 2,
1, 0.5, 0.2 respectively. The consumer ability evaluation is conducted with respect
to determine the consumer ability of three different consumer groups namely, the
healthcare workers, the elderly patients, and other stakeholders (anyone associated
with the healthcare department or the patient who interacts with the robot). By eval-
uating the consumer ability values received from the questionnaire evaluated by the
experts, the following user ability values is received; healthcare workers - 1.13333,
elderly patients - 3.22917, other stakeholders - 1.39583.

The environmental factor. Similarly, the environmental factor valuation consid-
ers the effect of the use environment on a specific hazard scenario. This means,
in formulation, EF = evaluation value for the environment X degree to which the
use environment affects the hazard scenario. The environmental factor is aimed
to help improve the robot adaptation to the environment and ensure that it can be
used in a safe manner effectively by the healthcare professionals in different environ-
ments. The environmental evaluation value was evaluated by collecting information
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from a questionnaire, whereas the effect of the use environment affecting the risk
scenario was evaluated by the experts of this case study also while evaluating the
RPN values. Similar to the consumer comprehensive evaluation, the environmental
value evaluation was calculated with the help of a fuzzy evaluation index which were,
complexity of the environment, level of control over the environment, interaction with
other objects and people, and regulatory or safety standards. The evaluation set
was again a 5 point scale ranging between very hard, hard, neutral, easy, and very
easy and their numerical counterparts were 5, 2, 1, 0.5, 0.2 respectively. The envi-
ronmental evaluation was conducted to get the valuations of three different environ-
ments namely, The nursing centre, the residential care, and the home care service.
On evaluation of the environmental valuation received from the questionnaire which
was evaluated by the experts, the results were as follows; Nursing centre - 2.0625,
Residential care - 1.9375, Home care - 3.275.

Figure 5.1 depicts the parameters which is used for the risk assessment of the case
study of the humanoid robot EVE. More details on the risk quantification evaluation,
the consumer and the environmental evaluation questionnaires can be referred from
Appendix A

Now with all the required data being collected, risk assessment calculation can be
performed to retrieve the list of most hazardous risk scenarios. Table 5.1 indicates
all the values collected for this analysis. These are in the series of, the severity or
occurrence or detection score, the effect of user ability on risk event, the effect of
natural environment of risk event, and the effect of social environment on risk.
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Hazard Scenario
Symbol (HSS)

SEVERITY OCCURRENCE DETECTION RPN
(FMEA)

A1 [6.5, 5.5, 5.5, 5.5] [3, 7, 2, 3] [9.5, 8, 1.5, 4.5] 185.25
A2 [7, 2.5, 4, 1.5] [2, 2, 4, 4.5] [6, 5, 2, 4.5] 84
A3 [8, 3.5, 5, 7.5] [2, 4, 4.5] [6, 5, 2, 4.5] 96
A4 [6, 3, 5, 6] [2, 2, 4, 4.5] [6, 5, 2, 4.5] 72
A5 [6.5, 4, 4, 2] [2.5, 3.5, 2.5, 2] [2.5, 4, 2, 3] 40.625
A6 [7, 3.5, 4, 6.5] [2.5, 3.5, 2.5, 2] [2.5, 4, 2, 3] 43.75
A7 [6.5, 3.5, 4, 5.5] [2.5, 3.5, 2.5, 2] [2.5, 4, 2, 3] 40.625
A8 [4, 2, 2.5, 2.5] [1.5, 1.5, 2, 1.5] [5.5, 3, 2.5, 3] 33
B1 [6, 3, 2, 2] [3, 5, 5, 4] [5, 7, 4.5, 6] 90
B2 [5.5, 4.5, 5, 5.5] [4, 5.5, 5.5, 3] [8, 3.5, 4, 3.5] 176
B3 [3.5, 4.5, 4, 4.5] [2.5, 3.5, 5, 5] [6, 3.5, 2.5, 2.5] 52.5
B4 [2.5, 2.5, 5, 4] [2.5, 5, 6.5, 6] [6.5, 3, 3, 3.5] 40.625
B5 [6.5, 4.5, 5, 5] [3, 3.5, 5, 4] [8.5, 4.5, 3, 3.5] 165.75
B6 [3.5, 4.5, 5, 5] [2, 5, 4.5, 4] [7, 4.5, 3, 4] 49
B7 [6, 4.5, 4.5, 5] [2.5, 3.5, 4.5, 4.5] [6, 5, 3, 4] 90
C1 [4.5, 4, 4.5, 2.5] [1.5, 2.5, 4, 2] [2, 3, 1.5, 2.5] 13.5
C2 [5.5, 2, 2.5, 3] [2.5, 1.5, 1.5, 1.5] [4.5, 4, 2, 2] 61.875
C3 [6.5, 3.5, 2.5, 3] [2.5, 1.5, 1.5, 1.5] [4.5, 4, 2, 2] 73.125
C4 [2, 2, 2, 3] [2.5, 1.5, 1.5, 1.5] [4.5, 4, 2, 2] 22.5
C5 [6, 3.5, 4.5, 2.5] [2.5, 3, 3.5, 3] [9, 3.5, 3, 3] 135
C6 [7.5, 3.5, 3.5, 5] [2, 3, 4.5, 3] [3.5, 2.5, 2.5, 2.5] 52.5
C7 [8, 3.5 5, 6] [2, 3, 4.5, 3] [3.5, 2.5, 2.5, 2.5] 56
C8 [6.5, 3, 4, 5] [2, 3, 4.5, 3] [3.5, 2.5, 2.5, 2.5] 45.5
C9 [6, 3.5, 5, 4.5] [5.5, 2.5, 2.5, 2.5] [5, 4, 3, 4] 165
C10 [1.5, 2, 1.5, 3] [2.5, 2, 2, 2] [2.5, 1.5, 1.5, 1.5] 9.375
C11 [3, 1.5, 1.5, 2.5] [2.5, 2, 2, 2] [2.5, 1.5, 1.5, 1.5] 18.75
C12 [2, 1.5, 1.5, 3] [2.5, 2, 1, 1.5] [1.5, 1.5, 1.5, 1.5] 7.5
C13 [3, 1.5, 1.5, 2.5] [2.5, 2, 1, 1.5] [1.5, 1.5, 1.5, 1.5] 11.25
C14 [5, 3, 5, 3] [3, 3.5, 4, 2.5] [5, 6, 2.5, 3.5] 75
C15 [6.5, 2.5, 4, 3] [3, 3.5, 4, 2.5] [5, 6, 2.5, 3.5] 97.5
C16 [6, 2.5, 5, 5.5] [5.5, 4.5, 5, 5.5] [8.5, 3.5, 2.5, 2.5] 280.5
D1 [6, 2.5, 4, 5] [2.5, 4.5, 4.5, 4.5] [8, 5.5, 2.5, 3.5] 120
D2 [6.5, 3, 3, 4.5] [3, 5.5, 5, 3] [6.5, 6.5, 3, 4.5] 126.75
D3 [6.5, 2, 2, 3.5] [2, 2.5, 1.5, 2] [6.5, 6, 3, 4] 84.5

Table 5.1: Results of the assessment of the Humanoid Robot EVE.
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HAZARD SCENARIO

DETECTION OF
HAZARD (D)

SEVERITY OF
HAZARD (S)

OCCURRENCE OF
HAZARD (O)

CONSUMER
FACTOR (CF)

ENVIRONMENTAL
FACTOR (EF)

NATURAL
ENVIRONMENT

SOCIAL
ENVIRONMENT

HOME CARE

RESIDENTIAL CARE

NURSING CENTERS

DEGREE TO WHICH
THE ENVIRONMENT

AFFECTS RISK

EVALUATION VALUE
FOR THE

ENVIRONMENT

ENVIRONMENTAL
FACTOR (EF)

OTHER
STAKEHOLDERS

HEALTHCARE
OFFICIALS

ELDERLY PATIENTS

USER ABILITY
EVALUATION

DEGREE TO WHICH
THE USER ABILITY

AFFECTS RISK

CONSUMER
FACTOR (CF)

Figure 5.1: Factors used for the risk assessment: STPA-FMEA methodology
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Chapter 6

Results

Based on the results obtained from the the questionnaires by the experts, The RPN
values for all the identified hazard scenarios were calculated. This can be seen in
figure 6.1. In terms of the evaluation of the humanoid robot EVE with the traditional
FMEA, the five most hazardous scenarios out of the identified ones are as follows:

1. C16 - Collision with objects and people because of a function failure in the
control system component of the humanoid robot, causing a ground injury.

2. A1 - The robot collapsing due to power loss because of a performance char-
acteristic failure in the power system component of the robot, causing a crush
injury.

3. B2 - Having catching and dragging hazards because of a physical structure
failure in the driver system component of the robot, causing contusion.

4. B5 - Collision with objects and people because of a function failure in the driver
system component of the humanoid robot, causing a crush injury.

5. C9 - Malfunctioning of control and transmission elements because of a per-
formance characteristic failure in the control system component of the robot,
causing a ground injury.

In order to show the effects of the user ability / competence and the effects of the
two environmental factors on the identified hazards related to the humanoid robot
EVE, the figures 6.2, 6.3, and 6.4 are charted.

Figure 6.2 shows the degree to which the user ability affects the identified differ-
ent risk scenarios. From this graph, it can be seen that, the user competence has a
noteworthy effect on the risk values of all the identified hazard scenarios out of which
the most significant effect being on the scenarios - the robot collapsing due to power
loss of the power system components, overheating and motor lock/malfunction of
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a driver system component, and tensile cable issues in the gantry system compo-
nents.
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Figure 6.2: Effect of user ability

Meanwhile, for the environmental factors affecting the identified hazards, the figure
6.3 depicts the effect of natural environment on the hazard scenarios, whereas the
figure 6.4 highlights the effect of social environment on the hazard scenarios. From
figure 6.3 it is clear that the natural environment has a significant effect on the catch-
ing and dragging hazards, and collision with objects and people caused because of
the driver system components. On the other hand, the figure 6.4 depicts that the
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social environment has a significant effect on the battery malfunction of the power
system components, and the motor lock / malfunction of the driver system compo-
nents.
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Figure 6.4: Effect of social environment

These external factors such as the user and the environmental factors, when com-
bined with the classical FMEA analysis, provide a different result altogether. This
means, on a worst case, the risk values of all the identified hazard scenarios may
increase than the valuations being mentioned in the classical FMEA analysis. Also,
this may also lead to a difference in the top most hazardous risks when compared
to the classical FMEA.

Along with the additional factors affecting the risk values of all hazard scenarios,
there is also a classification of different user groups, and different operating environ-
ments of humanoid robot EVE which is considered as a part of this analysis. Figure
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6.5 depicts the RPN values with the external factor of the user ability being consid-
ered for four different user groups. These are the elderly patients, the healthcare
workers, the other stakeholders in the healthcare/medical department, and a gen-
eral user (CF = 1). From this, it can be seen that the user group consisting of elderly
patients may pose a significantly higher risk when interacting with the humanoid
robot compared to the trained healthcare officials who will also be interacting with
the robot. Similarly, the figure 6.6 highlights the RPN values with respect to the
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Figure 6.5: RPN w.r.t. user ability

natural environmental factor. The natural environmental factor consists of four differ-
ent environmental settings for the analysis. These are, home-care, nursing centre,
residential care, and a general natural environment (EF = 1). It can be seen from
this figure that the home-care maybe the most challenging environment for the hu-
manoid robot as it has the highest risk values across all the hazard scenarios when
compared to the other environmental settings. This remains the same for the RPN
values with respect to the social environment as in figure 6.7, it is clear that the the
environmental setting of home-care may possess the highest possible threat when
compared amongst the other environmental settings.

By combining all the above external factors to the classical FMEA analysis, the range
of risk values of the STPA-FMEA analysis is retrieved. The figure 6.8 highlights the
how much the range of risk values of all the identified hazard scenarios of the hu-
manoid robot EVE changes when external factors like the user competence, natural
environment and the social environment are taken into effect. The figure 6.9 con-
siders the normalised values of the impact with the RPN values retrieved by the
classical FMEA analysis (without considering the external factors) and the RPN val-
ues retrieved by the STPA-FMEA analysis (considering the external factors) to have



49

0

10000

20000

30000

40000

50000

60000

70000

A
1

A
2

A
3

A
4

A
5

A
6

A
7

A
8

B
1

B
2

B
3

B
4

B
5

B
6

B
7

C
0

1

C
0

2

C
0

3

C
0

4

C
0

5

C
0

6

C
0

7

C
0

8

C
0

9

C
1

0

C
1

1

C
1

2

C
1

3

C
1

4

C
1

5

C
1

6

D
1

D
2

D
3

R
P

N
 v

al
u

es

Hazard Scenarios

RPN w.r.t. Natural Environment

Home Care Nursing Centre Residen�al Care General natural environment

Figure 6.6: RPN w.r.t. natural environment

a direct comparison of each considered hazard in the analysis (difference not to be
scaled). From the analysis and calculations performed to obtain this figure of the
STPA-FMEA RPN valuations, the five most hazardous scenarios obtained from the
STPA-FMEA analysis amongst all the identified hazard scenarios are as follows:

1. B2 - Having catching and dragging hazards because of a physical structure
failure in the driver system component of the robot, causing contusion.

2. A1 - The robot collapsing due to power loss because of a performance char-
acteristic failure in the power system component of the robot, causing a crush
injury.

3. B5 - Collision with objects and people because of a function failure in the driver
system component of the humanoid robot, causing a crush injury.

4. C16 - Collision with objects and people because of a function failure in the
control system component of the humanoid robot, causing a ground injury.

5. B7 - Having a motor lock or malfunction because of a performance character-
istic failure in the driver system component of the robot, causing smash injury.

From this ranking, it is clear that the ranking of the most hazardous risks in STPA-
FMEA is different to that of the traditional FMEA analysis. The Ranking symbols in
FMEA analysis were C16, A1, B2, B5, and C9 respectively. From this analysis it is
certain that for the risk assessment of the humanoid robot EVE, there is a significant
effect on the hazard values because of the factors like user ability, natural, and social
environment.
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For the risk assessment via quantitative methodology, the criteria of expert scor-
ing was chosen for collecting the values such as, the severity of possible injuries
caused by the identified hazards, probability of occurrence of these hazards, and
the detectability of the hazards. Also, the evaluation criteria for the severity, occur-
rence, and detection were calculated based on the study [33]. Also, the weightage
of these S, O, D values, along with the external factors considered for the valua-
tion given by the experts who participated in this assessment was based on the
study [21].
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Chapter 7

Discussion

In the previous chapters, risk assessment of the humanoid robot EVE was con-
ducted using the STPA-FMEA methodology. The results showed a clear deviation
from the output of a Classical FMEA, highlighting the importance of external factors
like user ability and the environmental setting the product is in on risk assessment
outcomes.The following chapter will delve into the validity of this research as to why
the analysis should be considered trustworthy. The chapter will also examine the
conclusions that can be made from the results of the risk assessment.

7.1 Validity of research

The term ”validity” in a study relates to how the findings are reliable and unaffected
by the researchers’ personal bias. In other words, it is a sign of the dependability and
accuracy of the results. The study [40] here lists construct validity, internal validity,
external validity, and reliability as the four components of validity assessment.

Construct validity. If the operational measures used in the study accurately reflect
what the researcher meant to investigate, that is what construct validity is concerned
with. There is a chance that the researcher may not be able to clearly interpret
the information related to the robot and the potential hazards to the experts of this
case study for the data collection to which the outputs are necessary to quantify
the risks conducted in this case study. There may also be a chance where the
experts of this case study may misinterpret this requested information entirely which
would lead to an inaccurate risk quantification for this case study. To tackle this, an
interview between the researcher and the experts was held in relation to the data
collection for potential hazard scenarios to clarify the intent of the questions posed
in the questionnaires and to resolve any concerns made in this respect.
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Internal validity. The ability of a study to establish a cause-and-effect relationship
between variables is referred to as internal validity. There may be a chance that a
third component, which the researcher is either not aware of or does not completely
comprehend, could also have an impact on a factor being researched. According
to a study [41], subjectivity is present at every level of the risk and hazard analysis
process. Uncertainty, a need for judgment, a significant chance for human bias, and
inaccurate data are all constant risks. The likelihood that one researcher’s results
will differ from those of other researchers who start with the same, identical data is
very high. This risk may be seen in the data collection for quantification of identified
risks in this case study. This risk is addressed by setting boundaries for the hazard
scenarios that are to be quantified and, completing the questionnaire simultaneously
with the researcher conducting an interview to explain each hazard scenario. Addi-
tionally, the experts who contributed to the hazard analysis questionnaires typically
had sufficient knowledge of humanoid robots and were able to understand the con-
text in which the variables for the case study’s examined hazard scenarios were to
be asked.

External validity. The extent to which the results can be generalized and are rel-
evant to those beyond the subject of the investigation is what is meant by external
validity. The findings from this study may be useful and applicable in the investi-
gation of other safety-critical systems of a similar nature. This study’s findings can
also be used to compare various analytical techniques with the same or a different
safety-critical system.

Reliability. The degree to which the data and analysis depend on the particular re-
searchers is a concern with reliability. The outcomes should be the same if the study
were carried out by another researcher. By carrying out data collection in the form
of both questionnaires and an interview, reliability was addressed in this study. In
meetings or interviews, any ambiguities or problems with the questionnaire were re-
solved. The reliability, however, could be compromised if the identical questionnaire
was provided to a different researcher because their perspectives might change. To
reduce this possibility, one might thoroughly explain each hazard scenario in the
questionnaire to clear up any misunderstandings, but doing so might make it more
challenging for the expert to complete the questionnaire.



7.2. INFERENCE OF RESULT 55

7.2 Inference of result

The STPA-FMEA methodology was used to complete the risk assessment for this
case study. It is also evident from the study’s findings that the STPA-FMEA analy-
sis’s ranking of the most hazardous risks differs from that of the conventional FMEA
analysis’. This is due to the STPA-FMEA analysis’s incorporation of multiple ele-
ments, such as user competence, the natural environment, and the social environ-
ment, in addition to the hazard’s severity, occurrence, and detection. Additionally,
this analysis includes a classification of user groups and environmental settings to
demonstrate how significantly different the risk values are for various user groups
and environments. The results of the analysis show that, when compared to the
other user groups and environmental settings, the elderly patient user group and
the home-care environmental setting had the highest RPN values. Conversely, the
healthcare workers user group and the residential care environmental setting had
the lowest RPN values. To conclude the risk assessment for this case study and
demonstrate how this analytical range differs from the traditional FMEA analysis, a
combination of all these external factors is combined altogether in the STPA-FMEA
analysis to provide a comparision against the traditional FMEA analysis.

7.3 Product improvement via treating unsafe control
behaviors

The STPA-FMEA approach can be used to help find strategies to lower hazards
associated with the humanoid robot EVE after assessing the risks involved. Safety
measures might be recommended to reduce or eliminate risks depending on the
amount of risk and their viability. High-risk scenarios can be identified, unsafe con-
trol measures can be found, and ways to reduce the risk can be suggested after
assessing the risk assessment statistics as illustrated in Chapter 6. In the end, this
will make the product better and safer.

In order to improve the product by mitigating or reducing the risks identified in the
hazard scenarios, certain countermeasures to avoid such risks needs to be identi-
fied. For example, consider a hazard scenario like - the motor lock or malfunction,
which may occur because of something blocking the motor, leading to limited ac-
tions or no fully completed action cycle by the humanoid robot, or in the worst case,
damaging or even breaking of the motor. To avoid this, there can be a mitigation
strategy where a stop signal could be sent to the robot in case the robot is unable to
complete a full cycle of any action smoothly. This may help reduce the risk of a fail-
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ure of motor of the drive system component. The same strategy can be used if the
robot causes catching and dragging hazards, so that any knock-on effects caused
by this hazard scenario can be mitigated. Another hazard scenario can be the threat
of hacking or stealing sensitive information which can be relatively more difficult to
mitigate. This would deal with leakage of privacy of any user the robot interacts with.
To try and reduce the severity of this issue, a private network can be hosted to have
the interaction of the robot application software, with the machine and the server in
a secure manner which could protect the transmission of data to some extent, thus
avoiding information leak. Also, this robot application software can be used to send
maintenance reminders to the users accessing the robot in order to avoid other pos-
sible failures which might include battery malfunction, software malfunction, or any
sensor failures.

A measure called ”risk correction factor” is then introduced to account for the im-
provements made to increase safety after evaluating the hazard scenarios of the
EVE humanoid robot. This factor is used in the following formula in order to evaluate
the robot’s safety whilst considering the mitigation strategies of the hazard scenar-
ios.

RPN = (S × CFs× EFs)× (O × CFo× EFo)× (D × CFd× EFd)× α. [21]

With the addition of this new risk correction component to the equation, the risk as-
sessment may now be completed. Along with the addition of the correction factor
α, the assessment processes will remain the same as the risk assessment steps
in the proposed technique. This could cause the risk value for some threats to de-
crease. When an unsafe behavior observed in the humanoid robot EVE is managed,
the RPNs for the risk events impacted by the risk correction factor may decrease.
In other words, the risk value of the risk events may dramatically decline and the
humanoid robot may improve. Therefore, risk assessment results for various prod-
ucts can be acquired by following the risk identification and risk assessment process
employed in this case study.
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Conclusion and future work

This thesis has presented a case study of a humanoid robot EVE for which risk as-
sessment was performed in a healthcare setting. That is, to identify what hazards
may occur if this robot is deployed in a healthcare setting assisting elderly patients.
This thesis performs just that, with the combination of two risk analyses frameworks
such as FMEA and STPA as its methodology. The STPA-FMEA risk assessment
methodology is a new approach to guarantee the safety of the products under the
risk evaluation. This combines two techniques, STPA analysis and FMEA failure
mode analysis, with the aim of identifying hazards and injury brought on by the
product before they can occur rather than attempting to solve them after they do.
FMEA assists in identifying all the potential failure modes and root causes of a prod-
uct, whereas STPA assists in identifying the risks present in a system and what can
be done to prevent them. These risks are measured using the RPN approach which
is used in quantification of hazards in the FMEA analysis.

In order to conduct a thorough risk assessment for this humanoid robot EVE, var-
ious external factors such as user ability, and the environmental factors interacting
with the product is considered in addition to the product in hand. Thus, the results
acquired from this proposed STPA-FMEA analysis is significantly different from the
results obtained by traditional FMEA analysis. This shows that the external factors
such as the user ability and the environmental setting has a substantial impact on the
STPA-FMEA analysis. Moreover, with the STPA-FMEA analysis, hazard scenarios
with high RPN can be considerably reduced by investigating and providing mitigation
strategies to the unsafe control behaviours and its causes. The risk assessment for
these hazard scenarios along with considering their risk correction factor can then
be re-iterated to obtain a possibly reduced RPN thus, reducing the risk caused by
the product.

However, there are some limitations with the case study using the STPA-FMEA
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methodology. First, as this case study does not contain any supporting data for the
risk analysis, the data used for this assessment is retrieved from experts through the
means of interviews and questionnaires. Hence, there is some level of subjectivity
involved with this kind of approach. Second, the risk analysis conducted in this case
study takes all the required data from the experts who have worked only with the
humanoid robot. As the robot is not deployed in the real world, there maybe a lot
of unknowns with respect to identifying the risks related to robots in this particular
case study which in-turn led to generalising the identified hazard scenarios for this
risk assessment. Third, for the risk analysis performed in this case study, only two
expert’s data were utilized, this may be a limitation for the performed risk assess-
ment on the case study.

As a part of future work, one can create a more thorough taxonomy of risks par-
ticular to humanoid robots to identify potential unique concerns and to cover every
potential risk present in this case study. One can conduct an in-depth analysis of
specific patient populations which the humanoid robot will be interacting with. This
may involve examining the needs and vulnerabilities of different age groups, medical
conditions, and cultural backgrounds of the patients to better understand the risks
and potential hazards associated with the robot’s actions. Also, one can address
potential malfunctions of the robot’s hardware, software, or communication systems
by implementing the mitigation strategy for product improvement.
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Appendix A

Questionnaires to experts to quantify
the risk events

The evaluation of the risk events identified in the humanoid robot EVE is conducted
via three different questionnaires to the subject experts where each questionnaire
target specific details which is required for the risk quantification of the robot. These
questionnaires are:

1. Consumer ability evaluation

2. Use environment evaluation

3. Risk quantification evaluation

More details regarding to the respective questionnaires are in the following sections.

A.1 Consumer ability evaluation

In order to quantify the risk events based on user groups along with the risk quantifi-
cation of the risk events of the humanoid robot EVE, the consumer ability evaluation
was conducted. This was conducted to determine the consumer ability of three
different consumer stakeholder groups namely, the healthcare workers, the elderly
patients, and other stakeholders (anyone associated with the healthcare department
or the patient who interacts with the robot). The evaluation was based on a 5-point
scale ranging from strongly disagree, disagree, neutral, agree, and strongly agree
with its numerical valuations for the calculation being 5, 2, 1, 0.5, 0.2 respectively.
There were four different factors considered for the consumer ability evaluation as
the evaluation index, of which each factor was given a weight of 25 percent of the
total consumer ability evaluation in this case study. The questions posed for each of
these factors are as follows.
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A.1.1 Judgement ability

1. The following stakeholders are aware of their limitations and seek professional
help or advice when necessary to evaluate potential risks.

2. The following stakeholders would be knowledgeable about the different types
of risks associated with the robot.

3. The following stakeholders are aware of the potential risks associated with the
robot before starting to interact with it.

A.1.2 Hands on ability

1. The following stakeholders would be able to make use of the robot up to its full
potential.

2. The following stakeholders would be able to follow the safety guidelines and
precautions when interacting with the robot.

3. The following stakeholders are confident in their ability to assess the risks as-
sociated with the robot.

A.1.3 Self protection ability

1. The following stakeholders would be able to trust the manufacturers and ser-
vice providers provide clear and accurate information about the risks associ-
ated with the robot.

2. The following stakeholders would be able to seek additional information about
the robot if they are unsure about its safety or potential risks.

3. The following stakeholders would be able to trust that the government agencies
would regulate and enforce safety standards for the robot to protect consumers
from potential risks.

A.1.4 Ability to read product instructions

1. The following stakeholders would be able to read and understand the product
warnings and safety instructions before using the robot.
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A.2 Use environment evaluation

In order to quantify the risk events based on the use environments to evaluate the
environment, the valuation of environmental settings was conducted. This was con-
ducted to determine the environmental valuations of three different environments
namely, the nursing centre, the residential care, and the home care service. The
evaluation was based on a 5-point scale ranging from very hard, hard, neutral, easy,
and very easy and their numerical counterparts were 5, 2, 1, 0.5, 0.2 respectively.
There were four different factors considered for the use environment evaluation as
the evaluation index, of which each factor was given a weight of 25 percent of the
total use environmental evaluation in this case study. The questions posed for each
of these factors are as follows.

A.2.1 Complexity of the environment

1. Determine the ability of the humanoid robot to handle the complexity of working
in the environment to provide assistance to elderly patients and the healthcare
workers.

A.2.2 Level of control over the environment

1. Determine on a scale of very poor to very good, how beneficial will it be for the
humanoid robot with respect to the freedom and the level of control over the
environment in order to assist the patients and healthcare workers.

A.2.3 Interaction with other objects and people

1. How easy is it for the humanoid robot to interact with people and other objects
in different environments in order to serve safely and efficiently.

A.2.4 Regulatory or safety standards

1. How easy and viable is it for the humanoid robot to meet the regulatory and
safety standards in different environments to provide assistance to the health-
care workers or patients.
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A.3 Risk quantification evaluation

The risk quantification of the humanoid robot EVE was performed by using two ques-
tionnaires in order to get all the information for the STPA-FMEA methodology. These
are:

1. Risk quantification of EVE

2. Degree to which the User and the Environment affects the Hazard scenarios

Risk quantification of EVE This Questionnaire was used to collect relevant data
with regards to the humanoid robot EVE, from which the goal was to quantify the
risk of 34 unique hazard cases. This questionnaire’s purpose was to collect data
values like severity, occurrence and, detection with respect to each hazard, source
of the hazard and, its consequences in a product component. The valuation scale
considered was between 1 and 10. 1 amounting to the least risk possibility and 10
amounting to the highest possible risk value.

Degree to which the User and the Environment affects the Hazard scenarios
The goal of this questionnaire was to collect information with regards to the degree
to which the consumer ability or the use environment that would affect the hazard
scenario. As the previous questionnaire was used to get information on the sever-
ity, occurrence, and detection values a specific hazard scenarios, this questionnaire
was useful to gather information regarding how much would the factors like the con-
sumer, and the use environment like the natural and the social environment would
affect the severity, occurrence, and detection values of the 34 unique hazard sce-
narios. The valuation scale considered was between 1 and 10 where 1 indicates ”no
change” and 10 indicates ”a very significant change.”.
The 34 unique hazard scenarios are split between four components. These hazard
scenarios with respect to their components are as follows:

A.3.1 Component - Power system

1. Having robot collapse due to depletion of power which is caused because of a
performance characteristic failure causing a crush injury to the user.

2. Having battery malfunction which is caused because of a physical structure
failure causing an electrical injury to the user.

3. Having battery malfunction which is caused because of a physical structure
failure causing an explosion injury to the user.
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4. Having battery malfunction which is caused because of a physical structure
failure causing burn (flame) injury to the user.

5. Having overheating which is caused because of a performance characteristic
failure causing an electrical injury to the user.

6. Having overheating which is caused because of a performance characteristic
failure causing an explosion injury to the user.

7. Having overheating which is caused because of a performance characteristic
failure causing burn (flame) injury to the user.

8. Having electromagnetic interference which is caused because of a perfor-
mance characteristic failure causing injuries due to environmental damage to
the user.

A.3.2 Component - Driver system

1. Having overheating which is caused because of a performance characteristic
failure causing burn (flame) injury to the user.

2. Having catching and dragging hazards which is caused because of a physical
structure failure causing contusion to the user.

3. Having collision with objects/people which is caused because of a physical
structure failure causing ground injury to the user.

4. Having collision with objects/people which is caused because of a performance
characteristic failure causing ground injury to the user.

5. Having collision with objects/people which is caused because of a function
failure causing crush injury to the user.

6. Having motor lock/malfunction which is caused because of a physical structure
failure causing ground injury to the user.

7. Having motor lock/malfunction which is caused because of a performance
characteristic failure causing smash injury to the user.

A.3.3 Component - Control system

1. Having electromagnetic interference which is caused because of a perfor-
mance characteristic failure causing injuries due to environmental damage to
the user.
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2. Having software bugs/glitches which is caused because of a performance
characteristic failure causing smash injury to the user.

3. Having software bugs/glitches which is caused because of a performance
characteristic failure causing crush injury to the user.

4. Having software bugs/glitches which is caused because of a performance
characteristic failure causing privacy leakage to the user.

5. Having catching and dragging hazards which is caused because of a physical
structure failure causing contusion to the user.

6. Having short circuit which is caused because of a physical structure failure
causing an electrical injury to the user.

7. Having short circuit which is caused because of a physical structure failure
causing an explosion injury to the user.

8. Having short circuit which is caused because of a physical structure failure
causing burn (flame) injury to the user.

9. Having malfunctioning control and transmission elements which is caused be-
cause of a performance characteristic failure causing ground injury to the user.

10. Having hacking threat which is caused because of a performance characteris-
tic failure causing privacy leakage to the user.

11. Having hacking threat which is caused because of a performance characteris-
tic failure causing psychological damage to the user.

12. Having sensitive information leak which is caused because of a performance
characteristic failure causing privacy leakage to the user.

13. Having sensitive information leak which is caused because of a performance
characteristic failure causing psychological damage to the user.

14. Having sensor failure which is caused because of a function failure causing
ground injury to the user.

15. Having sensor failure which is caused because of a function failure causing
crush injury to the user.

16. Having collision with objects/people which is caused because of a function
failure causing ground injury to the user.
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A.3.4 Component - Gantry system

1. Having dragging and twining which is caused because of a physical structure
failure causing smash injury to the user.

2. Having tensile rope issues which is caused because of a physical structure
failure causing crush injury to the user.

3. Having low mechanical strength which is caused because of a physical struc-
ture failure causing crush injury to the user.
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