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The surge in machine learning (ML) applications has made robust ML
operational frameworks imperative. Strukton Rail, a railway solutions
company, faces significant challenges, including managing extensive
LiDAR data, deploying models efficiently on the cloud, maintaining
version control, and ensuring user-friendly solutions. In response to
these challenges, this research not only evaluates but also provides a
structured approach for selecting ML frameworks based on criteria
relevant to the needs of Strukton Rail. This contributes to the domain
by providing a blueprint for future ML framework selection in similar
contexts. The study bridges the gap between ML model experimentation
and real-world application, aiming to boost the efficiency of ML
applications in practice. Overall, the framework deemed most suitable
for Strukton Rail through this process was ClearML.
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1 INTRODUCTION

Machine learning (ML) has significantly influenced various
sectors, including predictive maintenance [5], presenting both
advancements and challenges. While extensive research has
been conducted on ML model development, less attention has
been given to deployment, particularly to transitioning models
from the experimental stage to real-world implementations [7].

Strukton Rail, a railway infrastructure solutions company,
intends to harness ML to improve their railway inspection and
maintenance efficiency. The Ambient Intelligence research
group at Saxion Hogeschool is tasked with the development of
the ML model. Strukton Rail faces challenges in implementing
this model, such as managing extensive LIDAR data, efficient
cloud deployment of ML models and maintaining version
control. An ML framework helps developers create, deploy, and
maintain a ML application. The primary aim of this research is
to select the most suitable ML framework to address these
challenges.

Numerous ML frameworks exist today, each with a different set
of features, capabilities, and scopes within the ML lifecycle.
Determining the most suitable framework given specific
requirements can be a complex task, highlighting a knowledge
gap in the field.
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This research strives to bridge this gap by answering the
following research question:

RQ: Based on defined criteria, which machine learning
framework provides the highest overall compatibility with
Strukton Rail’s use case?

To thoroughly address this question, the following sub-
questions are explored:

RQ1: What are the specific requirements and constraints for a
machine learning framework in Strukton Rail's context?
RQ2: How does each considered machine learning framework
score based on the defined criteria?

By addressing these questions, this study aims to provide a
practical guide for ML framework evaluation tailored to the
specific needs of Strukton Rail. Furthermore, it also establishes
a methodological blueprint for future ML framework
evaluation. To answer the research questions a three-step
approach is taken, a literature review into ML and the practical
implementation of ML (see Section 2), requirements interview
(see Section 3) and thirdly based on the findings in these
sections a methodology for the evaluation of ML frameworks
was developed (see Section 4). The taken approach is visualized
in Figure 1, providing a more detailed version to the outlined
three step approach. The results from this evaluation are
presented in Section 5.1. This research hopes to contribute to
narrowing the gap between ML model development and real-
world application.

Literature Requirements Criteria isting of T ibili
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Figure 1. Methodology to select most compatible ML
framework.

2 LITERATURE REVIEW

2.1 The Rise of MLOps

The ML lifecycle, spanning from data collection to model
deployment, encompasses numerous challenges. These include,
but are not limited to, managing cloud deployment, extensive
version control, ensuring reproducibility, and handling a
constant stream of new data [1,7,9]. Having to accommodate for
users with diverse technical skill levels further complicates this
process [12].

Machine Learning Operations (MLOps) has risen to meet these
challenges, building upon the principles of DevOps, a set of
principles for streamlining software development, to address
the unique complexities of ML applications [11]. Bridging the
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gap between ML applications and DevOps, MLOps standardizes
and streamlines the ML lifecycle, enabling rapid
experimentation, efficient deployment, and enhanced team
collaboration [1,4,7,16]. In addition, MLOps automates intricate
aspects of ML model deployment and maintenance, helping
teams to keep up with ML advancements and quickly deploy
new models [1].

2.2 Stages of the Machine Learning Workflow

The ML workflow consists of nine critical stages, as shown in
Figure. 2 [2]. This figure illustrates the iterative nature of ML.
In this context, "iterative nature" refers to the ongoing process
of developing, experimenting with, and continuously
improving ML models, even post-delivery of the initial solution.
This iterative
approach facilitates
constant  learning
and adaptation, Machine Learning Development
leading to more
effective and

efficient ML models DataAnslysis - Plan - Relegse
- Madel - Review - Predicr
over time [16] . - Pata - Package - Monitor

Figure 2. Nine critical stages in ML
workflow [25].

2.3 Implementing Machine Learning in Real-
World Applications

As the field of ML continues to mature, its practical applications
are becoming more widespread and impactful across various
sectors [3]. There is a need for further exploration into how ML
can be leveraged for railway maintenance [10]. Existing
research [13] has laid a foundation for comparing ML
frameworks, particularly focusing on managing ML artifacts to
enhance reproducibility and repeatability in the ML pipeline.
The importance of such work is underlined by the central role
reproducibility plays in MLOps principles [7]. After all, the
reliability and performance of ML models depend on the
consistency of input data and training processes [15]. However,
it is crucial to note that the performance of ML models may vary
with new data for different applications. The principles of
MLOps provide a solid framework for the effective
implementation of ML models across diverse applications.

A comprehensive examination of ML frameworks that
considers the entire MLOps lifecycle (from data collection to
model deployment) remains under-explored. This research aims
to bridge that gap, offering an assessment of ML frameworks to
better guide their implementation in practice, particularly in
railway maintenance.

Success in ML deployment depends largely on three integral
elements [14] (three Vs of MLOps): Velocity, Validation, and
Versioning.

Velocity is key in ML's experimental process. Essentially, ML
engineers need to quickly test and refine ideas. So, they prefer
environments that prioritize rapid experimentation and easy
debugging [14].

Validation is the second key to success in ML deployment.
Given the increased cost of errors the further along they are in
the ML workflow, it's highly advised to test changes and
actively monitor pipelines for bugs as early as possible in the
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process[14]. This early validation enables a faster iteration cycle
and therefore increases efficiency [14]. Hence, model validation
tools are vital for enhancing successful ML deployment.

Versioning is the third important key in ML deployment.
It's unrealistic to predict all potential issues in advance,
therefore, it is helpful to store and manage multiple versions of
production models and datasets. Asset management is one of
the commonly reported challenges in ML deployment[6]. When
faced with problematic models in production, ML engineers
often resort to switching the model to a simpler, historical, or
retrained version [14].

ML frameworks play a vital role in managing these three
aspects of the ML lifecycle. Ideally, an effective evaluation
process of these tools should consider the following general
criteria derived from the three Vs of MLOps. For Velocity, an
ML framework should provide an environment that supports
rapid experimentation. The framework needs to facilitate
robust tools for model validation and testing. Lastly, the ML
framework should offer version control, enabling the storage
and management of multiple versions of models and datasets.
Such features contribute to a successful ML deployment[14].

3 REQUIREMENTS ELICITATION

As the research and future development of criteria is based on
insights gathered from stakeholder interviews the interview
process is outlined in this section. This approach allows the
thesis to more closely follow the research progress.

3.1 Methodology

The initial step in the requirements elicitation process was to
identify potential ML frameworks for Strukton Rail. A
comprehensive spreadsheet of frameworks, provided by the
Ambient Intelligence research group at Saxion Hogeschool,
served as the starting point. Prior research into ML frameworks
was performed by this research team and it consists of 22
potential frameworks. Researching and evaluating all 22
frameworks was outside the scope of this research and
therefore, stakeholder interviews were to be conducted to
shortlist this selection and evaluate the most promising
frameworks.

These stakeholder interviews serve two main purposes. First,
they allow for the calibration of the category’s weights based
on the insights and priorities of the stakeholders. Second, they
offer valuable context into the project that helped the
subsequent evaluation of the selected ML frameworks. Given
the project's technical nature and a small number of
stakeholders, interviews were chosen as they allow in-depth,
personalized exploration of each stakeholder's viewpoint.

Two key stakeholders were identified and interviewed. The
primary goal was to gather insights regarding the project's
specific needs, constraints, and goals.

The identified stakeholders were a researcher at Saxion
Hogeschool involved in the development of the deep learning
model, and a BIM (Building Information Modelling) manager
from Strukton Rail, representing the end-user perspective.
There was a difference in the focus of the interview between
both stakeholders. The researcher provided insight into the
requirements and constraints concerning the training and
experimentation of the model. Whereas the BIM manager was



focused on the deployment and user-friendly maintenance of
the ML lifecycle.

The interviews were structured with a list of questions to fall
back on (see Appendix A). These were specific to the
stakeholder’s scope within the project. The questions were
open-ended. The interview was encouraged to be open and thus
discuss different important requirements for the frameworks.
The open-ended conversations enabled a free-flowing exchange
of ideas and a thorough exploration of the project's context.

3.2 Results

During the interviews, several key requirements and
constraints emerged that initiated the creation of criteria to
fairly evaluate multiple frameworks on the categories which
encompass such requirements. Interview findings from both the
researcher at Saxion Hogeschool and the BIM manager at
Strukton are summarized as follows:

Ease of Use and Community Support: The stakeholders
emphasized the importance of a framework that is not code-
heavy and preferably has an intuitive interface. Additionally,
having a vibrant and helpful community was considered
essential. This guided the weighting of the Ease of Use and
Community Support criteria.

Version Control: The stakeholders indicated the importance of
both model and data versioning, with a specific interest in
seeing the presence of data versioning. This is reflected in the
weighting of the Version Control criteria.

Data volume: It was highlighted that the volume of the data
being handled would reach hundreds of GBs. This insight
emphasized the need for robust handling and processing
capabilities in the chosen ML framework.

Cloud Deployment: The stakeholders conveyed their intent for
eventual cloud deployment. This requirement reinforced the
importance of Cloud Support in the evaluation -criteria.

While these findings are significant, they do not represent an
exhaustive list of important evaluation aspects. Instead, they
highlight the key insights from the interviews that influenced
the weightage of corresponding categories in Section 4.3.1. As
both stakeholders represented a different scope within the
project there was not any contrasts in preferences.
Without these stakeholder insights, the literature research into
ML and MLOps might have led to different category
prioritization.

4 METHODOLOGY

Building on the insights from the literature review and
stakeholder interviews, an evaluation system was created to
assess ML frameworks. This section proceeds in three distinct
stages. Initially, it explains the selection criteria established for
the evaluation. Following that, it continues the process
employed to shortlist the candidate ML frameworks. Finally, it
outlines the methodology used to rank these selected
frameworks against the predefined criteria.
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4.1 Criteria Definition

To allow for a fair and objective ranking of different ML
frameworks, a detailed criteria list based on insights from
stakeholder interviews was developed. General important
principles were examined through the literature review.
Criterion such as model validation was established from this
literature review. The aim of this criterion is to evaluate the
“Validation” element of MLOps. Criteria related to the literature
review were more focused on understanding how ML models
are developed and managed. One category with criteria related
to this is Model Management Features. All categories evaluated
are Ease-of-use, Scalability, Documentation/Support, Cloud
support, Version control, Model management features, and
Licensing. To avoid subjectivity, particularly in categories such
as 'Ease-of-use', concrete criteria for each category were
created, along with a scoring rubric. For instance, one
parameter for 'Ease-of-use’ was the presence of model
architecture visualization, which enhances user understanding
of the underlying model architecture. Although not all criteria
are objective and binary, extensive effort was made to define
fair evaluation criteria for each category. The scoring rubric,
further detailed in Table 1, defines specific scores for each
criterion based on these parameters, facilitating a more
objective comparison of the frameworks.

4.2 Shortlisting of Frameworks

Based on the interview’s insight and literature review, a
preliminary selection of the most promising frameworks was
made. The list of frameworks to be evaluated consisted of:

1. ClearML [18]: An open-source ML Operations
(MLOps) tool designed to automate the process of
tracking, organizing, and optimizing ML experiments
and models.

2. Comet.ml [19]: A cloud-based ML platform enabling
data scientists to track, compare, explain, and
reproduce their ML experiments.

3. MLFlow [20]: An open-source platform developed by
Databricks, specializing in ML experiment tracking,
reproducibility, and model deployment.

4.  OmegaML [21]: A flexible, open-source platform that
focuses on data operations and model management,
allowing quick model deployment.

5. Polyaxon [22]: An open-source platform for ML
automation and management. It supports the entire
lifecycle of ML and deep learning applications.

6. PyTorch [17] with TorchStudio[8]: PyTorch is an
open-source ML library known for its flexibility and
ease of use, and TorchStudio is a visual tool for ML
development built on top of PyTorch, providing a
graphical interface and MLOps features.

7. TensorFlow Extended (TFX) [23]: TFX, built on top
of TensorFlow is Google's end-to-end platform for
deploying  production-ready = ML  pipelines.
TensorFlow is a widely used, open-source ML library
with comprehensive features.

8. Weights & Biases (W&B) [24]: A toolset for ML that
allows for tracking/visualizing metrics, model
prediction outputs, and hyperparameter tuning.

All of these tools work with ML libraries and thus

presumably also with TensorFlow and PyTorch. However,

TensorFlow and PyTorch were chosen as they had

dedicated MLOps platforms built on top.



TScIT 39, July 7, 2023, Enschede, The Netherlands

Table 1. Rubric for evaluating ML framework.
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Ease-of-use

GUI

Experiment/Metric visualization

Model architecture visualization

Dashboard

Hyperparameter tuning tools

Pipeline Visualization

Real-time visual progress/experiment tracking tools

No GUI feature

Not Possible

Not possible

Not possible

Not possible or extensive setup

Not available or difficult setup

Not available

Presence of GUI
Possible
Setup or extension required
Through extension

Not native but possible
through extension/setup

(Data)/Input analyzer

Available

Native feature

Native feature

Native feature

End-to-end visualization

Documentation

Comprehensive documentation

Community forum

Stack Overflow

Official support

Training materials

No documentation or outdated

Not available

Latest questions/tagged topic > 14
days

No official support channel

No official training material/No recent

contributed material

hat comprek

documentation/unclear

ilable but inactive/

2-14 days

Official support channel

Some t material ilabl

h ive/
Comp /clear
documentation

Active community forum

Latest question < 48 hours

Extensive official and

Update with minimal release

ity-contributed
training material
Activefextensive update,

N date since 2023
Undates © update sinc notes/at least 2 months old most recent < 2 months
FAQ Not available Available
Official youtube videos Not available Available
Model Management Features o 1 2

Experiment Tracking

Data Tracking

Model Tracking

Automatic Pipeline Resumption

Pipeline Scheduler

Model deployement

Model testing and validaton tools

Not available

Not available

Not available

Neot available

Not available

Neot available

Not available

Limited tracking

Limited tracking

Available

Available

Available

Available

Minimal tools available

Full-tracking availability

Full-tracking availability

Robust features for model
validation and testing

Version Control 1] 1 2
Model Versioning Not available Available
Data Versioning Not available Available
Licensing o} 1 2
Cost per year (in euros) > 1000 200-1000 <200
No restrictions on rs {or ni
Unlimited Users Per user basis @ restrictions on users {or not
relevant)
L : S Open source/limited
Restrictions (posed by license terms) Restrictive license type e
restrictions
Cloud Support 0 1 2
Cloud-services No support Limited services/extensive setup pupbcrtalondoud

servicas/simnla catun
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Table 2. Results for ML framework
evaluation

WEB
Comet

MLFlow
TensorflowXTD
Polyaxon
PyTorch
OmegaML

4.3 Framework Evaluation

To thoroughly examine the capabilities of the selected ML
frameworks, an evaluation was conducted based on the set of
predetermined criteria previously explained.
All frameworks were evaluated on these criteria and ranked
according to the scoring rubric. Each framework was
extensively researched through its documentation and relevant
websites concerning the ML framework. These provided the
sources for scoring a framework on a criterion. The sources are
provided in Criteria References. The final score of a category is
calculated by summing all individual criteria scores and
dividing this by the total possible score for all criteria. Criteria
with a maximum score of 2 naturally have more influence on
the average category score than criteria with a maximum score
of 1. This is intentional as some criteria are seen as more
influential and there was nuance between scoring a 0 or a 1.
The average category score is then normalized on a 1-5 scale
where a 1 represents a poor score and 5 a high score. This
results in each category having an average score based on
concretely defined criteria.

4.3.1 Compatibility Scoring

To find the most suitable framework relevant to this project a
Compatibility Score for each ML Framework is computed. This
score quantifies the overall compatibility of each ML
Framework with the needs and constraints identified for the
project.

The Compeatibility Score was computed by assigning weights to
each category, reflecting their relative importance as identified
through the stakeholder interviews. These weights reflect the
varying impact of each category on the overall compatibility of
the ML framework with the project. The aim of this structured
and methodical evaluation was to obtain an objective
understanding of each framework's ability to meet the project's
needs and constraints. This scoring system provides a direct,
quantifiable comparison among the ML frameworks.
Compatibility Score is calculated as a weighted average using
these weights:

FEase-of-use (EolU): 25%

Version Control (VC): 20%
Documentation/Support (DS): 15%
Model Management Features (MMF): 15%
Cloud Support (CIS): 10%

Scalability (5C): 10%

Licensing (L): 5%

NoamA NN

This robust evaluation process, intertwined with literature
study and stakeholder engagement, was designed to allow for
a comprehensive, balanced, and objective assessment of
potential ML frameworks, ultimately guiding the selection of
the best-suited framework for this project.

5 RESULTS

5.1 Machine Learning Framework Evaluation
Results

Using the outlined methodology all frameworks are evaluated
and the average category scores are displayed in Table 2.
Average category scores are calculated using the scoring rubric
outlined in Section 4.1. To improve readability, only the average
category scores are displayed, not all individual criteria scores.

6 DISCUSSION

6.1 Challenges in Evaluating Different
Frameworks

Evaluating multiple frameworks introduced various challenges.
The impracticality/feasibility of installing and testing each one
resulted in a heavy reliance on framework documentation,
creating potential gaps in experiential understanding.

6.2 Establishing a Rating System

Establishing a fair and concrete rating system posed significant
challenges due to the difficulty in quantifying subjective aspects
such as ease of use and compatibility with varying levels of ML
expertise. Criteria for ranking were not all objective and there
was still some subjectivity in how a ML framework scored.
As this research is centred around Strukton Rail the ranking
system is subject to specific requirements and biases which
restrict the universality of the ranking system.

6.3 Recommendation for Strukton Rail

The research question in this thesis was designed to identify the
most compatible ML framework for Strukton Rail.

The application of this research methodology has led to the
selection of ClearML as the most compatible solution. This
selection is backed by a comprehensive criteria-based
evaluation outlined in Section 4. This effectively demonstrates
the compatibility of ClearML with Strukton Rail's needs. It is
important to note that the weightings given to each category,
derived from interviews, may not fully capture objectivity.
Under these weights, ClearML emerged as the top choice.
However, if the priority were to shift towards Model
Management Features over Ease-of-Use, W&B would emerge as
the preferable selection.
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It is important to mention the challenging nature of practical
ML implementation. This is eemphasized by the fact that only
one in two organizations manages to progress beyond pilots
and proofs of concept [11]. Consequently, while this thesis
provides a strong recommendation for ClearML based on the
rigorous evaluation performed, the ultimate success of ML
deployment at Strukton Rail will depend on careful and
strategic implementation.

6.4 Future Work

While this study provides a groundwork for evaluating ML
frameworks, it's largely specific to Strukton Rail.

Future work should however incorporate unique insights from
their organization through activities such as stakeholder
interviews.

Hands-on testing of chosen frameworks could be considered for
deeper understanding, and further refinement of the rating
system. This could help in better quantifying subjective aspects.

7 CONCLUSION

This research explored the process of identifying a suitable ML
framework for Strukton Rail. To do this, a structured
methodology was used, deriving evaluation criteria from
stakeholder interviews, and establishing a comprehensive
rating system.

While the process faced some limitations due to practical
challenges, it offered valuable insights into the project’s
context. ClearML was selected as the most suitable framework
for Strukton Rail, demonstrating strong usability, cloud
support, community strength, model management features and
data handling capabilities.

This study serves as a blueprint for future work in this area.
However, the methodology needs to be adjusted to cater to each
organization's unique requirements and circumstances. Despite
acknowledging the limitations, this research emphasizes the
crucial role of a well-chosen ML framework in successful ML
implementation.

In conclusion, this research follows a systematic and context-
driven approach in selecting an ML framework, contributing to
a successful deployment of ML within Strukton Rail.
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APPENDIX A

Questions created prior to the interview.

»  What volume of data do you anticipate your system
will need to handle on a daily basis?

» How quickly will your system need to process data?
What's the expected latency for data processing and
decision making?

» How important is it to have a robust community and
support network behind the machine learning
framework you choose?

»  What level of documentation would you expect for
the ML framework?

»  Are there any specific systems or databases that the
ML framework must be compatible with?

»  Would you need to export or import models from
other frameworks?

» How scalable does the machine learning framework
need to be to accommodate potential growth in data
volume or complexity of models?
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»  What types of machine learning models do you
anticipate needing?

»  What is the technical proficiency of the team that
will be using the ML framework? Would they prefer
a code-heavy framework or a drag-and-drop
interface?

»  What are your requirements regarding data security
and privacy?

»  Are there any compliance regulations that the ML
framework needs to meet?

»  What are your needs in terms of model deployment?
Do you need the framework to support mobile
deployment, real-time processing, batch processing,
etc.?

»  How important is model monitoring, versioning, and
lifecycle management for you?

» How important is it for your team to be able to
experiment with different models and
configurations?

» How essential is it for your machine learning
experiments to be reproducible?

»  What is your preference when it comes to deploying
the machine learning framework: on-site hardware
or a cloud-based service? Can you elaborate on the
reasons for your preference?

» How would you evaluate the trade-offs between a
cloud-based machine learning framework and an on-
premise solution in terms of cost, performance, and
data security?

» In your own view, what would be the 'dream'’
machine learning solution or application for
Strukton Rail? What would it look like and what
kind of impact would it have on the company and
the broader industry?



