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Abstract 
This research is motivated by recent findings indicating the presence of a three-

dimensional flow phenomenon near hydraulic structures, characterized by the jet-like 

flow and lateral nonuniformity (Broekema et al., 2018, 2019).  This phenomenon has 

been observed to potentially enhance scour near the Eastern Scheldt Storm Surge Barrier, 

the Netherlands (Broekema et al., 2018). Broekema et al. (2019) further demonstrated 

experimentally that flow separation over steep slopes may be supressed due to lateral 

non-uniformity on the upstream flow field, thereby enhancing scour potential.  

 

With limited understanding of this phenomenon, this study aims to investigate flow 

characteristics and turbulence behaviour using numerical simulations, namely the RANS 

turbulence model. The numerical simulation cases build upon the open channel 

experiment conducted by Broekema et al. (2019) that inspired this research. The cases 

vary the steepness of the bed slope (resembling the scour hole) and the distance between 

the obstruction and the upstream edge of the slope (resembling bed protection) which 

controls the magnitude of the lateral velocity gradient. The simulations were conducted 

using OpenFOAM with the PIMPLE algorithm, suitable for the unsteady flows, coupled 

with the 𝑘 − 𝜔 SST turbulence closure model.  

 

The findings revealed the relationship between the distance of the obstruction to the 

slope and flow separation. Placing the obstruction further upstream allowed for the 

development of a mixing layer over greater distance, which reduces the lateral velocity 

gradient and resulting in flow divergence that resembles a horizontally uniform flow, and 

ultimately leading to flow separation. Conversely, placing the obstruction closer to the 

slope led to vertical flow attachment due to a larger lateral non-uniformity. From a 

practical standpoint, this observation may have relevance in the design of hydraulic 

structures, whereby bed protections around hydraulic structures should be sufficiently 

long to allow for sufficient mixing to occur, reducing the velocity differences and 

turbulence intensities, to induce vertical flow separation and minimize the risks of flow 

attachment such as enhanced scour and erosion.  

 

Moreover, this study elucidated the notable correlation between the pressure field and 

flow separation. In all instances of vertical flow separation, an adverse pressure gradient 

was consistently observed upstream and downstream of the slope. This adverse pressure 

gradient occurred as the flow depth increased, leading to flow deceleration. Conversely, 

in situations of flow attachment, a decrease in pressure prior to the slope indicated flow 

acceleration as the flow converged horizontally. Consequently, the deceleration of the 

flow from the increased flow depth at the slope was reduced, resulting in a diminished 

adverse pressure gradient and the boundary layer staying attached to the bed.  

 

The model demonstrated good agreement with the measurement data upstream of the 

slope in all cases. Discrepancies between the model and measurement data were 

observed around the slope, where high turbulence intensities were measured. The model 
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consistently underpredicted this turbulence and the turbulent kinetic energy in all cases 

which indicates the limitations of the RANS modelling approach. The assumption of 

turbulence isotropy in RANS does not adequately reflect the actual behaviour of 

turbulence. In contrast, these shallow shear flows exhibit anisotropic turbulence motion 

responsible for the transverse exchange of mass and momentum (van Prooijen & 

Uijttewaal, 2002). Furthermore, the RANS model simulates all turbulence length scales 

simultaneously which lacks the resolution necessary to capture the energy transfer 

between larger and smaller eddies, thereby hindering not only the interaction between 

the turbulence structures and the bottom turbulence but also the turbulence associated 

with the mixing layer (vortex shedding). In light of these findings, this research suggests 

employing higher-resolution models such as DES and LES along with free-surface 

modelling, to improve accuracy. 
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1. Introduction 

1.1. Scour Holes and Hydraulic Structures 

Scour holes (large local erosion pits), because of large-scale erosion of an alluvial bed, are 

common in the vicinity of hydraulic structures; and the Eastern Scheldt storm surge 

barrier, the Netherlands, being a hydraulic structure (weir), is no exception. Downstream 

of said barrier, there exist scour holes adjacent to the applied bed protection (van Velzen 

et al., 2014). From the very beginning of the hydraulic structure's design phase, scouring 

as a phenomenon was already expected to arise. However, both the scour depth and its 

growth could not have been predicted well with good accuracy, despite the development 

of empirical relations (Breusers, 1967; Dietz, 1969; Zanke, 1978) and physical-model 

studies (Hoffmans & Verheij, 2021) that are largely based on 2D-vertical understanding 

(Ghodsian & Vaghefi, 2009; Guan et al., 2013; G. Hoffmans & Booij, 2010). However, the 

reality is that flows downstream of a hydraulic structure are rarely two-dimensional 

(Broekema et al., 2018), given, for instance, the lateral nonuniformity induced by the jet-

like flow downstream of the hydraulic structure.  

 

Predicting the scour hole formation and the corresponding mitigation strategies requires 

an understanding of the hydrodynamics (the flow) and the subsequent morphodynamical 

changes (i.e., the response of the sandy bed). Bed protection, amongst other mitigation 

measures, aims to either reduce the depth of the scour holes or ensure that scour holes 

are located at a distance that does not compromise the geotechnical stability of the 

hydraulic structure which may lead to structural failure (Bey et al., 2007; Broekema et al., 

2018; Dargahi, 2010). Hoffmans and Verheij (2021) outlined that the expected 

equilibrium scour depth at the Eastern Scheldt storm surge barrier downstream of the 

bed protection, according to 2D-vertical formulations, is approximately 2.2 times the 

reference water depth; which is where the level is currently observed. Nevertheless, 

continual observation of the scour has shown that erosion is still taking place (Broekema 

et al., 2018).  

 

In explaining this scour prediction, a breakthrough by Broekema et al. (2018, 2019), 

revealed a scour-enhancing mechanism downstream of the Eastern Scheldt storm surge 

barrier; whereby horizontal convergence of the flow was observed, followed by a flow 

that remains attached to the sloping bed of the scour hole as opposed to flow separation. 

Hence, the mutual interaction between the horizontal and vertical flow states is 

presumed to enhance the scour potential, which may explain the deviation in scour 

predictions. This finding suggests that there is another facet to scouring that is not 

captured by 2D empirical relations or physical model experiments. It signalled for the 

three-dimensionality of the flow characteristics and thus the need for a three-

dimensional approach, emphasising that a 2D-vertical approximation may be incomplete 

for some aspects of the phenomenon. However, due to the novelty of this discovery, the 

understanding of this phenomenon is still limited.  
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1.2. Problem Analysis 

A recent field investigation by Broekema et al. (2018), indicated that horizontal shear 

flow characterized by lateral velocity gradient in the streamwise velocity leads to a self-

amplifying scour mechanism; that is, through a phenomenon called vertical flow 

attachment and horizontal convergence attributed to potential vorticity conservation. In 

another study, Broekema et al. (2019) further investigated this notion through a physical 

flume experiment resembling a flow downstream of a hydraulic structure (see Figure 1), 

where a flow is constricted at one side of the flume upstream (to induce flow non-

uniformity) of a linearly sloping bed (resembling the scour) that is steep enough to 

ensure flow separation. The obstruction and its distance to the upstream edge of the slope 

(resembling bed protection) control the magnitude of the lateral velocity gradient; this is 

based on the understanding that the development of a mixing layer which widens in the 

streamwise direction gradually reduces the lateral velocity gradient (Talstra, 2011; van 

Prooijen & Uijttewaal, 2002).  

 

 
Figure 1: Conceptualization of the two flow states observed in the flume experiment. A) vertically attaching and converging 

in the horizontal plane b) Vertically separating and diverging in the horizontal plane. Obtained from Broekema et al. 

(2019). 

From this experiment, it was found that the magnitude of lateral velocity gradient highly 

influences the transition between a) flow attachment and horizontal convergence to b) 

flow separation and horizontal divergence; the higher magnitude being more likely to 

result in flow attachment (Broekema et al., 2019). These flow states are illustrated in 

Figure 1. However, Broekema et al. (2019) argued that this phenomenon cannot be 

explained through potential vorticity conservation or adverse pressure gradient alone, 

but rather the local behavior of the flow; that is the interaction between the lateral 

velocity gradient and the turbulence or recirculation zone induced by the slope. Yet, this 

aspect of the study could not be fully examined. Hence, further investigation through 
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high-resolution numerical modelling may provide additional insights into the 

complexities surrounding the transition between flow states.  

 

Numerical simulations in fluid dynamics have grown in usage due to the continuous 

development of computational power and its ability to circumvent limitations or 

drawbacks of experimental procedures such as the cost and time to, for example, perform 

many different (flume) experiments (Pereira et al., 2021). Most computational fluid 

dynamics (CFD) are based on the Navier-Stokes equations to simulate fluid motion (Hu, 

2012). However, the primary challenge to using CFD in simulating flows of engineering 

problems is modelling turbulence (Pereira et al., 2021). Turbulence is present in various 

temporal and spatial scales whose interactions are non-linear (Pereira et al., 2021) and 

it governs the physics such as energy dissipation and mixing, just to name a few (Hanjalic, 

2004; Jaramillo Ibarra et al., 2008; Pereira et al., 2021). Simulating this multiscale 

phenomenon depends on the purpose, application, and flow features of interests (Pereira 

et al., 2021).  

 

The Reynolds-Averaged Navier-Stokes (RANS) turbulence model has been the workhorse 

of engineering practices due to its computational effectiveness in modelling all 

turbulence scales as opposed to other more demanding techniques such as Direct 

Numerical Simulation (DNS) and Large-Eddy Simulation (LES) which fully and partially 

resolves the turbulence scales, respectively (Jaramillo Ibarra et al., 2008; Lü et al., 2021; 

Molland & Turnock, 2007; Pereira et al., 2021). This computational advantage, however, 

comes with a limitation. For instance, while RANS is able to reproduce (primary) 

recirculation zones (Babarutsi et al., 1996; Bijvelds et al., 1999; Thangam & Speziale, 1991), 

Talstra (2011) argued that coherent structures are not well reproduced with RANS since 

all turbulence scales are equally represented and time-averaged; and further noted that 

resolving individual structures is important to simulate the dynamics of coherent 

structures and that LES is better suited for this purpose. The use of RANS turbulence 

model involves utilizing turbulence closure models. These models apply mathematical 

equations to generate values for the Reynolds stresses and provide an engineering 

approximation of how turbulence affects the mean-flow field (Hanjalic, 2004; Molland & 

Turnock, 2007; Pereira et al., 2021). In a CFD simulation, the choice of turbulence model 

closure depends on the type of turbulent flow being studied (Tu et al., 2018). The 

selection process requires a thorough validation and verification procedure, such as 

performing sensitivity analysis with different turbulence closure models and comparison 

of the numerical solutions with experimental data (Tu et al., 2018).  
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1.3. Research Objective 
Based on the problem analysis, further research utilizing numerical model, such as the 

RANS turbulence model, can provide valuable insights into the complex transition 

between the flow states as influenced by turbulence, slope characteristics and lateral 

velocity gradients. This leads to the following research question:  

 

"How does the RANS turbulence model perform in simulating flow separation under 
horizontal shear flow conditions and linearly sloping bed?" 

 

In answering the main research question, this research is organized around three sub-

questions, namely:  

 

1. What is the impact of the turbulence closure model on the RANS simulations’ 

capability to simulate flow separation under horizontal shear flow conditions and 

a linearly sloping bed? 

2. How capable is the RANS turbulence model in simulating flow separation under 

horizontal shear flow conditions and a linearly sloping bed, considering the 

influence of different slope angles?  

3. What is the impact of the spacing between the horizontal obstruction and the 

upstream edge of the slope on the flow state at the slope?  

 

Research question one focuses on the influence of the turbulence closure model in 

capturing the general features of the flow characteristics and how the choice of 

turbulence closure model affects the predictive capabilities of the RANS turbulence 

model. Research question two delves into the influence of the slope angles on the flow. 

By examining various slope angles, the question aims to uncover the model’s ability to 

capture the sensitivity of the flow behavior to varying angles, taking into account the 

additional turbulence that may be induced by the steeper slope (Broekema et al., 2019). 

Research question three expands the scope to include different spacings between the 

horizontal obstruction and the upstream edge of the slope, which directly affects the 

magnitude of the lateral velocity gradient. By examining various spacing scenarios, the 

question aims to highlight the model’s ability to predict the effect of this interaction on 

flow separation or attachment.  

 

1.4. Report Outline 
This report guides you through six successive chapters. The first chapter, as already 

outlined, introduced the research background and objective of this study. Chapter 2 

elaborates on the theoretical framework, consisting of theories in the Navier-Stokes 

equation, horizontal shear flows, flow separation, current knowledge state based on the 

previously conducted research and the modelling approach. Chapter 3 expands upon the 

numerical methodology used to conduct the numerical studies of this research. Chapter 

4 presents the result of the numerical studies, followed by discussion of the result in 
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Chapter 5. Lastly, this study is concluded with Chapter 6 – entailing the conclusion of 

the research and recommendations for further research.   
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2. Theoretical Framework 

The following chapter elaborates on the theoretical background derived from the 

literature study previously performed. Firstly, the hydrodynamic principles required to 

interpret the current knowledge state and the results later are presented. This includes 

the general equation of motion, the Navier-Stokes equation; vorticity; horizontal shear 

flows; and the fundamentals of flow attachment and separation. Secondly, as this 

research builds on previous research of Broekema et al. (2019) on the relationship 

between lateral non-uniformities and vertical flow attachment, the current knowledge 

state is presented. Thirdly, the RANS equation and turbulence model are explained.  

2.1. The Navier-Stokes equation and vorticity 

The motion of fluids, both liquids and gases, is mathematically governed by the Navier-

Stokes equation of motion. This equation, taking the form of a set of partial differential 

equations describes the flow of fluids based on principles of conservation of mass and 

momentum. Here, the Navier-Stokes equation for an incompressible homogenous three-

dimensional flow with no body forces and the continuity equation respectively are 

presented.  

 

𝜌 [
∂𝒖

∂𝑡
+ (𝒖 ⋅ ∇)𝒖] = −∇𝑝 + 𝜇∇2𝒖 

(1) 

∇ ⋅ 𝒖 = 0 (2) 

 

Where 𝒖 is the fluid velocity vector 𝒖 = (𝑢, 𝑣, 𝑤) and ∇ is the gradient operator; 𝑝 is the 

non-hydrostatic normalized pressure (𝑝 = 𝑃/𝜌 + 𝑔𝑧, where P (kg m-1 s-2) is the 

hydrodynamic pressure); 𝜌 being the (constant) fluid density (kg m-3) ; and 𝜇 being the 

dynamic fluid viscosity (kg m-1 s-1) and 𝑔 being the gravitational acceleration (9.81 m s-

2).  

 

Turbulence is primarily brought on by two aspects of the Navier-Stokes equations 

(Talstra, 2011). Firstly, with a large Reynolds value, Re (= 𝒰ℒ/(𝜇/𝜌)  > 2000, where 𝒰 

and ℒ are the velocity and characteristic length, respectively), a flow problem can become 

hydrodynamically unstable (Nieuwstadt et al., 2016) and display turbulent behavior. 

Secondly, even in cases where the initial flow field did not contain rotation, viscous forces 

coupled with no-slip boundary conditions may introduce rotation (vorticity) into the 

velocity field (Talstra, 2011). As a result, a turbulent flow field includes vortices or 

"eddies" due to the presence of vorticity and turbulence is considered a 3D phenomenon 

(Talstra, 2011). In the physical sense, said vortices (coherent structures) are unstable 

and they break down into smaller vortices whereby the turbulent kinetic energy is passed 

down to the smaller scales of eddies until it reaches the smallest length scale (the so-

called Kolmogorov scales) before the energy is being transformed into heat due to 

viscosity. This is coined as the 3D energy cascade. Taking the curl of the entire equation 
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1 and defining vorticity as the curl of the velocity field (𝝎 = ∇ × 𝐮) gives the vorticity 

equation, which highlights the role of vorticity in the energy cascade:  

 
∂𝝎

∂𝑡
+ (𝐮 ⋅ ∇)𝝎 = (𝝎 ⋅ ∇)𝐮 + 𝜇∇2𝝎 

(3) 

(𝝎 ⋅ ∇)𝐮 = 𝐒𝝎 (4) 

 

Whereby 𝝎 is the vorticity vector and 𝐒 is the velocity gradient tensor (𝑺 =
1

2
(∇𝒖 + ∇𝒖T)). Of particular interest here is the first term on the right-hand side of 

equation (3, which is the vortex stretching term. This term signifies that the local vorticity 

will increase if the velocity field is stretched along the direction of the local vorticity 

vector and that energy is transferred to smaller scales of eddies (Talstra, 2011). 

   

Despite turbulence essentially being a 3D phenomenon, it is commonly found that 

turbulent flows are restricted in one of its three dimensions; often in the vertical direction 

or depth (Talstra, 2011). Hence, the flow can be considered as a shallow flow and the 

large-scale turbulence can be considered quasi-two-dimensional which differs from the 

3D turbulence dynamics. This distinction means that the vorticity vector in the vorticity 

equation (equation (3, consists of only one component (𝝎 = (0, 0, 𝜔𝑧)), perpendicular to 

the 2D velocity field (Talstra, 2011). This means that because of vertical restriction, 

vortex or velocity stretching in this perpendicular direction is not possible but instead, 

horizontal vortices can grow to length scales larger than the water depth (Broekema, 

2020); and the aforementioned vortex stretching term vanishes because the vertical flow 

velocity is negligible, such that 𝜕𝑤/𝜕𝑧 = 0. Hence, theoretically, vorticity is conserved in 

2D or shallow flows and an increase in flow depth would suggest that it allows for more 

vortex stretching (Broekema, 2020). The presuppositions elaborated above hold for the 

ideal 2D inviscid configurations (Talstra, 2011). Although the reality tends to deviate 

from this ideal, shallow turbulent flows display many 2D characteristics, hence the quasi-

2D flow behavior, where vortex stretching is hindered in the vertical direction and the 

energy dissipation capacity is strongly reduced.  

 

2.2. Horizontal shear flows  

Horizontal shear flows occur due to lateral velocity differences among fluid particles and 

the associated fluid viscosity that results in shear force. In other words, there exist 

considerable horizontal shear flows when large lateral differences in streamwise velocity 

are present. In environmental flows, said phenomena could arise due to e.g., variations in 

transverse topography (van Prooijen et al., 2005) and separation of flow downstream of 

hydraulic structures (Jirka, 2001), just to name a few. Regarding horizontal shear flows, 

two distinctions can be made, namely free and shallow shear flows. The difference is that 

the former has “infinite” depth whereas the latter has “finite” depth, therefore the 

presence of the walls and bottom friction cannot be neglected (Talstra, 2011; van Prooijen 

& Uijttewaal, 2002). 
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Horizontal shear flows are characterised by the development and expansion of horizontal 

coherent structures (2DCS) which are defined as large-scale turbulent fluid masses that 

span the full water depth (Jirka, 2001). Furthermore, the size of 2DCS often grows in the 

downstream direction, due to the phenomenon called entrainment; whereby smaller 

scales or weaker turbulence are engulfed by the large growing coherent structures. 

However, consistent with the previously elaborated confinement, the size and behaviour 

of horizontal vortices are greatly influenced by the relative shallowness of the flow (Jirka, 

2001; Talstra, 2011). For instance, Jirka (2001), suggested a theoretical upper limit for 

the size of an eddy given that larger eddies dissipate their kinetic energy more rapidly 

when their size-to-depth ratio increases.  

 

Jirka (2001) identifies three mechanisms that generate horizontal coherent structures, 

namely: 1) topographical forcing, the strongest of the three, which arises from forced flow 

separation around objects or geometric features such as groynes and weirs, resulting in 

transverse shear and return velocities that give rise to 2DCS; 2) internal transverse shear 

instabilities, which generates 2DCS due to lateral velocity differences and subsequent 

hydrodynamic instabilities without external forcing apart from bottom friction, leading 

to internal turbulence; 3) secondary instability of the base flow, weakest of the three, 

where 2DCS emerges as a backscatter of 3D turbulence structures to larger scales, often 

caused by underwater obstacles or decelerations in the base flow. In the context of the 

flow downstream of the Eastern Scheldt Storm Surge Barrier, topographical forcing is the 

dominant mechanism, although the presence of internal transverse shear instabilities 

cannot be ruled out, particularly due to the jet-like flow structure. Figure 2 provides 

illustration of these three types of 2DCS. 

 

Figure 2: Illustration of three mechanisms leading to 2DCS from the top view. a) topographical forcing; b) Internal 
transverse shear instabilities; c) secondary instability of base flow. Obtained from Talstra (2011).  
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2.3. Flow separation and recirculation zone 

Flow separation occurs when a boundary layer detaches from a confining wall surface it 

is moving parallel to, due to an adverse pressure gradient against the flow direction. 

Change in the fluid velocity, brought about by features like sharp edges (geometrical 

reasons) or flow expansions are typical causes of this phenomenon (Schiereck, 2012); the 

latter is prominent in most engineering cases whereby an adverse gradient is present due 

to deceleration of the velocity field (dynamical reasons) around flow expansion or 

artificial perturbation in the flow field (Talstra, 2011). In the case of flow separation, both 

the wall friction and pressure gradient are in opposition to the flow’s direction, which 

stops the development of the boundary layer thereby causing the flow rate near the wall 

to reduce to zero or even turn into a return flow (changes sign) (Talstra, 2011; White, 

2009). The point at which the flow rate changes sign is what is referred to as the 

separation point or stagnation point. This point, however, is highly influenced by the flow 

geometry, wall roughness and flow conditions (e.g., turbulence) (Talstra, 2011).  

 

Flow separation can occur in both laminar and turbulent flows, meaning any Reynolds 

number where boundary layers are present (Talstra, 2011). Of particular interest here is 

the concept of the boundary layer, as Simpson (2003) states that (vertical) flow 

separation occurs when the boundary layer detaches from the associated solid wall (bed). 

A boundary layer is a specific region, directly adjacent to the confining wall, where the 

flow is slower than that of the main flow. The thickness of this boundary layer depends 

on the equilibrium between the counteracting forcing terms, namely pressure gradient 

and wall shear stress. Under a favourable pressure gradient – where the pressure points 

in the mean flow direction – the boundary layer becomes narrow because of the large 

wall shear stress and velocity gradient, hence flow attachment (Figure 3a). On the other 

hand, under an adverse pressure gradient – where the pressure points against the flow 

direction – the opposite would happen which causes the boundary layer to thicken to 

become “infinitely wide”, unstable (Talstra, 2011) and eventually detaches from the flow, 

hence flow separation (Figure 3b). Flow separation is also often accompanied by a 

turbulent wake (White, 2009).  

 

 
Figure 3: The effect of pressure gradient on boundary layer equilibrium visualised a) favourable pressure gradient and 

stable boundary layer, b) adverse pressure gradient and separating boundary layer. Obtained from Talstra (2011).  
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Flow separation phenomena result in the formation of a high velocity difference between 

the incoming flow and the separation area, leading to significant turbulence and, in some 

cases, the creation of a recirculation zone (van Prooijen et al., 2005). This shear induces 

the transfer of streamwise momentum through large-scale eddies. The conservation of 

mass, combined with this momentum transfer gives rise to the emergence of a fluid 

recirculation zone, often referred to as the primary recirculation or primary gyre which 

is steady in confined flows (with sidewalls) (Uijttewaal et al., 2001). The large-scale 

eddies or 2DCS at the interface between the main inflow and the recirculation zone is 

what constitutes the so-called mixing layer which enhances the diffusivity of turbulence 

and momentum transfer at this region, from the high-velocity side to the low-velocity 

side, gradually reducing the velocity difference (Nieuwstadt et al., 2016; Talstra, 2011). 

The inception of 2DCS associated with the mixing layer is called vortex shedding and they 

grow in size and energy in streamwise direction before dissipating. In certain cases, a 

secondary gyre, flowing in the opposite direction to the primary one, may also form. The 

size of the gyre is commonly measured by the reattachment length, which represents the 

distance from the separation point to the point where the flow reattaches to the wall 

(Talstra, 2011; Uijttewaal et al., 2001). This is illustrated in Figure 4.  

 

Figure 4: Schematization of a recirculation zone and the large-scale eddies at the interface of the main inflow and the 

recirculation zone (mixing layer), downstream of a separation point (top view). Obtained from Talstra (2011). 
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2.4. Current knowledge state 

A recent field observation on the scour holes landward of the Eastern Scheldt storm surge 

barrier was performed by Broekema et al. (2018). The observations revealed that when 

the lateral velocity gradient is significant, the vertical flow separation over the sloping 

bed of the scour hole may be suppressed. This phenomenon was attributed to the 

conservation of potential vorticity and horizontal contraction of the flow, which can lead 

to a local acceleration of the flow that counteracts the adverse pressure gradient 

responsible for separating the boundary layer from the bed (Broekema et al., 2018). 

Furthermore, a self-amplifying scour mechanism was identified. Lateral velocity 

gradients lead to high velocities near the bed in scour holes through horizontal flow 

contraction, which amplifies erosion. As the contraction is directly proportional to the 

increase in (scour) depth, it maintains the scouring potential, hence the self-amplifying 

mechanism (Broekema et al., 2018). It was concluded that the character of the flow is 

determined by the combined effect of the horizontal and vertical flow structure, although 

the interaction is still being investigated.  

From Broekema et al. (2018), it was postulated that the lateral velocity gradient was one 

of the underlying causes to flow attachment. Hence, in another study, Broekema et al. 

(2019) further investigated this notion through a physical flume experiment resembling 

a flow downstream of a hydraulic structure, where a flow is constricted at one side of the 

flume upstream (to induce flow non-uniformity) of a linearly sloping bed (resembling the 

scour) that is steep enough to ensure flow separation. The obstruction and its distance to 

the edge of the slope (resembling bed protection) control the magnitude of the lateral 

velocity gradient; this is based on the understanding that the development of a mixing 

layer which widens in the streamwise direction gradually reduces the lateral velocity 

gradient (Talstra, 2011; van Prooijen & Uijttewaal, 2002).  

From the experiment, it was ascertained that two distinct flow states are present, namely 

a) vertical flow separation and horizontal divergence as well as b) vertical flow 

attachment and horizontal convergence. This is illustrated in Figure 5. In agreement with 

Broekema et al. (2018), the transition between flow attachment to flow separation was 

found to be highly influenced by the magnitude of the lateral gradient in the streamwise 

velocity, whereby the steeper it is the more likely for flow attachment to occur. 

Additionally, the former flow state, flow attachment and horizontal convergence, was 

found to have higher bed shear stress compared to the latter (Broekema et al., 2019), 

highlighting that high streamwise momentum can be advected to the bed and enhances 

scour potential.  

Broekema et al. (2019) noted that horizontal convergence and flow attachment in this 

experiment cannot be fully attributed solely to potential vorticity nor the adverse 

pressure gradient to explain the transition between the flow states but rather to the 

localized behaviour of the flow. Specifically, the interaction between the lateral velocity 
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gradient and the turbulence induced by the slope that promotes the growth of the 

horizontal recirculation zone, so large that it constricts the high-velocity side of the 

mixing layer.  

 

Figure 5: Conceptualization of the two flow states observed on the field. a) Vertically separating and diverging in the 

horizontal plane; b) vertically attaching and converging in the horizontal plane. Obtained from Broekema et al. (2018). 

 

2.5. Reynolds-Averaged Navier-Stokes (RANS) 
The RANS turbulence model is a method to model turbulent flows instead of directly 

resolving the Navier-Stokes equations. RANS is considered a statistical approach or 

description of turbulence. It analyzes the flow in two components, namely the mean and 

fluctuations, or the so-called Reynolds decomposition. The concept of Reynolds 

decomposition is explained further below, where for stationary turbulence (statistically 

steady), the flow variable of interest (e.g., 𝜙(𝑥, 𝑡))  can be represented by the sum of its 

mean (e.g., �̅�(𝑥, 𝑡)), which is a time-average over a certain sampling period, and the 

fluctuations around the mean (e.g., 𝜙′(𝑥, 𝑡)).  

 

𝜙(𝑥, 𝑡) = �̅�(𝑥, 𝑡) + 𝜙′(𝑥, 𝑡) (5) 

 

This decomposition, when incorporated into the instantaneous (momentum) Navier-

Stokes equation, results in a set of new averaged equations that introduce new unknown 

quantities, namely the Reynolds stresses.  
 

∇ ⋅ �̅� = 0 (6) 

𝜌 [
∂�̅�

∂𝑡
+ (�̅� ⋅ ∇)�̅�] + 𝜌

∂

∂𝑥𝑗
(𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ ) = −∇�̅� + 𝜇∇2�̅� 

 

(7) 
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As can be seen above, this introduces an additional term 𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ , known as the turbulent 

stress tensor or more commonly known as the Reynolds stress tensor. Rearranging the 

averaged momentum equation yields the following:  

 

𝜌 [
∂�̅�

∂𝑡
+ (�̅� ⋅ ∇)�̅�] = −∇�̅� + ∇i ⋅ 𝜏𝑖𝑗 

(8) 

Where the viscous stress, 𝜏𝑖𝑗 = 𝜇 (
∂𝑢𝑖

∂𝑥𝑗
+

∂𝑢𝑗

∂𝑥𝑖
) − 𝜌(𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ ) (9) 

 

The whole procedure presented above resulted in a total of six additional unknown 

independent stresses introduced into the governing Navier-Stokes equations due to the 

averaging process, resulting in more unknowns than equations (Hanjalic, 2004). Hence, 

the equations presented above are not a closed system; the so-called turbulence closure 

problem (the number of unknowns is larger than the number of equations) (Hanjalic, 

2004; Molland & Turnock, 2007). To represent these stressors in terms of known values, 

a closure process is thus necessary. Turbulence closure modelling, a technique commonly 

used, uses a set of mathematical equations to provide values to the unknown variables 

and offers an engineering approximation of the effect of turbulence on the mean-flow 

field (Hanjalic, 2004; Molland & Turnock, 2007; Pereira et al., 2021). This particular 

approach makes RANS a more computationally efficient choice than LES or DNS as it 

models both large and small eddies simultaneously instead of resolving them; hence its 

popularity in industrial and engineering applications. However, this comes at a cost of 

modelling accuracy, since all turbulence scales are equally represented and time-

averaged (Hanjalic, 2004; Molland & Turnock, 2007; Pereira et al., 2021). Hence, the 

applicability of RANS can be limited (Pereira et al., 2021).  
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3. Numerical Methodology 
 

In this section, the methodology employed in this study is elaborated. It follows the 

procedure of CFD analysis as proposed by Molland and Turnock (2007) as well as 

Faragher (2004), whereby the overall process is defined into three main stages, namely:  

 

1) Pre-processing: this includes understanding the problem, specifying the 

geometry, turbulence closure model, computational mesh, initial and boundary 

conditions 

2) Solution: this includes running the CFD solver and monitoring for convergence 

3) Post-processing: this may include needing to refine the mesh, perform sensitivity 

studies, analysis and interpretation of the obtained solution.  

 

3.1. Model selection 
This study will be performed with the open-source CFD software OpenFOAM (Open-

source Field Operation and Manipulation). It employs the finite volume method (FVM) 

which is a three-dimensional application of the finite difference method, whereby the 

problem domain is discretised into finite volumes or cells in which the integral form of 

the conservation laws (e.g., mass, energy) – or in this case the partial differential RANS 

equations expressed in integral forms – are applied in each of the cells such that enough 

algebraic equations are available to approximate the physical parameters at the nodal 

locations of the finite volumes (McDavid, 2001; Neill & Hashemi, 2018; Sharif Ahmadian, 

2016). Better accuracy and stability can be achieved when solving equations in their 

integral form, especially when the problem domain contains steep gradients (i.e., 

significant derivatives) (Neill & Hashemi, 2018). Admittedly, many commercial CFD 

software packages, such as ANSYS, CFX and COMSOL Multiphysics are available. 

However, this study builds upon a model that has been partially developed with 

OpenFOAM; thereby justifying the software selection.  

 

3.2. Model Geometry 
The computational domain used in this study is consistent with the flume laboratory 

experiment setup of Broekema et al. (2019), which is illustrated in Figure 6. The glass 

flume is 14 m long, 0.4 m wide and 0.27 m deep (Broekema et al., 2019). At the inlet, a 

turbulent flow of 11 l s-1 (Qin) with Reynolds number 𝑅𝑒 = 3 ×  104 and Froude number 

𝐹𝑟 = 0.4 is imposed (Broekema et al., 2019).  

 

Two distinct features of the flume are the 1) horizontal obstruction on one side of the 

flume which gradually spans up to half the width of the flume and 2) a linearly sloping 

bed downstream of the obstruction. The former feature imposes lateral nonuniformity in 

the streamwise velocity of the flow whose magnitude is based on how far it is distanced 

from the upstream edge of the slope (LD). This is based on the understanding that the 

lateral velocity gradient gradually reduces as the mixing layer widens in the streamwise 

direction (Talstra, 2011; van Prooijen & Uijttewaal, 2002). The second feature ensures that 
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the slope steepness, 𝑖𝑏, is steep enough such that flow separation would have occurred in 

the absence of the horizontal obstruction, hence a laterally uniform flow (Broekema et 

al., 2019).  Upstream of the slope, the water depth, 𝑑𝑢, is 0.12 m whereas the downstream 

water depth, 𝑑𝑑 , is approximately 0.27 m. The channel upstream of the slope is shallower 

due to the bed being placed 0.15 m higher than its downstream counterpart, which sees 

increase in water depth over the sloping bed.  

 

For consistency's sake, this study also uses a coordinate system like that of Broekema et 

al. (2019), where the x-direction denotes the streamwise direction of the flow, the y-

direction denotes the lateral direction perpendicular to the flow, and the z-direction 

denotes the vertical direction, perpendicular to the horizontal plane. 

 

  
Figure 6: a) top view and b) side view of the flume experiment. The flume width, B, is 0.4m and the maximum width of the 
horizontal obstruction, D, is 0.5B. LD and Lu, are the distance between the horizontal obstruction and the upstream edge 

of the slope and the length of the sloping section, respectively. Water depth du = 0.12 m, dd = 0.27 m and bed level zd = 
0.15 m. Obtained from Broekema et al. (2019).  

 

3.3. Boundary Conditions 
Boundary conditions were imposed at the inlet, outlet, and walls of the computational 

domain. At the inlet, a constant velocity 𝑢, 0.25 m/s, in the streamwise-direction is 

imposed, along with a kinematic viscosity 𝑣, 10−6  m2/s, equivalent to the kinematic 

viscosity of water at 20°C, to achieve a Reynolds number of 𝑅𝑒 = 3 ×  104; similar to that 

of the experiment conditions outlined in section 3.2. In OpenFOAM, this is defined with a 

fixedValue (Dirichlet) boundary condition, meaning constant value throughout time or 

iterations. At the outlet, the zeroGradient (Neumann) boundary condition is applied for 
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the velocity, allowing the flow to freely adjust its velocity as it leaves the computational 

domain through the outlet boundary.  

 

For the velocity boundary conditions, the sidewalls and the bed were considered no-slip 

whereas the water surface was considered a slip surface. Consistent with the definition 

of no-slip boundary conditions, the walls were set to no-slip based on the presumption 

that the fluid layer's velocity and the boundary's velocity are the same; hence no 

movement or slip between them. In other words, the fluid velocity is zero at the wall 

(Koshizuka et al., 2018; Rapp, 2017). The opposite applies to the slip boundary condition, 

where the velocity at the boundary is non-zero.  

 

At the walls and the inlet, a zeroGradient boundary condition is applied for the pressure 

boundary condition since no external pressure in the computational domain is imposed. 

This allows for the pressure to adjust freely to the flow conditions inside the domain. 

Regarding the former, this can be also explained by the fact that a fixed wall physically 

does not exert any force on the fluid, therefore imposing the zeroGradient boundary 

condition on the walls implies that there is no flux of pressure across the walls. At the 

outlet, a fixedValue of 0 is imposed for the pressure; often this is interpreted as a reference 

value such as the atmospheric pressure. Additionally, the turbulent kinematic viscosity 

(𝑣𝑡) at the outlet and inlet is calculated from the turbulence closure model while those at 

the vicinity of the walls are calculated using a wall function, as will be explained further 

in Section 3.8. The boundary conditions applied for the simulation are summarized in 

Table 1. 

 
Table 1: Overview of the modelling boundary conditions. 

Boundary 𝑢 (m/s) 𝑃/𝜌 (m2/s2) 𝑣𝑡  (m2/s)  

Inlet fixedValue (0.25) zeroGradient Calculated 

Outlet zeroGradient fixedValue (0) Calculated 

Free surface slip zeroGradient NutUBlendedWallFunction 

Side walls noSlip zeroGradient NutUBlendedWallFunction 

Bottom wall noSlip zeroGradeint NutUBlendedWallFunction 

 

3.4. Computational mesh 
The generation of mesh alludes to subdividing the whole flow domain into a discretised 

continuous finite volume, or the so-called grid or mesh. In performing a CFD analysis, the 

mesh-generation process needs to balance: 1) the need to improve solution accuracy by 

using a higher number of cells in certain regions of the flow where the flow parameters 

change rapidly, 2) the need to have a domain large enough such that the boundary 

conditions will not impact the solution negatively and 3) the need to obtain a solution 

within a feasible time frame (Molland & Turnock, 2007).  
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The meshing of the computational domain, as elaborated in Section 3.2, was 

accomplished using the blockMesh utility from OpenFOAM. This utility generated a 

structured rectangular hexahedral mesh throughout the domain. The computational 

domain was discretized into eight distinct blocks to facilitate the meshing process (see 

Figure 7). The mesh density was appropriately biased to allocate a higher concentration 

of cells in the regions of interest, namely after the horizontal obstruction and over the 

slope (block 2 – 5 in Figure 7 and Figure 8). These areas are critical as they exhibit 

significant flow gradients where flow separation or attachment occurs. The 

implementation of mesh biasing serves the dual purpose of optimizing computational 

resources and accurately capturing the flow characteristics of interest. To minimize the 

simulation time, the length of the computational domain is shortened to 8 m instead of 

14 m, encompassing 4 m downstream and upstream of the upstream edge of the slope.  

 

 
Figure 7: The discretization of the computational domain into eight different blocks including the name of the faces. Figure 

is not to scale.  

 

Furthermore, the domain was subdivided into six divisions, each assigned specific names 

for their corresponding faces: inlet, outlet, right and left sidewall, upper-wall 

(representing the water surface), and lower-wall (representing the bottom surface or 

bed); shown in Figure 7. It is worth noting that the water surface employs the so called 

rigid-lid assumption, whereby the deformation of the water surface is not modelled.  
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Figure 8: Side view of the computational mesh showing higher mesh density after the horizontal obstruction and over the 

slope given these are the flow regions of interests.  

 

Four different mesh resolutions were tested to assess the grid independence as detailed 

in Section 4.1. These resolutions, presented in Table 2, undergo successive refinements. 

The eight distinct blocks were interconnected and require an equal number of cells in the 

spanwise and vertical direction between the blocks. Consequently, the refinement in this 

study primarily stems from enhancing the grid resolution in these directions, while 

maintaining a constant cell size of 1 cm in the streamwise direction, except for the biased 

portion, which is approximately 0.5 cm, providing a finer resolution around the slope. 

 

In the coarse mesh resolution, upstream of the obstruction, the unit grid cells measure 1 

cm in the spanwise and vertical direction (block 0 in Figure 7). As the channel narrows 

due to the obstruction, the spanwise cell size reduces to 0.5 cm and remains consistent 

further downstream (block 1-7 in Figure 7). However, as the channel gets deeper, the 

vertical resolution becomes coarser, reaching a cell size of 2.25 cm in the deeper part of 

the channel (block 4-7 in Figure 7). Therefore, to address the coarser vertical grid 

resolution, refinements were implemented in the vertical grid, resulting in the medium-

resolution mesh. This mesh refines the vertical grid, with a cell size of 1 cm in the deeper 

part of the channel and 0.44 cm in the shallow part upstream of the slope.  

 

The fine-resolution mesh further refines the vertical grid to achieve a unit grid cell size 

of approximately 0.65 cm and 0.29 cm in the deep and shallow part of the channel, 

respectively; bringing it closer to the spanwise resolution. It was later found that the 

result between the medium and fine mesh did not exhibit significant improvement, 

suggesting that grid independence in the vertical direction had been achieved. Finally, the 

extra-fine mesh refines the spanwise grid of the fine mesh, resulting in unit grid cell sizes 

of 0.67 cm upstream of the obstruction and 0.33 cm downstream.  
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Table 2: Grid or mesh resolutions and the respective number of cells tested to achieve grid independence. 

Grid type Number of Cells 

Coarse 609,600 

Medium 1,447,200 

Fine 2,082,800 

Extra Fine 3,050,400 

 

3.5. Numerical Algorithm 
In this study, two numerical (𝑝 − 𝑢 coupling) algorithms to solve the RANS equations 

were evaluated, namely the SIMPLE (Semi-Implicit Method for Pressure-linked 

equations) (Caretto et al., 1973) and PIMPLE algorithm. The PIMPLE algorithm is a 

combination of the classical SIMPLE and PISO (Pressure Implicit Splitting of Operators) 

(Issa, 1986); hence the merged acronym. The SIMPLE algorithm was intended for steady 

state simulations, where a pressure correction term is used while the velocity corrections 

are neglected. SIMPLE requires a lot of iterations to arrive at a convergent solution. On 

the other hand, the PISO algorithm was designed for transient simulations and repeatedly 

solves the pressure correction equation, updating the velocities in the process with 

velocity correction. Hence, the PIMPLE algorithm, being a combination of the two, is best 

imagined as the SIMPLE algorithm being applied for every time step. In other words, the 

PIMPLE algorithm allows for specifying the number of outer corrector loops or iterations 

to be performed within each time step before progressing to the next, continuing until 

the final time step is reached. This unique characteristic of the PIMPLE algorithm enables 

the use of larger time steps and Courant numbers greater than one without 

compromising the stability of the solution.  

 

3.6. Solver Details 
The numerical solution of the equations involved the utilization of various approaches 

within the solver. In terms of time discretization, the backward scheme, a second-order 

implicit time scheme, was employed for the PIMPLE algorithm, while a steady-state time 

scheme was used for the SIMPLE algorithm, as there is no time derivative involved. 

 

Both the PIMPLE and SIMPLE solvers employed the “Gauss linear” numerical approach 

for resolving the gradients. The term “Gauss” refers to the finite volume discretization 

based on Gaussian integration, while "linear" represents the interpolation scheme, 

specifically linear interpolation or central differencing. To address the Laplacian 

schemes, the “Gauss linear corrected” scheme was chosen. For the pressure solution, the 

Diagonal Incomplete-Cholesky (DIC) Gauss Seidel smoother in combination with the 

Geometric Algebraic Multi-Grid (GAMG) solver was applied. As for the other quantities, 

such as 𝜀, 𝜔 and velocity components, the smoothSolver with Symmetric Gauss Seidel 

smoother was applied. Furthermore, all convective terms were discretized using second-

order schemes.  
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Within the PIMPLE algorithm, the value of nCorrectors was set to 2, indicating that the 

pressure equation and momentum corrector were solved twice for every time step. The 

number of nNonOrthogonalCorrectors was set to 1 to correct for non-orthogonality by 

repeating the pressure equation once. Under-relaxation with a value of 0.9 for all 

variables was used in both algorithms for stability. The maximum number of iterations 

for the SIMPLE algorithm was set to 10,000 for all cases, as a preliminary run of 50,000 

iterations revealed that convergence did not improve after 10,000 iterations. For the 

PIMPLE algorithm, the time-step of the simulation were indirectly specified through a 

maximum Courant number as OpenFOAM automatically adjusted the time-step in 

accordance with changes in field values and local mesh size. A Courant number of 3 was 

used for all cases. One additional simulation was performed with a Courant number of 

0.7 to assess its influence on the solution.  

 

3.7. Turbulence closure model 
The utilization of turbulence closure models is an integral part of implementing a RANS 

turbulence model, as was explained above in section 2.5. In this study, a pair of two-

equation turbulence closure models will be tested. These are the 𝑘 − 𝜀 and 𝑘 − 𝜔 SST, 

which are argued to be some of the most used turbulence models in engineering practices 

(Brown et al., 2016; Norton et al., 2010). These turbulence closure models are based on 

the eddy-viscosity concept, where the Reynolds stresses are based on the Boussinesq 

eddy viscosity assumption; meaning that they are approximated similarly to that of the 

viscous stress of an isotropic fluid (Baker et al., 2019; Hanjalic, 2004; Lü et al., 2021), 

whereby the Reynolds stresses are proportional to the mean rates of deformation hence 

it carries the isotropic assumption (Versteeg & Malalasekera, 2007): 

 

𝜏𝑖𝑗 = 𝜌(𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ ) = 𝜇𝑡 (
∂�̅�𝑖

∂𝑥𝑗
+

∂�̅�𝑗

∂𝑥𝑖
) −

2

3
𝜌𝑘𝛿𝑖𝑗 (10) 

 

Where 𝜇𝑡 is the eddy or turbulent viscosity, 𝑘 being the turbulent kinetic energy per unit 

mass and 𝛿𝑖𝑗 being the Kronocker delta.  A brief description of these turbulence closure 

models is given below. 

 

3.7.1. The 𝒌 − 𝜺 model 
The 𝑘 − 𝜀 model (Launder & Spalding, 1974) is among the most widely employed 

turbulence closure model. It is a semi-empirical transport equation that assumes 

isotropic turbulence, based on the turbulent kinetic energy, k, and dissipation rate, 𝜀 

(Hanjalic, 2004). Its simplicity makes it robust in the sense that a flow solution should be 

found, but the model tends to generally underperform in transitional turbulence or 

adverse pressure conditions and is often unable to accurately replicate flow behaviour 

close to the flow separation (Brown et al., 2016; Lü et al., 2021; Wilcox, 2012). 

Additionally, it does not perform well near the wall or the viscous boundary layer (Brown 
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et al., 2016) which may require for instance a wall function or near-wall treatment as will 

be discussed in section 3.8. 

 

3.7.2. The shear-stress transport (SST) 𝒌 − 𝝎 model 
The 𝑘 − 𝜔 SST model (Menter, 2012) is a mix of the 𝑘 − 𝜀 and 𝑘 − 𝜔 models. It addresses 

the weakness of the basic 𝑘 − 𝜔 model for being overly sensitive to the free stream while 

maintaining its advantage in the near-wall regions. This was done using an empirical 

blending function, resulting in the 𝑘 − 𝜔 model being applied for near-wall treatment and 

the 𝑘 − 𝜀 model in the free stream (Brown et al., 2016). Overall, this results in enhanced 

resolution of the boundary layer of viscous flow (Menter, 2012). Since it is derived from 

the standard models mentioned earlier, the 𝑘 − 𝜔 SST model also assumes isotropic 

turbulence (Menter, 2012; Brown et al., 2016).  

 

3.8. Near-wall Treatment 
Accurate modelling of near-wall physics may require the implementation of near-wall 

treatments. The 𝑘 − 𝜀 model, for instance, cannot be applied in regions where viscous 

effects are dominant but can be overcome with wall functions (Lü et al., 2021). 

 

In near-wall flows, the position within the boundary layer is commonly expressed in 

nondimensional form y+. It represents the distance normal to the wall and is associated 

with the local Reynolds number; hence the magnitude of y+ also depends on the Reynolds 

number (Molland & Turnock, 2007; Nieuwstadt et al., 2016; Pope, 2000). The 𝑦+is calculated 

as 𝑦+ = 𝑦𝑢𝜏/𝑣, where 𝑢𝜏 is the wall friction velocity derived from the wall shear stress 

(𝜏𝑤) as the velocity at the wall is zero (𝑢𝜏 = √𝜏𝑤/𝜌,) with 𝑦 and 𝑣 being the absolute 

distance from the wall and the kinematic viscosity, respectively. Additionally, the 

variation of dimensionless tangential velocity close to the wall is expressed as 𝑢+ = 𝑢/𝑢𝜏.  

The near-wall flows exhibit a multi-layered structure following the universal law of the 

wall and the value of 𝑦+ characterizes the flow regime near the wall. This structure 

consists of the laminar (viscous) sublayer (𝑦+ < 5) close to the wall where the viscous 

stress dominates; the buffer layer (5 < 𝑦+ < 30) where the viscous and turbulent stress 

are roughly equal; the logarithmic (inertial) layer (30 < 𝑦+ < 200) where the turbulent 

stress dominates (Molland & Turnock, 2007; Nieuwstadt et al., 2016; Pope, 2000).  

 

To address near-wall physics, two approaches are commonly employed: wall functions 

and near-wall modelling strategies. Wall functions utilize empirical equations fitted to 

the near-wall flow behaviour to reproduce the flow behaviour in the viscous layer and 

the logarithmic layer using linear and logarithmic function, respectively. At the viscous 

sublayer, the fluid is dominated by the viscous effect while the Reynolds shear stress is 

negligible, hence the linear relation 𝑢+ = 𝑦+. In the logarithmic layer, the turbulence 

stresses dominate which varies logarithmically with distance 𝑦, hence the logarithmic 

function 𝑢+ = ln (𝐸𝑦+)/𝜅; where 𝜅 is the von Karman constant defined as 0.41 and 𝐸 

being an empirical wall roughness coefficient defined as 9.8 in OpenFOAM. Examples of 
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such wall functions include the standard wall function (Launder & Spalding, 1974) and the 

non-equilibrium wall function (Kim et al., 1995).  

 

On the other hand, near-wall modelling employs high-resolution meshes in close 

proximity to the wall, enabling the boundary layer profile to be resolved all the way to 

the wall. In this approach, the first cell centroid is ideally placed within the viscous 

sublayer (preferably 𝑦+ < 1) (Lü et al., 2021). The near-wall region is characterized by 

high velocity gradient due to the no-slip boundary condition at the wall, resulting in a 

velocity profile that transitions from zero at the wall to the free stream value away from 

the wall. Consequently, it is common practice to gradually refine the mesh size near the 

wall, ensuring that the modelled flow velocities that are linearly interpolated between 

cell centroids capture the velocity variations and steep gradients accurately. This is 

illustrated in Figure 9. Near-wall modelling strategies often require significantly higher 

computational time due to the higher cell count and finer resolution near the wall. 

Additionally, the increased mesh resolution near the wall can lead to cells with high 

aspect ratios and skewness, potentially compromising mesh quality and overall solution 

accuracy. 

 

 
Figure 9: Two different methods of addressing the near-wall physics. (a) Resolved through near-wall modelling with high -

resolution meshes near the wall; (b) Wall function. The red dots inside the squares represent the cell centroids. Obtained 

from Fluid Mechanics 101 (2019) 

In this study, both near-wall treatments are considered. The near-wall modelling strategy 

was employed in the vertical direction for all mesh resolutions, as depicted in Figure 10, 

by inflating the mesh in the vertical direction for all mesh resolutions. Wall function was 

applied to the sidewalls, except for the case of medium mesh with side-wall refinements 

where the side walls are also inflated. The so-called nutUBlendedWallFunction wall 

function in OpenFOAM was used which provides turbulent kinematic viscosity from the 

velocity and a blending method between the laminar sub-layer and the log region. The 

inflated side walls were implemented using the snappyHexMesh utility from OpenFOAM, 

as illustrated in Figure 11, specifically for the mesh with side-wall refinements. In this 

specific mesh configuration, mesh biasing around the slope as explained in Section 3.4 
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was omitted due to challenges faced by the snappyHexMesh utility in incorporating the 

inflated sidewall layers when mesh biasing was included.  

 

 
Figure 10: Inflated mesh on the z-direction for all the mesh 

 

 
Figure 11: Side-wall refinement using OpenFOAM utility snappyHexMesh, for the medium mesh with sidewall refinements. 

 

3.9. Monitoring Convergence 
Convergence in numerical processes can be defined as the alignment of the numerical 

solution with the actual solution of a partial differential equation, given specific initial 

and boundary conditions (Faragher, 2004; Molland & Turnock, 2007; Tu et al., 2018). It is 

characterized by two key aspects: stability and consistency. Consistency refers to the 

accuracy of the approximation of the partial differential equations, leading to reduced 

truncation errors and enhanced precision with grid or time-step refinement. Truncation 

error measures the accuracy of the approximation as well as the rate at which the error 

lowers with further grid or time-step refinement (Tu et al., 2018). Stability, on the other 

hand, pertains to the behaviour of errors. If the errors do not diverge during 

computations, the numerical solution is deemed stable. In the context of iterative 
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techniques, stability corresponds to a non-diverging (converging) solution (Tu et al., 

2018). 

 

In a CFD analysis, the system often iteratively solves the aforementioned algebraic 

equations; hence, the term iterative convergence. This iterative convergence is tracked 

by monitoring the imbalances or errors in the system, commonly referred to as residuals. 

As the numerical process progresses, the residuals should decrease up to the defined 

threshold or tolerance to achieve satisfactory convergence (Tu et al., 2018). Hence, a 

convergence criterion was established for this study, where the solver was considered 

converged when the residuals of variables such as the velocity components, pressure, and 

turbulent kinetic energy, just to name a few, reached magnitudes on the order of 𝑂(10-6). 

 

3.10. Simulation cases  
To address the research question, outlined in Section 1.3, a series of simulations were 

conducted with the two selected turbulence closure models under two different slope 

steepness and varying distance LD – all other simulation domain aspects remained the 

same. In t 

 

With a steepness of 1:2 and LD of 0.4 m, flow attachment was observed in the experiment 

but not when LD was 0.7 m (Broekema et al., 2019). As this was the only scenario in which 

flow separation occurs in laterally non-uniform flow (Broekema et al., 2019), further 

investigation of these two cases was performed to shed light on how flow attachment is 

affected by the upstream flow field and allows for analysis of the flow structure. 

Following the nomenclature introduced by Broekema et al. (2019), these cases are 

denoted as S2A (slope 1:2, attached flow) and S2D (slope 1:2, detached flow). Additional 

runs were also performed under a different slope angle, 1:4, referred to as case S4A (slope 

1:4, attached flow) to examine the influence of slope steepness on the flow field and flow 

attachment. These abbreviations are summarized in Table 3. These geometric 

configurations are analogous to a select few cases investigated by Broekema et al. (2019) 

so that a direct comparison between this study and theirs can be made. All in all, the 

investigated cases provided a systematic approach to investigating the influence of 

varying slope steepness and distance of obstruction to the upstream edge of the slope on 

the flow field at the slope.  

 
Table 3: Overview of the selected number of cases and its abbreviations. Case S2A (read: slope 1:2, attached flow), S4A 

(read: slope 1:4, attached flow), S2D (read: slope 1:2, detached or separated flow). 

Slope steepness LD (m) Vertical flow state Abbreviation 

1 in 4 (14) 0.4 Attached S4A 

1 in 2 (26.5) 
0.4 Attached S2A 

0.7 Detached (separated) S2D 

 

A detailed overview of the simulation runs conducted with the SIMPLE and PIMPLE 

algorithms can be found in Table 4 and Table 5, respectively. For the simulations 
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performed with the SIMPLE algorithm, each turbulence closure model was tested across 

all mesh resolutions while simulations performed with the PIMPLE algorithm uses only 

the 𝑘 − 𝜔 SST. This stems from the fact that the 𝑘 − 𝜀 model works only with 𝑦+ > 30, 

which puts heavy reliance on wall functions to represent the near-wall flows. Versteeg 

and Malalasekera (2007) noted the inadequacy of using wall functions in situations 

involving boundary layer separation (e.g., due to adverse pressure gradients) whereby 

they emphasised that the log-law based wall functions do not yield accurate predictions 

of the velocity profile in such cases and recommended to directly resolve the viscous 

sublayer (Constantinescu et al., 2003). Moreover, it is acknowledged that the 𝑘 − 𝜔 SST 

exhibits better performance than the 𝑘 − 𝜀 model when encountering adverse pressure 

gradient, enabling more accurate representation of flow separation (Hanjalic, 2004; 

Menter, 2012; Versteeg & Malalasekera, 2007; Wilcox, 2012). Since the PIMPLE algorithm 

takes significantly longer computational time to run, conducting a sensitivity analysis on 

the wall functions employed was not feasible within the time frame of this thesis. Hence, 

the 𝑘 − 𝜔 SST model was used. 

 
Table 4: Overview of the SIMPLE simulation runs, performed across all mesh resolutions. 

No. Turbulence closure model Slope steepness LD (m) 

1 

𝑘 − 𝜀 
1 in 2 (26.5) 

0.4 

2 0.7 

3 1 in 4 (14) 0.4 

4 

𝑘 − 𝜔 SST 
1 in 2 (26.5) 

0.4 

5 0.7 

6 1 in 4 (14) 0.4 

 

 
Table 5:Overview of the PIMPLE simulation runs. All cases were performed with the 𝑘 − 𝜔 SST. 

No. Mesh Resolution Slope steepness LD (m) 
Courant 

number 

1 

Medium 
1 in 2 (26.5) 

0.4 3 

2 0.7 0.7 

3 0.7 3 

4 0.8 3 

5 1.0 3 

6 1 in 4 (14) 0.4 3 

7 
Medium with side wall 

refinements 

1 in 2 (26.5) 
0.4 3 

8 0.7 3 

9 1 in 4 (14) 0.4 3 

10 

Fine 
1 in 2 (26.5) 

0.4 3 

11 0.7 3 

12 1 in 4 (14) 0.4 3 

13 Extra Fine 1 in 2 (26.5) 0.4 3 
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4. Results  
 

This chapter provides an overview of the result obtained using the PIMPLE algorithm. 

Simulations with the SIMPLE algorithm highlighted challenges in achieving convergence 

and accurately capturing the transient flow phenomena of interest. These difficulties 

were likely attributed to the inherent transient nature of the phenomena. These unsteady 

characteristics manifest as persistent fluctuations in the flow field from one iteration to 

the next, which prevents the residuals from reaching the desired level as the solution 

attempts to reach for a steady state that does not exist due to the inherently unsteady 

flow separation process. Results from the SIMPLE algorithm is presented in Appendix A. 

Consequently, the adoption of the PIMPLE algorithm, a transient solver, was deemed 

appropriate. The obtained results will be presented and discussed, with particular 

emphasis on comparing them with the available measurement data of Broekema et al. 

(2019). 

 

4.1. Grid independence  

One way to assess and confirm the accuracy of the model is to obtain solutions on grids 

that have undergone successive grid refinements (grid convergence) and ensure that the 

solution has not altered because of the subsequent refinements (Tu et al., 2018). In other 

words, the mesh must be refined to eliminate the errors resulting from the mesh design 

until the obtained results reveal no changes. As outlined in Table 2, several grid 

resolutions were considered. The obtained velocity data form each grid resolution is used 

as a metric for this grid independence study where the depth-averaged and time-

averaged velocity data is compared with the measurements.   

 

Looking at the time-depth-averaged velocity profile (Figure 12), it is apparent that the 

fine mesh closely resembles the measured data, as anticipated given the higher cell count 

and improved resolution. Here, case S4A is used as an example; other cases are presented 

in the Appendix B. However, a contrasting trend was observed when evaluating the time-

averaged Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) of the 

velocities over the domain where measurements were made (Table 6). Surprisingly, the 

errors exhibited a slight increase with each successive grid refinements from medium to 

fine for all cases, contrary to the expected trend of error reduction as observed in the 

depth-averaged velocity profile. This discrepancy suggests the presence of other 

contributing factors or errors that, when depth-averaged, mask the underlying error in 

the solution. 
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Figure 12: Lateral mixing layer profiles of the depth-averaged streamwise velocity of various mesh resolutions and the 

measurements, as a function of streamwise distance. The model results are presented as round markers whereas the 

measurements are plotted in both solid lines (fitted hyperbolic-tangent profile) and round markers (measured) for cases PB 

and S4A. The top panel guides the reader regarding the position of the slope.  

 

Upon careful examination, it was identified that a minor oversight in the meshing process 

contributed to this observation. Specifically, the same mesh inflation ratio in the vertical 

direction was applied across the successive refinements. The inflation ratio being the 

ratio between the lengths of the first and last cell being inflated. Consequently, when 

combined with cell refinements, it led to the generation of very small cells as reflected by 

the significantly higher aspect ratio and numerous cells that were nearly planar, with 

their volume being small compared to their area; the so-called cells with small 

determinants in OpenFOAM. As a result, the mesh quality deteriorated and so does the 

solution. This is also reflected by the 𝑦+, whereby the minimum 𝑦+ value of the fine and 

extra fine mesh is of one and two orders of magnitude smaller than the medium mesh, 

respectively. It is worth noting that the medium mesh already exhibited a small  𝑦+ (=

10−2). Additionally, the user-defined time-step was not reduced with the successive mesh 

refinements. The exact impact of this oversight is difficult to gauge due to OpenFOAM’s 

adaptive time-steps which adjusts or overwrites the time-step based on changes in the 

field values and local mesh sizes when the simulation is running, indirectly defined by the 

maximum Courant number. Overall, the oversight in the meshing process, coupled with 
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the consequences it imposed on the mesh quality and the time-step likely played a role in 

the observed deviation.  

 

As for the medium mesh with side-wall refinements, the higher error is attributed to the 

high mesh skewness and non-orthogonality. Furthermore, the meshing process 

encountered limitations with the utility snappyHexMesh, which hindered a smoother 

transition between the wall-refined region and the main flow; hence the interpolation of 

the steep velocity gradient as you would expect from near-wall modelling strategies may 

have been compromised, introducing additional errors to the solution.  Additionally, the 

refinements applied towards the wall was not sufficient, as evidenced by many of the first 

cell centres in the high-velocity regions having a 𝑦+ between 5 and 30 (5 < 𝑦+ < 30). 

This indicates that these cells lie in the buffer-region as opposed to the viscous sublayer, 

leading to further inaccuracies. Meanwhile, in the same region, the medium mesh has a 

𝑦+ > 30, which places the cells in the logarithmic region, which can be represented well 

by the wall functions.  

 

All in all, due to time constraints within the scope of the thesis, it was not feasible to 

rectify the identified issues by conducting additional runs with a finer mesh 

configuration. Consequently, the decision was made to proceed with the medium mesh 

and Courant number of three for further analysis.  

 
Table 6: The mean absolute error (MAE) and root mean square error (RMSE) of the time-averaged flow velocities between 

the numerical model and measurements. 

Grid type 

Case S4A Case S2A Case S2D 

MAE 

(m/s) 

RMSE 

(m/s) 

MAE 

(m/s) 

RMSE 

(m/s) 

MAE 

(m/s) 

RMSE 

(m/s) 

Medium 0.044 0.062 0.049 0.073 0.10 0.15 

Medium with side 

wall refinements 
0.062 0.085 0.062 0.087 0.13 0.17 

Fine 0.062 0.073 0.060 0.087 0.13 0.18 

Extra Fine   0.062 0.098   
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4.2. Monitoring convergence 
The residuals of the velocity components, pressure, k, and ω are examined to assess the 

convergence behaviour. For this analysis, case S2A is selected as an example, as depicted 

in Figure 13. The figure consists of two panels: the top panel displays the initial residuals 

in each time-steps, while the bottom panel shows the iterations performed within the 

respective time step. For readability, only the first 30 time-steps are shown. The results 

demonstrate that the PIMPLE algorithm successfully achieved the desired convergence 

level at every time step, as indicated by the iterations performed. This observation 

supports the earlier hypothesis derived from the SIMPLE simulation, which suggested 

that the inability to reach convergence was likely attributed to the unsteady nature of the 

flow phenomena. By employing the PIMPLE algorithm, which accounts for the 

unsteadiness of the flow, convergence was effectively attained. 

 
Figure 13: Residuals plot of the velocity components, pressure, k and ω over the first 30 time-steps of case S2A. The upper 

panel shows the initial residual in every time step and the bottom panel shows the final residual derived from the outer 

corrections or iterations within each time step, showing convergence is achieved at every time step.  
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4.3. Comparison of the RANS simulation result with experimental data 
In this section, the validation of the RANS simulation utilizing the PIMPLE algorithm is 

conducted by comparing the data obtained from the medium-resolution mesh model 

with the experimental data of Broekema et al. (2019). The investigation begins with an 

analysis of the time-averaged velocity field, followed by the pressure field, time-depth-

averaged horizontal mixing layer dynamics and the examination of time-averaged 

turbulent kinetic energy (TKE).  

 

4.3.1. Time-averaged flow  
The comparison of the modelled time-averaged flow velocity field with the measurement 

data was performed for all cases. The model requires the first 100 seconds of the 

simulation time for the flow to be fully developed. Therefore, the averaging is carried out 

beyond this time duration. Moreover, the resolution of the simulation is higher than that 

of the interpolated measurement data. To ensure a fair comparison, the simulation data 

is appropriately interpolated to achieve a resolution similar to that of the measurements.  

 

Case S4A and S2A 
First, the observed flow fields from the vertically attaching case are analysed (S4A and 

S2A). As depicted in Figure 14 and Figure 15, it is apparent that when the flow remains 

vertically attached to the slope, a notable convergence is observed in the high-velocity 

side of the flow. Additionally, both cases exhibit horizontal flow separation in the low-

velocity side of the flow; namely at the edge of the obstruction where a horizontal 

recirculation zone is present as also observed by Broekema et al. (2019) as well as earlier 

lateral expansion studies conducted by Talstra (2011).  
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Figure 14: The three-dimensional representation of the time-averaged flow field, where the flow remains attached to the bed 

(case S4A). The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour bar represents 

the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 

 
Figure 15: The three-dimensional representation of the time-averaged flow field, where the flow remains attached to the bed 

(case S2A). The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour bar represents 

the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation.  
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The accuracy of the numerical simulations was assessed by comparing the time-averaged 

flow field with the available measurement data. The quantitative differences between the 

simulation results and the measurements for cases S4A and S2A are illustrated in Figure 

16 and Figure 17, respectively, where the simulated data was subtracted from the 

measured data. The presented results reveal certain trends regarding the velocity 

distribution in the simulated flow compared to the measurements. The simulation tends 

to overestimate the velocity on the high-velocity side of the flow while underestimating 

it on the low-velocity side, which this research hypothesises to be caused by inadequate 

turbulence production and mixing between the two velocity regions. Furthermore, due 

to the absence of experimental measurements taken upstream of the downstream edge 

of the horizontal obstruction, it is difficult to assess whether the simulation agrees well 

with the measurements in that region. However, notably, at 𝑥/𝐷 = 0, minimal differences 

are observed, suggesting that the upstream flow field of the model is in good agreement 

with the measurements but starts to differ downstream of the horizontal obstruction.  

 

 
Figure 16: The deviation of the model (measurement - simulation) of the three-dimensional time-averaged flow velocity 

field, where the flow remains attached to the bed (case S4A). The colour bar denotes the difference in the magnitude of the 

mean velocity between the measurement and the model (|�̅�|𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 − |�̅�|𝑚𝑜𝑑𝑒𝑙).   
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Figure 17: The deviation of the model (measurement - simulation) of the three-dimensional time-averaged flow velocity 

field, where the flow remains attached to the bed (case S2A). The colour bar denotes the difference in the magnitude of the 

mean velocity between the measurement and the model (|�̅�|𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 − |�̅�|𝑚𝑜𝑑𝑒𝑙).   

Moreover, a consistent overestimation of velocity is observed at the sharp edge of the 

obstruction, with deviations of up to 0.2 m/s. This discrepancy can be attributed to 

several factors, including the acceleration of the flow near the contraction, the influence 

of the wall, and the inherent limitations of the model in accurately capturing the flow 

behaviour around sharp edges. These factors collectively contribute to the observed 

differences between the simulated and measured velocities in the vicinity of the 

obstruction's sharp edge. Furthermore, although generally the vertical profile of the flow 

field on the high-velocity side is uniform, the flow near the bed over the slopes in both 

cases is underestimated, as indicated by the red patches of colour in in Figure 16 and 

Figure 17, which is likely due to the time-averaging of the flow which is highly unsteady.  

It will be shown in section 4.3.3, how this influences the turbulent horizontal mixing layer 

dynamics.  

 

Case S2D 
The accurate representation of flow separation posed a challenge for the RANS 

simulation and PIMPLE solver in the case of S2D, as depicted in Figure 18. The model 

failed to capture the expected behaviour of flow separation and instead exhibited flow 
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characteristics that closely resembled the vertically attached flow observed in the other 

cases. Consequently, the flow remained vertically uniform. In contrast to the model's 

behaviour, the measurement data suggests that in the case of flow separation, the flow 

should exhibit strong divergence rather than convergence. This discrepancy is evident 

from the significant differences in velocity between the high-velocity and low-velocity 

sides of the flow, as illustrated in Figure 19. The aforementioned behaviour persisted even 

when employing finer mesh resolutions and lower Courant number of 0.7 (not shown for 

brevity), indicating that numerical factors were not solely responsible for this 

discrepancy. The case S2D was also reperformed with the 𝑘 − 𝜀 model (Appendix C), 

which also results in flow convergence and attachment, suggesting that the observed flow 

state is not due to the turbulence closure model.   

 

 
Figure 18: The three-dimensional representation of the time-averaged flow field of case S2D. The origin of the x-

axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour bar represents the magnitude of the mean 

velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 
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Figure 19: The deviation of the model (measurement - simulation) of the three-dimensional time-averaged flow velocity 

field, of case S2D. The colour bar denotes the difference in the magnitude of the mean velocity between the measurement 

and the model (|�̅�|𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 − |�̅�|𝑚𝑜𝑑𝑒𝑙).   

Broekema et al. (2019) reported that vertically separating flow was observed when the 

contraction was moved further upstream or away from the upstream edge of the slope. 

This is based on the understanding that the positioning of the contraction controls the 

magnitude of the lateral velocity gradient. Specifically, when there is a minimal lateral 

velocity gradient, the flow does not converge, and flow separation takes place. This 

observation prompted this research to investigate whether inducing flow separation is 

possible by adjusting the positioning of the contraction further upstream, thereby 

reducing the lateral velocity gradient.  

 

To investigate this hypothesis, two additional cases were considered, where the 

horizontal obstruction is moved further upstream by 0.1 m (𝐿𝐷 = 0.8 m) and 0.3 m (𝐿𝐷 =

1 m).  In line with the reference S2D case, the former adjustment (𝐿𝐷 = 0.8 m) did not 

exhibit flow separation whereas the latter adjustment (𝐿𝐷 = 1 m) resulted in vertical 

flow separation. A comparison between Figure 20 and Figure 18 reveals a slight 

divergence towards the low-velocity side of the flow because of this positioning. The flow 

fully diverges, and flow separation occurs when the obstruction is brought even further 

upstream, as shown by Figure 21. Notably, the flow is also confined to the upper part of 

the water column due to the vertical recirculation zone; much like the measurements of 

Broekema et al. (2019). A plausible explanation for this observation is that the placement 

of the obstruction further upstream allows for the mixing layer, due to the abrupt 

expansion downstream of the obstruction, to develop and widen over further distance 
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before reaching the slope. This finding insinuates that the mixing process in the model 

may be slower than in reality, potentially due to lower turbulence generation and thus 

insufficient mixing; as will be shown in Section 4.3.4. As a result, the reduction in the 

lateral velocity gradient is less pronounced, necessitating the obstruction to be placed 

further upstream for the mixing layer and turbulence to sufficiently develop to give 

enough mixing and reduction in the lateral velocity gradient, which leads to flow 

divergence and subsequently flow separation. Thus, these findings support the 

hypothesis that flow separation can be induced by reducing the lateral velocity gradient.  

 

 
Figure 20: The three-dimensional representation of the time-averaged flow field, where the obstruction is moved further 

back by 0.1m from the S2D reference case; hence an LD of 0.8m. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the 

downstream end of the obstruction. The colour bar represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. 

Obtained from the simulation. 
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Figure 21: The three-dimensional representation of the time-averaged flow field, where the obstruction is moved further 

back by 0.3m from the S2D reference case; hence an LD of 1.0m. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the 

downstream end of the obstruction. The colour bar represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. 

Obtained from the simulation. 

 

Furthermore, the flow field of case S2D displayed backflow, indicating that the outlet of 

the channel was not positioned sufficiently far from the turbulent region of the flow. 

Ideally, the outlet should be placed in a relatively steady state, away from areas of strong 

turbulence, to allow the flow to fully develop downstream and be correctly simulated 

numerically without the imposed boundary condition significantly influencing the 

solution or flow field. To address this issue, one can expand the computational domain to 

include more of the downstream geometry, minimizing the impact of the boundary 

condition on the predicted flow, or to modify the boundary conditions themselves. In this 

study, the simulation of case S2D was repeated with slight adjustments made to the 

pressure outlet boundary conditions, as will be described in Section 4.3.2. Henceforth, 

the case S2D with adjustments in the pressure boundary condition is referred to as case 

S2Dp.  
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Figure 22: The three-dimensional representation of the time-averaged flow field, where the flow separates from the bed by 

adjusting the pressure outlet boundary condition, case S2Dp. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream 

end of the obstruction. The colour bar represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from 

the simulation. 

 

The adjustment in the boundary conditions resulted in a flow behaviour that more closely 

resembled the measured data, as illustrated in Figure 22, where the flow exhibited vertical 

separation and horizontal divergence. Nonetheless, it should be noted that the simulation 

still shows notable discrepancies compared to the measurement data. As depicted in 

Figure 23, the simulation tends to overestimate the velocity in the upper part of the water 

column while underestimating it elsewhere. This discrepancy is further emphasised in 

Figure 24, which shows noticeable differences in the upper water column of the high-

velocity side between the simulation and measurements. These discrepancies can be 

attributed, at least in part, to the underestimation of the vertical mixing past the slope, 

which will be analysed further in Section 4.3.3 
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Figure 23: The deviation of the model (measurement - simulation) of the three-dimensional time-averaged flow velocity 

field, where the flow separates to the bed by adjusting the pressure outlet boundary condition (case S2Dp). The colour bar 

denotes the difference in the magnitude of the mean velocity between the measurement and the model (|�̅�|𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 −
|�̅�|𝑚𝑜𝑑𝑒𝑙).   

 

Thus, to this end, the case S2D, with flow separation, was successfully captured by using 

two methods: 1) shifting the horizontal obstruction backward, supporting the hypothesis 

of Broekema et al. (2019) that flow separation can be induced by reducing the lateral 

velocity gradient and 2) changing the pressure outlet boundary condition, which can be 

considered more of a modelling choice that results in a more accurate representation of 

the flow field. These findings provide motivation for further investigation into the 

pressure field, as detailed in the next section.  
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Figure 24: The side view of the vertically separating case (S2Dp) in the high-velocity side (y = 0.075 m), highlighting the 

difference of the upper part of the water column of the model (top) and the measurements (bottom).  

 

4.3.2. Pressure field 
Boundary layer separation is predominantly influenced by the pressure gradient. In this 

section, the time-averaged dynamic pressure (kg m s-2) of the flow field is analysed. The 

hydrostatic pressure was not accounted for due to the rigid-lid assumption adopted in 

the model. Hence, quantitative comparison with the measurement data is also not 

performed. For convenience, the dynamic pressure is expressed in mm after dividing it 

with the gravity constant (𝑔 = 9.81 m2 s-1) and the density of water (1000 kg m-3). First, 

the pressure field of cases S2A and S2Dp are compared to characterize differences in the 

pressure fields of a vertically attaching and separating flows. Next, the case S2Dp is 

compared with the reference S2D model case to highlight the improvement arising from 

the pressure outlet adjustments. Lastly, the pressure field of case S2Dp is compared with 

that of the simulation where the horizontal was pushed back to 1 m which also results in 

flow separation.  

 

As earlier mentioned, adjustments were made to the pressure boundary condition that 

allows for the simulation of vertical flow separation and diverging flow (case S2Dp). As 

opposed to setting the outlet pressure at a constant value of zero, the pressure at the 
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outlet was set to have zero gradient (zeroGradient), similar to the other pressure 

boundaries. By doing so, none of the boundaries have a fixed value, hence the value of the 

pressure in the system is indeterminate to a constant. Since in a closed incompressible 

system the pressure is relative, only the pressure range or gradient matters and not the 

absolute value. Therefore, a reference pressure value (pRefValue) of 0 was assigned to an 

arbitrary cell 0 (pRefCell) to establish a unique pressure solution. This is analogous to 

setting an integration constant for the pressure much like the previous constant value of 

zero at the outlet.  

 

Figure 25 (a,c,e) and Figure 25 (b,d,f) represent the pressure fields of case S2A and S2Dp, 

respectively. From the top view (Figure 25a and Figure 25b), it is seen that the pressure 

varies slightly in the transverse direction. On the leeside of the obstruction (𝑦 =  0.25 

m), both cases demonstrate a minor increase in pressure along the streamwise distance, 

although case S2Dp exhibits a more pronounced increase further downstream past the 

slope. Notable pressure disparities between the two cases are prominent in the high-

velocity side of the flow (𝑦 =  0.075 m). In instances where flow separation occurs, there 

is a pressure increase towards the upstream edge of the slope, which is presumably the 

separation point (Figure 25d). According to Bernoulli’s principle, as pressure increases 

with streamwise distance, the flow decelerates due to the adverse pressure gradient, 

often resulting in flow separation. Conversely, when the flow remains vertically attached, 

the pressure towards the upstream edge of the slope decreases (Figure 25c). This 

pressure decrease leads to an acceleration of the flow velocity, countering the adverse 

pressure gradient caused by the increase in depth over the slope, which is nicely 

illustrated by the shift in colour from blue to red over the slope (Figure 25c). An 

alternative chronological explanation for this flow state would be that there is a reduced 

deceleration of the flow at the slope due to the horizontal flow convergence which 

counteracts the adverse pressure gradient.  
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Figure 25: Time-averaged pressure field for case S2A (a,c,e) and S2Dp (b,d,f). (a,b) shows the top view, where the solid 

black line indicates the horizontal obstruction while the dashed black line indicates the location of the slope. The red lines 

indicate the location of the high- and low velocity side. (c,d) shows the vertical xz plane of the pressure at the high velocity 

side. (e,f) shows the vertical xz plane of pressure at the low velocity side. The yellow and blue lines in panels (c-f) indicate 

the bed and the water surface, respectively. 

 

The comparison of the pressure fields between the case of S2Dp and the case where the 

horizontal obstruction is positioned further back reveals similarities (Figure 26). 

Notably, in the latter case, a lower pressure prior to the upstream edge of the slope can 

be observed, in both the low- and high-velocity side (Figure 26b,c). As previously 

hypothesised, relocating the obstruction further upstream facilitates the development of 

the mixing layer over a greater distance, thereby reducing lateral nonuniformity. 

Consequently, this reduction in lateral nonuniformity contributes to decreased 

turbulence intensities downstream of the slope, ultimately eliminating the occurrence of 

backflow and enabling the model to capture flow separation without the need to modify 

the pressure boundary condition at the outlet.  
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Figure 26: Time-averaged pressure field for the case where the horizontal obstruction is pushed back to LD = 1 m. (a) shows 

the top view, where the dashed black line indicates the location of the slope. The red lines indicate the location of the high- 

and low velocity side of the flow. (b) shows the vertical xz plane of the pressure at the high velocity side. (c) shows the 

vertical xz plane of the pressure at the low velocity side. The yellow and blue lines in panels (b,c) indicate the bed and the 

water surface, respectively.  

 

4.3.3. Horizontal mixing layer dynamics 
This section focuses on the analysis of the downstream development of the mixing layer 

in the flow. It is well-established that in a fully developed flow, the turbulent shear layers 

exhibit a self-similar growth pattern (Townsend, 1976). Self-similarity manifests in the 

mean velocity profiles, whereby the mean velocity profiles can be expressed as a function 

of flow quantities such as, the lateral velocity differences and the width of the mixing 

layer, just to name a few, while maintaining geometric similarity across different sections 

of the flow. Hence, the possibility of describing the transverse profile of the streamwise 

velocity using a profile function (van Prooijen & Uijttewaal, 2002). In the context of a 

mixing layer, self-similarity implies a linear growth of the mixing layer with time (Ansari, 

1997). The understanding of self-similarity and the significance of mixing layers in 

various domains, such as aerodynamics and chemical mixing, have motivated extensive 

experimental investigations (Rogers & Moser, 1994) to explore the growth rates and 

shapes of self-similar profiles, among other aspects. However, there is no general 
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agreement on these problems, partly attributed to the various free-stream turbulence 

level, initial conditions, and other factors (Ansari, 1997). 

 

This study aims to investigate the self-similar behaviour of the mean flow field in the 

horizontal mixing layer using the theoretical model proposed by van Prooijen and 

Uijttewaal (2002), which assumes self-similarity in the lateral profiles of the depth-

averaged streamwise velocity. It is important to note that this model was originally 

developed after a plane bed (PB) configuration, which represents a horizontal flume 

without the influence of side walls and with constant bathymetry. In contrast, the 

scenarios examined in this study, as well as in the work of Broekema et al. (2019), 

involves lateral expansion and a sloping bed resulting in an increase in flow depth. 

Despite these differences, the theoretical model of van Prooijen and Uijttewaal (2002) 

proves to be applicable in describing the mixing layer characteristics observed in the 

study of Broekema et al. (2019). This suggests that the model captures the essential 

properties of the mixing layer, despite the variations in the flow configuration. 

Furthermore, the theoretical model has been previously validated by Talstra (2011) in 

the context of shallow lateral expansion, demonstrating good agreement with the 

observed self-similar behaviour, particularly in the near-field regions (𝑥/𝐷 < 4). Hence, 

the reliability of the theoretical model in describing mixing layer dynamics. The 

theoretical model is as follows (van Prooijen & Uijttewaal, 2002):  

  

𝑈(𝑥, 𝑦) = 𝑈𝑐 (𝑥) +
∆𝑈(𝑥)

2
tanh (

𝑦 − 𝑦𝑐(𝑥)

𝛿(𝑥)
2

) (11) 

Where:  

- 𝑈(𝑥, 𝑦) is the depth-averaged streamwise velocity. 

- ∆𝑈(𝑥) being the velocity difference over the mixing layer, defined as ∆𝑈 = 𝑈1 −

𝑈2, where 𝑈1 and 𝑈2 are the maximum and minimum velocities over the mixing 

layer, respectively. 

-  𝑈𝑐(𝑥) being the mean velocity at the centre of the mixing layer, defined as 𝑈𝑐 =

(𝑈1 + 𝑈2)/2. 

- 𝛿(𝑥) being the width of the mixing layer, defined as 
∆𝑈

𝜕𝑈

𝜕𝑦
(𝑦𝑐)

, where yc is the lateral 

centreline position of the mixing layer. 

 

Case S4A and S2A 
Figure 27 and Figure 28 depicts the depth-averaged streamwise velocity mixing layer 

profiles of the case S4A and S2A, respectively, as a function of streamwise distance of the 

model, alongside the corresponding measurement data.  

 

The comparison between the model results and the measurement data reveals a 

generally satisfactory agreement. However, a noticeable discrepancy emerges in the 

vicinity of the slope (𝑥/𝐷 ≥ 3), where the model tends to underestimate the velocity 
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compared to the measurements. It is worth noting that this is also the region where the 

measurements start to deviate from the plane bed reference, given the increase in flow 

depth over the slope. Upon reviewing the time-averaged flow (Figure 14), it becomes 

evident that the model underestimates the near-bed velocity in the proximity of the slope. 

Consequently, when considering the depth-averaged velocity, the overall flow velocity 

around the slope is diminished, leading to the observed underprediction of flow velocity 

on the high-velocity side of the mixing layer. This discrepancy highlights the influence of 

the near-bed flow dynamics on the overall flow behaviour and emphasizes the need for 

improved modelling approaches to accurately capture the flow characteristics near the 

sloping region. 

 
Figure 27: Lateral mixing layer profile of the depth-averaged streamwise velocity of the model and measurement as a 

function of streamwise distance. The measurements are plotted in both solid lines (fitted hyperbolic-tangent profile) and 

round markers (measured) for cases PB and S4A. The top panel guides the reader regarding the position of the slope. 
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Figure 28: Lateral mixing layer profile of the depth-averaged streamwise velocity of the model and measurement as a 

function of streamwise distance. The measurements are plotted in both solid lines (fitted hyperbolic-tangent profile) and 

round markers (measured) for cases PB and S2A. The top panel guides the reader regarding the position of the slope.  

In addition, van Prooijen and Uijttewaal (2002) have identified several key characteristics 

of the shallow mixing layer, including a decrease in velocity difference (∆U) downstream, 

a reduced growth rate of the mixing layer width (δ), and a displacement of the mixing 

layer centre (𝑦𝑐) towards the low-velocity side. Consequently, these specific properties 

are examined in Figure 29 and Figure 30, showcasing the results for the plane bed 

reference case, the measurement data, and the model outcomes for cases S4A and S2A, 

respectively.  

 

From Figure 29a and Figure 30a, it is observed that upstream of the slope, both the model 

and measurement data demonstrate a slight increase in velocity difference, attributed to 

the formation of the horizontal recirculation zone (Broekema et al., 2019). In case S4A, 

the velocity differences across the domain of the measurements are almost uniform, with 

a minor drop along the slope. The steeper slope, case S2A, shows a more pronounced 

drop in the measurements; likely due to the sharper increase in water depth. Consistent 

in both cases, the model exhibits a similar drop, although to a considerably greater extent, 

as it replicates the decrease in velocity differences caused by the increase in flow depth 

over the slope. In case S4A, the model continues to show a drop in velocity differences 
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over the slope, while the measurements remain relatively uniform after the initial drop. 

Interestingly, in case S2A, a recovery behaviour is observed downstream of the slope. 

 

 
Figure 29: The individual mixing layer properties of the depth-averaged streamwise velocity of case S4A. (a) The velocity 

difference between the high- and low-velocity side of the mixing layer; (b) the lateral centreline position of the mixing layer; 

(c) the velocity at the centreline of the mixing layer; (d) the mixing layer width. The error bars indicate the range obtained 

from the individual calculations from the respective time steps that were averaged over to obtain the time-averaged value. 

The solid black line represents the upstream and downstream edges of the slope.  

Looking at Figure 29b and Figure 30b, the model accurately captures the displacement of 

the mixing layer’s centreline towards the high-velocity side over the streamwise distance, 

consistent with the measurement data which is uncharacteristic of a typical mixing layer 

behaviour where the centreline displaces towards the low-velocity side (van Prooijen et 

al., 2005). This results from the need for the flow to converge over an increase in flow 
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depth to maintain the uniform vertical structure of the flow, satisfying the conservation 

of mass (Broekema et al., 2019).  

 

Figure 29c and Figure 29d (Figure 30c and Figure 30d) are best examined together. 

Following the definition of van Prooijen and Uijttewaal (2002), the growth of the mixing 

layer is influenced by the velocity difference and the lateral velocity gradient at the centre 

of the mixing layer. The measurements showed a relatively constant velocity difference 

and velocity at the centre of the mixing layer, explaining the linear growth of the mixing 

layer over the streamwise distance. However, the model results exhibit greater variations 

in the velocity difference and the velocity at the centre of the mixing layer which account 

for the non-uniform mixing layer growth. Overall, the model struggles to model 

accurately the velocity differences and hence the subsequent mixing layer width that is 

derived from it. Notably, in case S2A (Figure 30d), the mixing layer width of the model is 

smaller than the measurements downstream of the slope.  
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Figure 30: The individual mixing layer properties of the depth-averaged streamwise velocity of case S2A. (a) The velocity 

difference between the high- and low-velocity side of the mixing layer; (b) the lateral centreline position of the mixing layer; 

(c) the velocity at the centreline of the mixing layer; (d) the mixing layer width. The error bars indicate the range obtained 

from the individual calculations from the respective time steps that were averaged over to obtain the time-averaged value. 

The solid black line represents the upstream and downstream edges of the slope.  

Case S2Dp 
The lateral mixing layer profiles of the case S2Dp as a function of streamwise distance is 

illustrated in Figure 31. Notably, this case involves velocity averaging only in the upper 

part of the water column, following the approach employed by Broekema et al. (2019), 

for a fair comparison. In line with the previous scenarios, the model demonstrates good 

agreement with the lateral mixing layer profiles obtained from the measurement data 

and the plane bed reference case upstream of the slope. Furthermore, the model exhibits 

a satisfactory match with the measurement data on the leeside of the obstruction 
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whereby the velocity increases over streamwise distance demonstrating the lateral 

exchange of momentum with the main flow.  

 
Figure 31: Lateral mixing layer profile of the depth-averaged streamwise velocity of the model and measurement, over the 

upper part of the water column, as a function of streamwise distance. The measurements are plotted in both solid lines (fitted 

hyperbolic-tangent profile) and round markers (measured) for cases PB and S2D. The top panel guides the reader regarding 

the position of the slope. 

 

A substantial deviation between the measurement data and the plane bed mixing layer 

becomes apparent around the slope (𝑥/𝐷 ≥ 4). This disparity was attributed to the 

heightened energy dissipation between the mixing layer and the vertical recirculation 

zone (Broekema et al., 2019). Conversely, the model exhibits a closer agreement with the 

plane bed case, particularly on the high-velocity side of the domain. This correspondence 

supports the notion that, in the model, the development of the horizontal mixing layer in 

a separating flow case resembles that of a plane bed mixing layer without the additional 

energy dissipation between the main flow and the vertical recirculation zone (Broekema 

et al., 2019). Such observations suggest a potential underestimation of the vertical 

recirculation zone, resulting in an underestimated energy dissipation and mixing.  

 

Downstream of the slope (𝑥/𝐷 > 5), the measurement data reveal a disappearing 

horizontal mixing layer, primarily attributed to the vertical mixing of streamwise 

momentum from the main flow (Broekema et al., 2019). Interestingly, the model exhibits 

a persistent horizontal mixing layer in the downstream region, similar to the plane bed 

reference case. Figure 32d also shows a growing mixing layer width instead of 
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diminishing. This finding aligns with the argument that the numerical model 

underestimates the mixing phenomena.  

 

The disparities between the model and the measurement data also manifest themselves 

in the individual mixing layer properties, as shown in Figure 32. Consistent with the 

previous cases, the model encounters challenges in accurately representing velocity 

differences and the subsequent streamwise development of the mixing layer width. 

However, unlike the previous cases, in case S2D, the velocity differences of the model are 

higher than that of the measurement data over streamwise distance. As illustrated in 

Figure 31, the model’s velocity at the lee-side of the obstruction increases with 

streamwise distance and aligns reasonably well with the measurement data, while the 

velocity remains high in the high-velocity side of the flow. Consequently, the velocity 

difference remains high instead of decreasing as expected based on the measurements. 

This discrepancy highlights the model’s likely underestimation of turbulence and the 

associated energy dissipation between the main flow and the recirculation zone. This will 

be further investigated in Section 4.3.4. 
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Figure 32: The individual mixing layer properties of depth-averaged streamwise velocity, over the upper part of the water 

column, of case S2Dp. (a) The velocity difference between the high- and low-velocity side of the mixing layer; (b) the lateral 

centreline position of the mixing layer; (c) the velocity at the centreline of the mixing layer; (d) the mixing layer width. The 

solid black line represents the upstream and downstream edges of the slope. 

 

The fluctuative behaviour observed in the simulation, as evidenced by the presence of 

error bars, warrants careful consideration. However, it is difficult to determine the 

precise causes behind these fluctuations. It is important to recognize that the 

measurement data presented in the figures are also time-averaged quantities, which 

introduces the possibility that they too exhibit a range of values similar to those observed 

in the simulation. Additionally, most of the fluctuations happen in areas of high 

turbulence, which is around the slope. This implies that the fluctuations seen in the model 

may be attributed to the inherent variability of the flow rather than being solely a feature 

of the simulation. Another possibility is that the fluctuations arise from numerical 

instabilities inherent in the simulation methodology as the numerical model may 
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encounter challenges in accurately capturing the intricate dynamics of highly unsteady 

flows.  

 

4.3.4. Turbulence properties 
In this section, the time-averaged turbulent kinetic energy (TKE) is analysed. TKE is 

defined as the mean kinetic energy per unit mass (m2 s-2) associated with the turbulent 

eddies, governed by the following equation (Pope, 2000):  

 

𝑘 =
1

2
(𝑢𝑖

′𝑢𝑖
′̅̅ ̅̅ ̅̅ ) 

(12) 

 

Here, 𝑢𝑖
′ denotes the fluctuating components of the velocity vector in the 𝑖-th direction 

and the overbar denotes a time-averaged quantity. First, an overview of how the 

modelled and measured TKE are distributed over the domain is shown for the vertically 

attaching case (S4A and S2A) and vertically separating case (S2Dp). Subsequently, a more 

detailed analysis focuses on the variation of TKE, particularly examining its streamwise 

and spanwise development near the surface and the bed. This analysis is motivated by 

the confinement of flow to the upper region of the water column in the case of vertically 

separating flow.  

 

Case S4A and S2A 
Figure 33 and Figure 34 present the modelled time-averaged TKE alongside the TKE 

computed from the velocity measurement data of Broekema et al. (2019) for case S4A 

and S2A, respectively. It is evident that the TKE obtained from the model is consistently 

underestimated throughout the domain in both cases and that the largest differences are 

observed at locations where also the most TKE is produced, which is around the slope. 

The measurement data indicate significantly higher levels of turbulence around the slope, 

indicating that for horizontally converging flows, the presence of the slope intensifies 

turbulence fluctuations (Broekema et al., 2019); with the steeper one inducing higher 

turbulence. Although the model shows a similar trend, the difference in the modelling 

result between case S4A and S2A is insignificant to claim that the steeper slope induces 

higher turbulence.  
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Figure 33: Time-averaged turbulent kinetic energy (TKE) of the case S4A over the domain. The left panel is obtained from 

the simulation while the right panel is constructed from the measurement data of Broekema et al. (2019). 

 

 
Figure 34: Time-averaged turbulent kinetic energy (TKE) of the case S2A over the domain. The left panel is obtained from 

the simulation while the right panel is constructed from the measurement data of Broekema et al. (2019). 

 

Case S2Dp 
A notable pattern in the TKE can be observed when comparing the vertically attached 

case with the vertically separated case. Figure 35 reveals a pronounced lateral expansion 

of TKE in the vertically separated case, aligning with the horizontal divergence of the flow 

previously discussed. The measurements also show that the vertically attached flow has 

higher turbulence intensities at the slope than its separated counterpart. However, in line 

with the other cases, the model consistently underestimates the TKE, signalling that this 

underestimation is likely to be inherent to the model itself.  
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Figure 35: Time-averaged turbulent kinetic energy (TKE) of the case S2Dp over the domain. The left panel (a) is obtained 

from the simulation while the right panel (b) is constructed from the measurement data of Broekema et al. (2019). 

 

In Section 4.3.3, a quantitative analysis was presented, demonstrating the evolution of 

the mixing layer over the streamwise distance. The findings suggest that the model lacks 

turbulence at the interface between the main flow and the recirculation zone, which plays 

a role in energy dissipation and the subsequent decrease in velocity at the high-velocity 

side of the flow. This hypothesis gains support from Figure 36, where it is evident that the 

model fails to capture the high turbulence at the upper part of the water column and also 

at the interface which is responsible for the energy dissipation. One can also see that the 

high turbulence region of the measurements in Figure 36 corresponds to the reduced 

velocity at the same region in Figure 24, which supports that turbulence is what drives 

this energy dissipation and velocity reduction.  

 

Additionally, it can be argued that the model might have lacked the resolution to 

accurately represent the gradient between the main flow and the recirculation zone, 

given the very distinct confinement between the upper and lower region of the flow, 

which deviates from the continuous nature of the actual flow. The observed absence of 

turbulence at the interface may have resulted in a significant limitation of the model. 
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Figure 36: Side view of TKE at the high-velocity side of the separating case S2Dp. The top panel shows the results from the 

model while the bottom panel shows the measurement data.  

 

The TKE is investigated further, isolating the TKE near surface and bed over the 

streamwise distance (Figure 37 and Figure 38) and along the spanwise distance (Figure 

39). Analysed below are all the cases along the high- and low-velocity side of the flow 

domain. For convenience, the upstream edge of the slope is denoted as the origin (𝑥 =

 0). Figure 37 shows the development of the TKE over streamwise distance for case S2A 

(a,c) and case S4A (b,d); demonstrating how the increase in depth enhances turbulence 

intensities as well. As can be seen, consistent with the previous findings, the TKE of the 

model is overall underestimated, especially in the high-velocity side of the flow where 

the difference is nearly twice for the TKE near the bed (Figure 37a, b).  This large deviation 

is mainly observed downstream of the slope (𝑥 >  0), where high turbulence is observed, 

which also supports the notion that the model only comes in good agreement with the 

model upstream of the slope, as also argued in Section 4.3.3. 
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Figure 37:The  development of TKE over streamwise distance of case S2A (a,b) and S4A (c,d) near the surface and near the 

bed along the high-velocity side and low-velocity side of the flow. The top panel guides the reader regarding the position of 

the slope of case S2A (left) and S4A (right).. 

 

Figure 38 compares the streamwise development of TKE of case S2A and S2Dp. As can be 

seen, the TKE over streamwise distance is larger for the vertically-attached case, at least 

in the high-velocity side of the flow. Notable from Figure 38b is that the TKE of the model 

near the bed increases significantly at 𝑥 = 0, which may signal that this is the point where 

the flow separates although this is slightly more difficult to judge from the measurement 

data, given the nearly uniform TKE near the bed.  
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Figure 38: The development of TKE over streamwise distance of case S2A (a,b) and S2Dp (c,d) near the surface and near 

the bed along the high-velocity side and low-velocity side of the flow. The top panel guides the reader regarding the position 

of the slope of case S2A (left) and S2Dp (right). 

Similarly, in the spanwise direction (Figure 39), the model produces less TKE than the 

measurement data. Moreover, the streamwise development of TKE is higher than that of 

the spanwise development. The consistent observation of smaller turbulence 

(structures) in all cases further highlight the limitation of the RANS approach. The 

assumption of turbulence isotropy in RANS implies that turbulence properties are 

independent of direction. However, turbulence properties vary in different directions. 

This assumption may have restricted the model’s ability to accurately capture the 

turbulence, hence contributing to the observed discrepancies.  
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Figure 39: The development of the spanwise TKE of case S2A (a,b,c), S4A (d,e,f) and S2Dp (g,h,i) near the surface and near 

the bed. The top panel guides the reader regarding the position of the slope of case S2A and S2D (dashed black line) and 

S4A (solid black line). 
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5. Discussion 
 

The present study aimed to investigate the flow characteristics and turbulence behaviour 

in a channel flow with a horizontal obstruction and sloping bed using numerical 

simulations. Multiple simulation cases were performed to study the two flow states 

identified by Broekema et al. (2019), namely 1) vertical flow attachment and horizontal 

convergence (case S4A and S2A) as well as 2) vertical flow separation and horizontal 

divergence (case S2Dp) to investigate how flow attachment is affected by the upstream 

flow field and the influence of the slope steepness. The former flow state was captured 

by the model as is, while the latter was achieved after adjustments in the position of the 

obstruction and the pressure outlet boundary condition. Throughout the analysis, several 

key findings and limitations have emerged, shedding light on the intricacies of the flow 

field and the performance of RANS turbulence modelling approach. In this discussion 

section, findings, implications, and the limitations of the RANS simulations are discussed. 

 

5.1. The effect of horizontal obstruction placement 
One of the key findings of this study is the observed relationship between the distance of 

the horizontal obstruction to the upstream edge of the slope (𝐿𝐷) and flow separation. 

Placing the obstruction further upstream allows for the mixing layer to develop over 

further distance as it approaches the slope. As the mixing layer propagates, transverse 

exchange of mass and momentum occurs (van Prooijen & Uijttewaal, 2002) which reduces 

the lateral velocity gradient, leading to horizontal divergence of the flow (i.e., resulting in 

a horizontally uniform flow) and allowing for flow separation to happen.  

 

The fact that flow separation occurs by placing the obstruction further upstream also 

suggests that the mixing process in the model operates slower compared to reality, as 

also evidenced by the lower turbulence generation. Consequently, the reduction in the 

lateral velocity gradient is not as significant, requiring the obstruction to be positioned 

further upstream to attain adequate mixing and a sufficient reduction in the velocity 

gradient which gives rise to flow divergence and subsequent flow separation. The 

simulated vertically attaching case also supports this notion. When the obstruction is 

placed closer to the slope, the mixing layer has shorter distance to develop which results 

in a large lateral non-uniformity that leads to vertical flow attachment. Thus, this research 

supports the notion that the occurrence of boundary layer separation is influenced by the 

lateral non-uniformity and mixing of the upstream flow field.   

 

5.2. Flow separation and adverse pressure gradient 
Flow separation in case S2D was observed by adjusting the pressure outlet boundary 

conditions with the 𝑘 − 𝜔 SST model, while the 𝑘 − 𝜀 model does not show any 

improvement (Appendix C), highlighting that the 𝑘 − 𝜔 SST model is more suitable for 

simulating flow separation (Hanjalic, 2004; Versteeg & Malalasekera, 2007). 
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This study highlighted the observed relationship between the pressure field and flow 

separation. In all vertically separating cases (both case S2Dp and the simulation where 

with the obstruction placed further upstream), an adverse pressure gradient was 

observed upstream and downstream of the slope, where the flow depth increases, 

causing flow deceleration. Conversely, during flow attachment, the pressure prior to the 

slope decreases indicating flow acceleration as the flow converges horizontally. 

Consequently, the deceleration of the flow due to the increased depth at the slope is 

reduced, resulting in a diminished adverse pressure gradient and the attachment of the 

boundary layer to the bed.  

 

According to Broekema et al. (2019), their observations suggest that vertical flow 

separation is influenced not only by adverse pressure gradient but also by enhanced 

energy dissipation. However, considering the substantial underestimation of turbulence 

and the largely absent energy dissipation identified in this study, it appears that the 

adverse pressure gradient plays a more significant role in flow separation. Nevertheless, 

the discrepancy between the findings of this study and the previous observations 

highlights the need for further investigation to gain a clearer understanding of the 

mechanisms driving flow separation. Further studies, whether it be through 

complementary experimental measurements or advanced numerical models such as LES 

that may simulate turbulence structures more accurately is recommended to better 

quantify the contributions of the adverse pressure gradient and energy dissipation in 

driving flow separation.  

 

5.3. On mixing layer and turbulent kinetic energy  
The findings discussed above indirectly emphasize the important role of the mixing layer 

(and mixing) in determining flow separation or attachment. The mixing layer of the 

model generally exhibited good agreement with the measurements upstream of the slope 

in all cases. However, disparities between the model and the measurements became more 

pronounced over the slope, which is characterized by higher turbulence intensities, as 

discussed in Section 4.3.4. The case of flow separation (S2Dp) exhibited the greatest 

discrepancy in the mixing layer profile compared to the measurement data, where the 

model result instead closely resembled that of the plane bed case. This discrepancy can 

be attributed to the model’s underestimation of turbulence and the associated energy 

dissipation between the main flow and the vertical recirculation zone. This is particularly 

evident at the interface of the main flow and the vertical recirculation zone, where based 

on the measurements, high turbulence intensities are expected due to the presence of 

large gradients in the streamwise flow velocity field; but was rather underestimated or 

missing in the model. These gradients enhance the development and growth of 

instabilities into large eddies, contributing to increased turbulence. However, as 

discussed in Section 4.3.4, the model significantly underpredicts the levels of turbulence 

in this region.  
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This inadequate representation of turbulence by the model results in inaccurate flow 

dynamics in the vertically separating flow scenario. Not only does turbulence plays a role 

in energy dissipation, but it also has a role in mixing (and mixing layer) as it influences 

the exchange of mass and momentum between the main flow and the recirculation zone. 

Hence, by underpredicting the turbulence, the model was not able to accurately capture 

the intensification and growth of instabilities into large eddies, which are responsible for 

enhanced turbulence and energy dissipation. The underpredicted turbulence also makes 

it difficult, in the vertically attaching cases, to ascertain whether the slope does intensify 

turbulence or whether or not it is mainly advected from the upstream flow field since the 

difference in TKE between the milder (1:4 slope) and steeper slope (1:2 slope) is not 

significant.  

 

5.4. Limitations 
This research is subject to several limitations that should be acknowledged. Firstly, the 

achievement of grid independence was not properly demonstrated. The flaws in the 

meshing process introduced errors into the solution, as evidenced by the higher MAE and 

RMSE obtained with finer meshes. As a result, the analysis of this thesis had to rely on the 

medium-resolution mesh, which exhibited the least error. Meanwhile, it is expected that 

finer meshes would provide results closer to the measurement data.  

 

Additionally, the refinement of the time-step was not implemented as the mesh became 

more refined, which can be considered a human error. However, the influence of this 

factor on the solution is difficult to assess since OpenFOAM adjusts the time steps 

automatically during the simulation as determined by the Courant number. The choice of 

a Courant number of 3 may seem unconventional at first. However, this choice seemed to 

be justified by the consistent convergence of solutions for all the cases examined. 

Moreover, an additional case where the Courant number was lowered to 0.7 with the 

medium mesh did not yield significant improvements, considering the significantly 

higher computational resources required for such simulations. Furthermore, the 

investigation did not delve into the numerical schemes and other solver settings, such as 

the under-relaxation parameters, which could have potentially improved the solution 

obtained from the model. Nonetheless, due to time constraints, it was not possible to redo 

the simulations with the finer meshes nor smaller time-step, which may limit the 

accuracy and precision of the results. 

 

Moreover, a consistent observation throughout the study was the presence of smaller 

turbulence intensities (TKE) in all simulated cases, highlighting a limitation of the RANS 

approach. Despite its prevalence, the RANS turbulence models have inherent limitations 

when it comes to capturing unsteady flow characteristics such as flow separation and 

vortex shedding (Li et al., 2013; Sumner et al., 2010; Thé & Yu, 2017). Firstly, RANS models 

tend to exhibit high viscosity within the boundary layer, leading to reduced turbulence 

levels and an overprediction of the attached flow regions (Johansen et al., 2002). This 

limitation hampers the accurate representation of flow separation phenomena. Secondly, 
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the Boussinesq approximation employed in RANS models assumes isotropy, while 

turbulent flows are inherently anisotropic in nature (Versteeg & Malalasekera, 2007). As a 

result, the ability of RANS models to adequately capture vortex shedding, a fundamental 

aspect of unsteady flow separation, is compromised (Mehta et al., 2014). 

 

The assumption of turbulence isotropy in two-equation turbulence models such as the 

𝑘 − 𝜔 SST implies that turbulence properties are directionally independent, which does 

not accurately reflect the actual behaviour of turbulence. Meanwhile, shallow shear flows 

are characterized by the anisotropy of turbulence motion (van Prooijen & Uijttewaal, 

2002).  Additionally, the turbulence model falls short in capturing the subtle relationships 

between turbulent energy production and turbulent stresses arising from the anisotropy 

of the normal stresses (Versteeg & Malalasekera, 2007); especially in modelling the 

Reynolds stresses after separation (Constantinescu et al., 2003). Additionally, although 

the model was able to reproduce the general features of the flow, Nagata et al. (2005), 

argued that such isotropic turbulence is not suitable for flows past an obstacle whereby 

the three-dimensional flow plays a significant role. Including anisotropic turbulence may 

result in more accurate prediction of normal Reynolds stress and thus turbulence 

intensities (Thangam & Speziale, 1991).  Hence, this assumption may have restricted the 

model’s ability to capture turbulence characteristics accurately, contributing to the 

observed discrepancies in this study. Additionally, it could also be the case that the 

simulation should have run longer to allow for the turbulence to be fully developed.  

 

5.5. Recommendations  
The limitation of the RANS model, whereby all turbulence length scales are modelled 

simultaneously, hinders a comprehensive examination of turbulence representing and 

associated with the mixing layer; thereby lacking the resolution required to capture the 

energy transfer between larger and smaller turbulence scales (Talstra, 2011) hence 

hindering the interaction between 2DCS and bottom turbulence. Based on the 

significance of the mixing layer and the associated turbulence, according to the findings 

of this research and Broekema et al. (2019), it is recommended that future research 

endeavours focus on enhancing the model’s capability to accurately resolve turbulence 

characteristics within the mixing layer at the interface between the main flow and the 

recirculation zone. One possible approach is to consider higher-resolution models such 

as Detached Eddy Simulation (DES) or LES, which can directly capture the energy-

carrying turbulent scales and the smaller dissipative ones through parameterization.  

 

The simulations conducted in this study employed the rigid-lid assumption, which 

excluded the modelling of the air-water interface and changes in the water surface. This 

limitation should be acknowledged as it may affect the accuracy of the simulation results. 

In a study by Khosronejad et al., (2019), a comparison was made between rigid-lid and 

free-surface (Level-Set method) LES simulation of a flow past an abutment, with 

Reynolds (7.9 × 104) and Froude (0.36) number comparable to this research and 

Broekema et al. (2019). The presence of the abutment was found to locally increase the 
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Froude number, causing a transition from subcritical to supercritical flow. This led to 

backwater effects in the upstream region, where the water level upstream of the 

obstruction increased while the downstream regions experienced a drop in flow depth 

by about 10-15% of the mean flow depth (Khosronejad et al., 2019). The rigid-lid model 

showed flow acceleration due to the constriction, but less pronounced than its free-

surface counterpart, which exhibited a drop in water surface leading to higher near-bed 

turbulent kinetic energy. Downstream of the constriction, the free-surface simulation 

revealed highly fluctuating water surface, associated with the breakdown of high-energy 

vortical structures near the surface and a significant increase in vertical turbulent 

stresses (𝑤′𝑤′̅̅ ̅̅ ̅̅ ) near the surface (Khosronejad et al., 2019). These findings could be 

similar to the coherent structures identified by Broekema et al. (2019) as contributors to 

the energy dissipation in the vertically separating case. It can also be argued that as 

energy dissipates, not only does kinetic energy decrease with flow deceleration, but 

potential energy and water level also decrease to give the total energy loss. However, 

these water surface dynamics were not captured in the present study due to the rigid-lid 

assumption.  

 

The study of Khosronejad et al., (2019) concluded that resolving the free surface has an 

impact on both the computed first-order (i.e., the velocity components) and second order 

(i.e., the Reynolds stress tensor and TKE) turbulence statistics, leading to more accurate 

results. Under similar geometry and flow conditions to of Khosronejad et al., (2019) , Kara 

et al., (2015) supported this notion, though in a smaller scale experiment (𝑅𝑒 =

6.1 × 103), demonstrating non-negligible difference in the second-order turbulence 

statistics between free-surface and rigid-lid simulations due to the disparity in 3D 

turbulence structures. The free-surface LES simulations revealed stretched turbulence 

structures caused by local flow acceleration and strong deformations of the water 

surface, where once more the water level downstream of the obstruction dips due to 

backwater effects and the local increase in the Froude number. As a result of this dip and 

vortex stretching, the near-bed turbulent kinetic energy was considerably higher than its 

rigid-lid counterpart. The vortex stretching led to a higher streamwise and lower 

spanwise Reynolds stresses in the free-surface simulation compared to the rigid-lid 

simulation (Kara et al., 2015) which didn’t have the vortex stretching. Interestingly, the 

higher streamwise and lower spanwise Reynolds stresses are consistent with the 

findings of Broekema et al. (2019) which suggests a compelling relationship between the 

flow conditions observed in Broekema et al. (2019) with vortex stretching that can be 

addressed in future research efforts.  

 

Furthermore, Khosronejad et al. (2019) suggested that backwater effects were the 

primary cause of discrepancy between rigid-lid and free-surface computations, 

emphasizing the need to resolve the free surface when backwater effects are expected. 

Considering the limitations of the rigid-lid assumptions and the insights provided by 

other studies, it becomes evident that incorporating a free-surface model could 

potentially enhance the accuracy of simulations. Therefore, future research should 
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consider utilizing free-surface LES not only to capture the influence of water surface 

fluctuations but also the associated turbulent kinetic energy. 

 

5.6. Outlook  
The present research shows that the two flow states identified by Broekema et al. (2019), 

namely 1) vertical flow attachment and horizontal convergence (case S4A and S2A) and 

2) vertical flow separation and horizontal divergence (case S2D), can be reproduced 

through RANS simulations, although not wholly satisfactory.  

 

This thesis demonstrated dependencies between the upstream flow conditions (i.e., flow 

divergence and convergence) and the flow states at the slope (i.e., vertical flow separation 

and attachment), highlighting the influence of the lateral velocity gradient and the role of 

horizontal obstruction placement. The underestimation of turbulence and slower mixing 

observed in the model compared to reality warrants the need for further investigation 

into turbulence generation, to which this study recommends using higher-resolution 

numerical modelling such as LES, to overcome the limitations of RANS turbulence 

models. This research advocates for expanding the range of flow configurations, such as 

slope angles and spacing between the horizontal obstruction and the upstream edge of 

the slope, to provide a more comprehensive understanding of their respective impacts 

and aid in identifying the transition point between the two flow states. Other parameters 

such as densities and supercritical flow can also be considered.   
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6. Conclusion 
 

In conclusion, this research aimed to investigate the flow characteristics and turbulence 

behaviour in a channel flow with a horizontal obstruction, similar to that of  Broekema et 

al., (2019) using numerical simulations, namely the RANS turbulence model. Two solvers 

were tested, namely the SIMPLE and PIMPLE algorithms. The SIMPLE algorithm, being a 

steady-state solver, was not able to converge which this research attributes to the 

unsteady nature of the flow which prevents the residuals from reaching the desired level 

as the solution attempts to reach for a steady state that does not exist. This hypothesis 

was confirmed by using the PIMPLE algorithm, which consistently reached convergence 

in every time step for all cases and demonstrated agreement with the measurements.  

 

With the PIMPLE algorithm and the 𝑘 − 𝜔 SST turbulence closure model, the RANS 

simulations were able to represent the overall flow characteristics of the measured flow, 

although not wholly satisfactory. The vertically separating flow was achieved by 

adjusting the pressure outlet boundary conditions or adjusting the position of the 

horizontal obstruction further upstream. With the former adjustment, the 𝑘 − 𝜔 SST 

model exhibited improved agreement with the measured data, showing flow divergence 

and flow separation phenomena. On the other hand, the 𝑘 − 𝜀 model (Appendix C) did 

not demonstrate any improvement, highlighting that the 𝑘 − 𝜔 SST is better suited for 

this flow phenomenon.  

 

The comparison between the model and measurement data revealed limitations in the 

RANS modelling approach, particularly in accurately capturing turbulence 

characteristics. Although the model showed good agreement with the measurement data 

upstream of the slope in all cases, significant disparities were observed in the sloping 

region where turbulence intensities were highest, according to the measurements. The 

turbulent kinetic energy was consistently underpredicted in all cases. This discrepancy 

makes it challenging to assess whether the presence of a steeper slope leads to increased 

turbulence in case the flow stays attached, as observed in Broekema et al., (2019). 

Particularly, in the case of vertical flow separation, the underestimation of turbulence 

had a substantial impact on the flow representation, as it failed to model turbulence 

associated with energy dissipation and mixing between the main flow and the vertical 

recirculation zone responsible for reducing the flow velocity at the high-velocity side of 

the flow.  

 

The findings of this study have both theoretical and practical implications. The theoretical 

implications pertain to the understanding of the relationship between the distance of the 

horizontal obstruction from the upstream edge of the slope (𝐿𝐷) on flow separation and 

attachment. Placing the obstruction further upstream allowed for the development of a 

mixing layer over a longer distance before the slope, resulting in a reduced lateral velocity 

gradient and horizontal divergence of the flow and ultimately flow separation. 

Conversely, when the obstruction was placed closer to the slope, a shorter distance for 



 78 

the mixing layer development led to a larger lateral non-uniformity and vertical flow 

attachment. This observed relationship has potential practical relevance in the design of 

hydraulic structures. Given the presence of jet-like flows and the associated lateral 

velocity gradients near hydraulic structures, it is recommended that bed protections are 

sufficiently long to allow for sufficient mixing to occur. This allows for the reduction of 

velocity differences and turbulence intensities to trigger flow separation and prevent 

scouring to further develop.  

 

The relationship between the pressure field and flow separation was also observed. This 

study identified the occurrence of adverse pressure gradients upstream and downstream 

of the slope in the vertically separating cases, indicating flow deceleration due to 

increased flow depth. In contrast, during flow attachment, the pressure decreased 

upstream of the slope, indicating flow acceleration and diminished adverse pressure 

gradients, allowing for the attachment of the boundary layer to the bed. 

 

The limitations of the RANS approach in capturing anisotropic turbulence and energy 

transfer underscore the need for future research efforts to investigate higher model 

resolution for better accuracy in representing the turbulence characteristics. The 

recommendation to explore higher-resolution models such as DES and LES opens 

avenues for more detailed simulations and a better understanding of turbulence 

characteristics. Additionally, this research also suggests looking into free-surface 

modelling to capture the dynamics of the air-water interface and changes in water surface 

to better analyse the flow behaviours.  
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Appendix A: SIMPLE Results 
This section provides a brief overview of the results obtained from the implementation 

of the SIMPLE algorithm. It is important to note that a grid independence analysis was 

not conducted, and therefore, the focus is solely on the convergence of the residuals using 

a medium-mesh configuration. 

 

A.1. Monitoring Convergence 
The convergence analysis of the SIMPLE algorithm was performed to assess the 

convergence behaviour. Here, the residuals of the velocities, pressure, 𝑘, 𝜀 and 𝜔 are 

presented. Although convergence alone does not represent accuracy, it sheds light on the 

stability and reliability of the algorithm. Upon analysing the convergence behaviour, 

regardless of the turbulence closure model or the cases, it was observed that convergence 

could not be achieved in any of the cases. Instead, it can a diverging solution was found.  

 

For brevity, case S4A and case S2D are used as example to highlight the represent the 

vertically attaching and separating cases, with both the 𝑘 − 𝜀 and 𝑘 − 𝜔 SST. Figure 40 

and Figure 41 illustrate the inability to achieve the desired convergence level of 𝑂(10-6) 

of case S4A and case S2D, respectively. The observed lack of convergence raises the 

possibility of transient behaviour in the simulated flow, which is attributed to the 

unsteady nature of flow separation phenomena. After all, flow separation (or attachment) 

is unsteady and may only occur for a part of the total time considered (Talstra, 2011). 

These unsteady characteristics manifest as persistent fluctuations in the flow field from 

one iteration to the next, which prevents the residuals from reaching the desired level as 

the solution attempts to reach for a steady state that does not exist due to the inherently 

unsteady flow separation process.  

 

While transient behaviour is a plausible explanation, it is important to explore other 

contributing factors that may hinder convergence. Inaccurate solver settings or 

numerical settings could potentially contribute to the convergence difficulties, which 

warrant further investigation on their impact on the convergence behaviour. However, a 

notable point supporting the transient behaviour hypothesis is the successful 

convergence achieved with the PIMPLE algorithm, a transient solver, while keeping all 

other aspects of the simulations unchanged.  
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Figure 40: Residuals of the RANS-simulation with 𝑘 − 𝜀 model (left) and 𝑘 − 𝜔 SST model (right) and the SIMPLE 

algorithm of case S4A using the medium resolution mesh. 

 
 

Figure 41: Residuals of the RANS-simulation with 𝑘 − 𝜀 model (left) and 𝑘 − 𝜔 SST model (right) and the SIMPLE 

algorithm of case S2D using the medium resolution mesh. 
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A.2. Flow velocities 
In this section, the flow velocities obtained from the SIMPLE algorithm for case S4A and 

S2D are presented. In the vertically attaching case (S4A), both the 𝑘 − 𝜔 SST and 𝑘 − 𝜀 

model are able to reproduce the expected flow behaviour, where the flow converges and 

remains attached to the bed over the slope. Conversely, in the vertically separating case 

(S2D), it is evident from Figure 44 and Figure 45 that the flow does not exhibit divergence 

upstream of the slope and flow separation is not observed. Instead, the flow closely 

resembles that of a vertically attached case. Adjustments in the outlet pressure boundary 

condition (S2Dp) do not induce flow divergence and separation at the slope for both 

turbulence closure models, as depicted in Figure 46 and Figure 47. 

 

 
Figure 42: The three-dimensional representation of the flow field of case S4A with the  𝑘 − 𝜀 turbulence closure model and 

SIMPLE algorithm. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour bar 

represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 

 



 87 

 
Figure 43: The three-dimensional representation of the flow field of case S4A with the 𝑘 − 𝜔 SST turbulence closure model 

and SIMPLE algorithm. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour 

bar represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 

 

 
Figure 44: The three-dimensional representation of the flow field of case S2D with the 𝑘 − 𝜔 SST turbulence closure model 

and SIMPLE algorithm. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour 

bar represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 
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Figure 45: The three-dimensional representation of the flow field of case S2D with the 𝑘 − 𝜀 turbulence closure model and 

SIMPLE algorithm. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour bar 

represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 

 

 
Figure 46: The three-dimensional representation of the flow field of case S2Dp with the 𝑘 − 𝜀 turbulence closure model and 

SIMPLE algorithm. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour bar 

represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 
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Figure 47: The three-dimensional representation of the flow field of case S2Dp with the 𝑘 − 𝜔 SST turbulence closure 

model and SIMPLE algorithm. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The 

colour bar represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 90 

Appendix B: Lateral velocity profiles from various mesh 

resolutions 
 

In the following section, the lateral velocity profiles obtained with all the mesh 
resolutions considered are presented for all cases, including the measurement data and 
the plane bed reference.  

 
Figure 48: Lateral mixing layer profile of the depth-averaged streamwise velocity of the model (of various mesh resolutions) 

and measurement as a function of streamwise distance. The measurements are plotted in both solid lines (fitted hyperbolic-

tangent profile) and round markers (measured) for cases PB and S4A. The top panel guides the reader regarding the 

position of the slope.  
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Figure 49: Lateral mixing layer profile of the depth-averaged streamwise velocity of the model (of various mesh resolutions) 

and measurement as a function of streamwise distance. The measurements are plotted in both solid lines (fitted hyperbolic-

tangent profile) and round markers (measured) for cases PB and S2A. The top panel guides the reader regarding the 

position of the slope. 
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Figure 50: Lateral mixing layer profile of the depth-averaged streamwise velocity of the model (of various mesh resolutions) 

and measurement as a function of streamwise distance. The measurements are plotted in both solid lines (fitted hyperbolic-

tangent profile) and round markers (measured) for cases PB and S2D without adjustments in the pressure outlet boundary 

condition. The top panel guides the reader regarding the position of the slope. 
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Appendix C: PIMPLE results with the 𝒌 − 𝜺 model 
 

In this section, the result obtained from the RANS simulation using the PIMPLE algorithm 

and the 𝑘 − 𝜀 model are presented for the vertically separating (S2Dp) and attaching case 

(S4A) with the medium resolution mesh. Similar to the findings with the 𝑘 − 𝜔 SST model, 

the 𝑘 − 𝜀 model failed to reproduce the flow divergence and separation phenomenon 

without adjustments in the pressure outlet boundary. Notably, even after adjustments 

were made to the pressure outlet boundary, the 𝑘 − 𝜀 model still fell short in simulating 

flow separation; highlighting the limitation of the 𝑘 − 𝜀 model in simulating flow 

separation as shown in Figure 51. 

 

 
Figure 51: The three-dimensional representation of the flow field of case S2Dp with the 𝑘 − 𝜀 turbulence closure model and 

PIMPLE algorithm. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour bar 

represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 

 

The 𝑘 − 𝜀 model was also tested for the vertically attaching case S4A. Although it was able 

to simulate the flow characteristics correctly (i.e., flow convergence and attachment), its 

performance was inferior to the 𝑘 − 𝜔 SST model. When comparing the time-averaged 

flow velocities between the model and the measurements, the 𝑘 − 𝜀 model exhibited 

higher MAE (0.051 m/s) and RMSE (0.075 m/s) than its 𝑘 − 𝜔 SST counterpart. Hence, 

these results provide further justification for choosing the 𝑘 − 𝜔 SST model. 
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Figure 52: The three-dimensional representation of the flow field of case S4A with the 𝑘 − 𝜀 turbulence closure model and 

PIMPLE algorithm. The origin of the x-axis, 𝑥/𝐷 = 0, is located at the downstream end of the obstruction. The colour bar 

represents the magnitude of the mean velocity |�̅�| = √�̅�1
2 + �̅�2

2 + �̅�3
2. Obtained from the simulation. 

 

 


