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Abstract 
Gaining complete understanding of an educational ecosystem is complex. To help with this 

dashboards exist that help teachers, board members and staff to gain overview of the school. Better 

understanding of the whole educational ecosystem is gained via these dashboards. Improving these 

dashboards is a complex task. Given that developers typically only have access to a small subset of 

user’s understanding, differences in usage of the dashboard is difficult to identify.  

In this research we looked at if all the users can be assigned to user groups based on measured 

behaviour. By measuring different features based on log data of the dashboard, different users can 

be grouped together into unique user groups. Grouping is performed by employing K Means and 

Hierarchical clustering. We found that K Means delivers better results and that there are multiple 

independent clustering’s into which users can be grouped. The different groups give insight into 

distinct usage of the dashboard, but further research is necessary to better understand if the user 

groups differ in interests, goals and concerns.  
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1. Introduction 
In education, a teacher helps students gain new insights and knowledge. Every student has their own 

needs which need to be considered. Different students have in general different needs and tracking 

the needs of many different students is complex. In secondary school, when students have a variety 

of teachers each giving their own subject makes it a difficult and complex task to gain a holistic 

overview of the performance of each individual student. Such a complete picture is necessary to 

identify what might cause each student’s performance. 

Examining each student’s performance requires not only information on the student’s progress in 

term of educational advances and individual behaviour. A student learns within an educational 

ecosystem, including at least teachers, staff and co-students, and also content, technology, culture 

and strategy. So for understanding the progress of the student, the individual performance needs to 

be viewed in the context of this ecosystem. Understanding the student’s performance requires a 

holistic view on the student within such educational ecosystem, and a holistic view on the 

educational ecosystem as such.   

Registration of grades and behavioural data enables first of all tracking the progression of the 

individual student. Next to administrating results, registration of progression including behavioural 

data helps with better students’ development. Examination results and other student information 

can be registered in student administration systems or LAS (“Leerling Administratie Systeem”). 

This registration of student progress per student, and integrating this into a holistic view also helps 

schools to see their progress with their “school plan”. School plans contain the planning of how the 

quality of education is assured in schools. Every school in the Netherlands is mandatory create a 

school plan every four years (par. 9 art. 2.88 Wet voortgezet onderwijs 2020).  

To track the performance of a school, i.e., if a school is still able to deliver a certain level of 

education, school inspection also use different indicators for assessing the performance of the 

school. These different indicators must be registered by the school (Ministerie van Algemene Zaken, 

2023; Ministerie van Onderwijs). Registration of this information, but also broader items such as 

students’ development and results, are also saved within the LAS. In the Netherlands, the biggest 

supplier of such systems is Magister, which was the market leader with a share of around 70% in 

2020 (Magister, 2023; Smit, 2020). 

Examining the performance of both students and the educational ecosystems is done through 

dashboards. The dashboard that is the focus of this thesis aims at providing insight into the 

performance of the educational ecosystem of secondary education institutes. To the knowledge of 

the researcher, literature concerning dashboards focussed on monitoring the educational ecosystem 

within secondary education does not exist.  Therefore this research utilizes relevant resources from 

literature related to tertiary education, which is education that follows secondary education (e.g., 

higher education or vocational education). 

Registration of student performance information is not only due to outside pressure from 

government, but also based on an internal need. First of all, it is necessary for teachers when they 

are reflecting on their own practices, especially since they have to track a high number of students 

(Isaias & Backx Noronha Viana, 2020). Good visualization helps teachers identify possible strugglers 

or potential drop-outs and helps to intervene in their learning progress (Isaias & Backx Noronha 

Viana, 2020). Next, good insights are not only necessary for teachers but also for governing boards. 

Board meetings are packed already with information exchange so that how they can contribute to 

improving student performance is not discussed enough. (AGB, 2014; Muntean et al., 2010). 
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Delivering the correct information to the boards is critical for board assessment of the institutes’ 

performance, i.e. assessing the educational ecosystem. Correct evidence from student learning, such 

as grades and performance, is required, while also indirect evidence such as surveys or school 

reviews are necessary. Dashboards are a clear way to deliver this evidence (AGB, 2014; Muntean et 

al., 2010). 

Different dashboards have been designed for educational organisations. Such dashboard are 

designed with a large variety of goals in mind.  Dashboards can cover a broad spectrum of 

information, which is not limited only to students performance but may also include financial and 

staff performance (Denwattana & Saengsai, 2016; Muntean et al., 2010).  

Different techniques are used to research how a dashboard fits within the educational context. For 

good design, appropriate techniques are necessary, such as user sessions, interviews or from 

dashboard design literature (Chalvatza et al., 2019; Dickman et al., 2011; Iriberri & Stengel, 2021; 

Isaias & Backx Noronha Viana, 2020; Manwaring et al., 2017; Polikoff et al., 2018; Schellekens et al., 

2022; Schwendimann et al., 2017). All these techniques try to find the user group and their 

requirements, aiming to make a design which is as insightful and as easy in use as possible. 

Evaluation after deployment is however limited and how the implementation is used in practice has 

not been researched fully.  

Quantitative research after deployment would create a deeper understanding of how the dashboards 

are used. Measuring usage of the dashboard by averaging over all users is possible, but creates the 

illusion of a homogeneous userbase. A better understanding would be gained if the users could be 

split into groups, where the users within each group are rather similar, while users of different groups 

are distinctly different. User groups are thus those who use the dashboard in a similar way. 

Identifying if there are different user groups within the users of the dashboard helps to understand 

how the dashboard is used. This can later on be used in further improvement. Finding out if different 

user groups exist and what differentiates them is necessary for the improvement of the dashboard. It 

allows the developers of the dashboard to optimize the dashboard for particular types of usage, and 

avoids to pitfall into the trap of optimizing for the non-existent average user. Finding these user 

groups and understanding their differences is the main focus of this research. 

TIG is a company located in the Netherlands specialized in providing business intelligence solutions 

for education. Users of their BI applications are located in the Netherlands and TIG delivers the 

application as a SaaS-solution (Software as a Service). Their applications are used both in secondary 

education and in tertiary education. The different applications are focused on different aspects of the 

information needs of educational institutions. 

This thesis is structured as follows: Chapter 2 discusses the Research Design.  Based on the main 

objectives of the thesis, it formulates the research questions and the methodology that is followed to 

answer these questions. Chapters 3 through 7 cover each a step of the methodology. Chapter 3 

investigates the different TIG needs. Chapter 4 researches both the source of the data and the data 

quality. Chapter 5 explains how the data from the original source is transformed to function as an 

input for modelling. Chapter 6 includes both the creation and the validation of the models. Chapter 7 

reflects to what extend the model can fulfil the main objective. Chapter 8 covers the conclusions of 

this research. Chapter 9 covers the possible limitations, implications and relevance of the thesis are 

and lastly Chapter 10 formulates recommendations for future research.  
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2. Research design 

2.1. Problem statement 
TIG has a wide variety of dashboards for monitoring and examining data in education. For TIG it is 

important to deliver dashboards that are of high quality. Regular improvements are needed and 

provided to achieve this. Design decisions of dashboards within TIG are based on insights of TIG’s 

developers. Market research is a regular effort for better insight in their users. The market research 

includes surveys, focus group sessions and interviews.  

Interviews are key for understanding the users. The understanding however is limited to the insights 

of the developer and the interviewee. TIG expresses the concern that the interviewee is only a 

certain type of user, the so called super user. A super user is someone with more knowledge and 

uses the system more than most other users. The behaviour of super users in the software might be 

different from that of regular users and outcomes of interviews are too much influenced by a 

subgroup of the users. So the primary goal of TIG for the research reflected in this thesis is to 

understand if there are typical users, which are not by definition super users.    

Within research, there is also a lack of knowledge measuring the usage of educational performance 

dashboards focussing on the performance of the educational ecosystem, in particular considering the 

existence of different types of users. So can user types be identified, i.e. extracted from metadata 

that is available concerning users in the dashboard?  

Features could be defined using this metadata to measure the users’ characteristics. A feature is a 

measurable aspect of a user that potentially distinguishes them from other users. Still it is necessary 

to find out if the feature defines the user. For this, an analysis of different educational performance 

dashboard features should be performed. 

2.2. Research objectives 
The goal of this research is to find out if there are different identifiable user groups that make use of 

educational performance dashboards. User groups are those who use the dashboard in a similar way. 

Those who belong to a user group don’t need to have the same role, organisation or permissions.  

Identification of different user groups gives a better understanding of the way different people make 

use of the same dashboard. It is possible to understand the complete user population from general 

statistics. However, splitting in user groups allows to approach the users not as one uniform mass, 

but see differences between users. 

If user groups are found than it also helps TIG in understanding who they might need to approach in 

future research related to their dashboards. If multiple user groups exist than every group should be 

contacted separately. 

In order to create sensible user groups, it is important for the research to identify what should be 

used for splitting. It is considered that the user actions are stored in quite some detail as log-data, 

therefore log-data is expected to be potentially a useful source for determining features that may be 

used to distinguish between user groups. Defining which features are important according to TIG is 

necessary for identifying their business needs for the research.  

For the creation of the user groups some model needs to process these features. The user groups are 

unlabelled, because a priori it is unknown to which user groups someone belongs. Creating user 

groups out of unlabelled data requires unsupervised learning algorithms. In particular, creating 

groups requires a clustering algorithm. 
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2.3. Research questions 
The main research question is therefore formulated as: 

Which user groups can be differentiated considering characteristics of their behaviour in an 

educational performance dashboard based on log-data? 

This question is a summary of the goal of the research. Differentiation between user groups is 

necessary for a more complete picture for TIG. Characteristics of behaviour are the features that are 

the input for the eventual model. Behaviour is any action that someone performs with the 

dashboard. Educational performance dashboard is the type of dashboard that is the subject matter. 

The log-data is the source where all information is gathered from. 

To help answer this main research question, it is broken down into the following sub questions all 

considering the scope of an educational performance dashboard: 

1. What behavioural characteristics are relevant for differentiating between user groups? 

2. What is the quality of the available data? 

3. What features can be distilled from the data that is available? 

4. How should features be mapped onto available data? 

5. What models should be used for clustering users into user groups? 

6. How stable and reliable are the clusters? 

7. Which user groups are determined from the clusters? 

2.4. Methodology 
The methodology of this research has been based on the CRoss-Industry Standard Process for Data 

Mining (CRISP-DM) (Chapman et al., 2000). This is used because it takes into account the business 

needs of TIG as if translates such needs into an approach of researching data for such needs. 

Understanding of business needs has been deemed important and thus the choice for CRISP-DM has 

been made (Azevedo & Santos, 2008). CRISP-DM is not a fully linear methodology but cyclical in 

parts. Some parts described below will be performed multiple times, however a linear description is 

given. The next sections describe the individual steps undertaken. Graphical overview of the method 

is represented in Figure 1.  

2.4.1. Business understanding 
Business understanding focusses on formulating the needs of a company within the scope of a 

project.  

This starts by exploring the context of the research in order to grasp a good understanding of the 

domain. Knowing that the scope of this research is the identification of user groups in the population 

of educational performance dashboard users, the end goal of this phase is to answer the first sub-

question. 

The business needs from TIG’s perspective are formulated as features, which are the eventual input 

for the model. A stakeholder focus group assisted in incorporating TIG’s expertise in this formulation 

of features. This is a way for TIG to express what they expect from the model. Defining with TIG the 

input of the model is important because input determines output. The list of features will be the 

input for the eventual model. 

2.4.2. Data understanding 
Data understanding addresses the identification of the sources of the data and its quality.  
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Data understanding aims at answering sub questions 2 and 3. A deep understanding of where the 

data comes from is necessary. Checking the data quality and taking actions for improving are 

essential for creating trustworthy results. These steps are an integral part of the eventual creation of 

the features that will be the input of the model. 

Within the scope of this thesis, the main source is log data available in the internal database of TIG. 

Within data understanding, these database are investigated. This investigation includes the 

assessment of the quality of the database, and selection of data that is deemed of sufficient quality. 

2.4.3. Data preparation 
Data preparation focuses on making sure that the data is ready to use for the eventual modelling. 

Within the scope of this thesis, this means that the list of features from data understanding will be 

implemented in this phase. The main focus will be on describing the features and the conditions they 

operate under. Some transformation of the data are also necessary for the eventual model which 

also happens in this step. As output, a fully prepared dataset will be available for the model. 

2.4.4. Modelling 
The modelling phase focusses on creating the model and assessing its validity. 

The scope of this thesis includes potential identification of user groups from unlabelled data. So the 

model will be a clustering model using the features as being defined so far. The modelling considers 

alternative base models from literature and applies these to the available features. Analysis of the 

Figure 1 The different phases as defined by CRISP DM (Hotz, 2023) 
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models consider the distinctness of the clusters the models create. If clusters are distinct enough 

then they represent possibly different user groups. The goal of this step is to end with one or 

multiple validated models which are able to cluster different users together in a group. 

2.4.5. Evaluation 
Evaluation aims at finding out if the model fulfils its objective. 

This thesis models using clustering algorithms. A clustering algorithm by definition creates clusters. 

However, this does not yet imply that these clusters make sense. The evaluation analyses the found 

clusters, and addresses if these clusters describe potential user groups and how they differentiate 

from each other. This translates into what this means to TIG in a broader context, and what is 

learned.  

2.4.6. Deployment 
Within CRISP-DM deployment delivers the results to the business and incorporates the results in the 

business. 

Deployment is fulfilled by presenting the results to TIG and by the elaboration of this thesis. 

Incorporation within the business operations is not be covered as it is not part of the research 

assignment. The needs for deployment will however be described in the final chapters of this thesis.  
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3. Business understanding 
Business understanding focusses on the needs of TIG in relation to the project. The aim is to 

delineate the research in line with the business deeds and include the expertise of TIG in the 

definition of the research. 

The first section of this chapter investigates the domain of research. It discusses why TIG chose a 

specific application as subject for research and describes the application itself as well as its use. This 

gives insight in the functioning of the application and how customers use it. 

Characterization of users is supposed to the done based on the log data of the selected application. 

This raw input data is not suitable to characterize users. First useful features need to be defined that 

reflect users in a way that is aligned with the business needs. As this can only be successful by 

involving the business, TIG is involved through a stakeholder focus group. The second section of this 

chapter describes the stakeholder focus group and its outcome, which is a list of feature collections 

that TIG desires. 

3.1. Domain description 
Firstly, a scope for the research must be defined to have a focus for a specific domain. For this 

research one of the TIG applications is chosen. The choice for this application was primarily made by 

TIG. There are multiple motivations for choosing this application over other existing applications 

within the organization. Within TIG there are also other projects that investigate better 

understanding the application, but these focus on interviewing users directly. This makes the results 

directly applicable to improvements of the application. Next to this, the application contains the 

highest number of unique users of all available applications.  

The application is used by secondary schools (approximate ages of 12-18) in the Netherlands. In the 

application, information is shown which is saved by schools in student administration systems or LAS 

(“Leerling Administratie Systeem” in Dutch). A LAS such as Magister (Magister, 2023) contains 

different information about the  students’ educational performance. Most information recorded in 

the system are about the grades a student receives.  

Information of students which are for example grades are recorded in student information systems. 

The application itself has access to the data, but outside of the owner it is not accessible. Any 

information that comes from the LAS surrounding student grades or performance cannot be used in 

this research. 

The users of the application include different parts of the educational staff. Staff members that make 

use of it include teachers, administrators and management. Because the information within the 

student information systems is of varying nature, different overviews are created which are called 

sheets. Every sheet is dedicated to a specific subject. For example, there is a sheet that is the first 

visited. This sheet shows information which describes the performance of the school with regard to 

certain KPI’s (Key Performance Indicators). All users have access to the same sheets in the 

application. Other sheets might show information specific to a certain data object or certain type of 

data. Data from the application can be exported by the users. With this, a copy of the dashboard can 

be created to show to other people outside of the application. The current state of the dashboard 

can also be saved to facilitate retrieval for a later moment. Filtering gives the users the option to 

focus on a subset of the data of interest. 
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3.2. Stakeholder focus group session  
The eventual model must fit TIG’s needs. The output of any model is mainly determined by the input. 

Aligning the input of the model with TIG’s needs makes sure that the output aligns with what TIG 

wants from the model. For models, the input is a selection of features. A feature is a measurable 

aspect of a user. The outcome will be a list of feature collections. A feature collection is a group of 

features that are similar, but measure something slightly different. The stakeholder focus group 

session is based on requirements engineering. A requirement is something that is necessary to have 

in the end product. A list of features does not directly represent a list of requirements, but can reflect 

what the stakeholders find important.  

The end goal is to define a feature list in cooperation with internal stakeholders from TIG. The list of 

feature collections reflect the wants and needs of TIG for the model. The next section describes how 

the internal stakeholders together are able to create such an feature collection list. 

3.2.1. Organization 
The stakeholder focus group session is based on principles taken from requirements engineering. 

Since the features can be perceived as requirements for the eventual model this is regarded as an 

appropriate approach. The identified features are based on individual and communal needs. 

Before starting the stakeholder focus group session, it is important to define a methodology of the 

session and the goal of the session. It is important to define an appropriate way to identify the 

features (Gottesdiener, 2002). Before the start of the goal of the session was communicated. It is 

best to use different ways of engaging with the requirements to increase the quality and variety of 

the identified features (Gottesdiener, 2002).  

During a session, a trade-off needs to be made between individual stakes of all participants and more 

global goals (Konaté et al., 2014). It is important that individual or global goals do not overshadow 

each other. Although features collections are about measuring data they are meant to represent 

what stakeholders find important. A good balance between different goals can only be achieved by 

using an appropriate structure (Konaté et al., 2014). 

A balance between individual and global stakes is achieved by firstly having a part where users 

engage individually. Herein they express what they exactly want. These are then presented to the 

group. To get to the global goals, the whole group then discusses the gathered features. These are 

ranked together and merged to obtain one total list of feature collections. By first engaging 

individually and then as a group a balance between individual and global needs is achieved. 

It is important to use correct prompting to keep participants active. Correctly prompting the 

participants helps them think more broadly about different aspects of the features. The main 

technique used for generating information was the interrogatory technique (Browne & Rogich, 2001). 

The interrogatory technique tries to ask open questions when generating information is important. 

This helped identify a more broad set of features. The technique however does rely on the ingenuity 

and abilities of the questioned subject (Browne & Rogich, 2001).  

The focus group session took place with a group of four participants. In the session all participants 

met in person except one who joined through a video call. The different roles of participant have 

with respect to the application are: product owner of the application, lead data scientist and two 

application developers. All participants are directly involved with the development of the application. 

In total one hour was available for the focus group session. Writing tools in the form of whiteboards 

were available for all participants. The one joining online performed all activities online on their own 
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computer, but shared the results. Later on discussions were performed in group using the same 

whiteboards. The outcome of the whole session was in the end dictated and the whole session was 

recorded for later on review. 

3.2.2. Results 
The outcome of the analysis from the focus group session was a list of different feature collections. 

During the session they were ordered and given a specific score. Scoring the relevance of different 

feature collections was done with involvement of the stakeholders. Giving a score allowed to order 

them. These are important when later on selecting the features for implementation 

In Table 1 is shown the feature collections that TIG identified as important. The included features are 

shown as TIG defined them. Features are not precisely defined thus some interpretation needs to be 

employed during data preparation. Creation of the list doesn’t yet take into if data is readily available 

or not. This list of feature collections is however too extensive for this thesis and will need to be 

shortened during of data understanding. 

Table 1 feature collections created by the stakeholder focus group 

Feature collection Relevance Feature Relevance 

Which combination of sheets are 
used 

9 Diversity of sheets used in a 
session. 

8 

Which sheets are used 8 Usage of filters 8 

Exports making and repeats 8 Reporting made and repeats 8 

Bookmark usage 8 Mistakes made by user 8 

Speed of clicks 8 G4/G40/other regions 7 

Number of sessions 7 Session length 7 

Function of user in their 
organisation 

7 Selections made per sheet 7 

Growth/decline of school 7 Digital proficiency 7 

Colleagues within the application 6 Size of school 6 

Users in organisation who are data 
coach 

6 Support tickets 6 

School type 6 Inspection indicators 5 

Time of logging in 4 Consistency of logging in time 3 

Number of licenses within 
organisation 

3 Gender 3 

Authorization restrictions 3 Age 3 

Subject given by user 3 Years in organization 3 

Usage of quality calendar 3 Salary scale someone is in 3 
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4. Data understanding 
Data understanding focusses on how the data is collected and the quality of the data that is used for 

the conducted research. 

The first section of the chapter describes the database containing the raw data. This forms the basis 

of the features on which the research is conducted. The data from the database is complemented by 

a small amount of additional data not available in the database. This is shortly described in the 

second section. 

The data extracted from the database may not provide consistent quality. The third section discusses 

the result of the data quality analysis. It discusses the analysis, all found inconsistency in the data 

and how it is handled. Various actions are undertaken to improve data quality. 

The business understanding resulted in a large list of potential features that might define its users. 

This list is too large for the analysis. The last section of this chapter discusses the selection of feature 

collections that are eventually used during the next steps of the research. 

4.1. Database overview 
A read-only database has been provided by TIG. Data contained in this database comes from 

different sources. Part of the data is the direct log of the application and a small part comes from 

other systems. 

The database was read-only, however access to another database was provided for creating 

temporary tables. Once a day the database is updated. The earliest records in the database are from 

01-01-2020. For the eventual analysis, data has been included until 31-05-2023.  

In the database, data about other products are also contained. These need to be filtered out when 

selecting the data. All tables were necessary for the creation of the features although some fields of 

the tables have not been used. How features will be implemented given this information is discussed 

in chapter 5.  

Next to information from the database itself, also some extra information was available. These is data 

describing the current school size, predicted school size in the future and location of the school.  

4.2. Data quality  
To make sure that the information provided is correct, an analysis must be performed to identify if 

there are structural or random errors in the data. In this section, we discuss multiple different 

anomalies with the data that have been found and how they are handled.  

We had to make sure that all potential error’s in the data were identified is important. For this, the 

different aspects of data quality must be kept in mind. Quality data is accurate, complete, unique, 

current, valid and conform with the standard data formats (Craig Stedman, 2022). By going through 

the data and checking it for these aspects, errors can be found. They are appropriate for checking 

data quality, but quality assessment cannot guarantee all mistakes have been removed from the 

dataset. This is the first check on data quality on this dataset.  

In this section, some of the data quality researched is provided. In some cases not all information 

about the user is available. The researched users are limited to those whose log data is verified to be 

accurate. 
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4.2.1. Employee 
Some companies and users must be removed from the dataset. These users are employees of TIG or 

fake companies which only exist for TIG’s testing purposes. TIG employees use their account when 

developing the applications. They do not represent any customers and are thus not users of interest 

for us. 

4.2.2. Limited sessions 
In the dataset, there are various different users with only a limited number of sessions. Users with a 

small number of sessions have more extreme data due to lack of datapoints. It is chosen that users 

with five or less sessions are not counted. As we assumed that users with only a limited number of 

sessions do not produce stable features, they have been excluded from the dataset.  

4.2.3. Application changes 
The application is approached as if it were a stable immutable platform. This is obviously not true 

and there have been a number of changes over time. To find out if any major changes have taken 

place, the release notes of the application have been sifted through. In them, a total of four changes 

were found that affect the structure. 

There are multiple different types of changes. Firstly, there is the elimination of a sheet. In this case 

the sheet is not any part of the current dashboard anymore. In those cases it is possible that they 

have been merged into another sheet. If that has happened, then any visitation to that sheet is 

observed as visits to the sheet it was merged into. In the case the sheet is fully dropped, visits are 

counted towards the more general features, e.g., sheets visited per session. Dropped sheets will not 

be measured as a separate feature in the end. 

Secondly, new sheets can be created. In those cases information about visitations to the sheet only 

start from its creation. If the sheet was created by splitting from an older sheet than a possibility is to 

fill in the non-existing data with the visits to the sheet it has been split from. We chose not to do it to 

prevent overcounting actions. 

Besides these major structural changes, minor updates have also been made. These include updates 

that add new functionalities, dimensions or settings, but do not change the structure. As they do not 

change why someone visits a sheet, they are not acted upon. 

Unfortunately, during the period in which the data was gathered, there have been changes in the 

application, as well as cultural changes. This means there is likely to be a difference between how 

people used the platform in 2020 versus 2023. Curtailing the period in which measurements are 

taken only entails reducing information about individual users. To keep the reliability of the features 

as high as possible, we considered better in this case to use the full period instead of limiting it to a 

shorter time frame. 

4.2.4. Validity check 
We made a sub selection of the users to keep only data that could be verified to be accurate. This 

means that some users are not included. A comparison was made to compare users removed with 

those kept within the dataset. On some of that were measured later, features differences were found 

such as speed of clicks and export usage. However, in most areas the removed users and those used 

didn’t differ significantly when it comes to most to be measured features. Therefore we assumed 

that conclusions from the analysis can be applied to the users as a whole. 
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4.3. Features selection 
Combining the knowledge gained from the stakeholder focus group and data understanding a 

selection of features can be made. The features are mostly not directly available within the data and 

must be created. Some features might take more time to obtain than others. Those created faster 

should be prioritized over those that cost more time. The amount of time something costs is 

assigned based on assumptions of the author. 

All feature collections from the stakeholders focus group were scored by giving a 10 to those that can 

be quickly created and a 1 to those that would cost a long time. The two scores are afterwards 

averaged, which gives a score to the feature collection. The score represents the priority for 

obtaining. Given the limited time frame, only the feature collections at the top of the list have been 

collected.  

Table 2 shows the feature collections with their score. It also indicates if during data preparation the 

feature has to be created. Most of the feature collections consist of multiple features. Which sheets 

are used will in the model be measured by multiple features, since a separate feature is needed for 

every sheet. 

Table 2 overview of all features collections from the stakeholder focus group. 

Feature collections Relevance Time Score Acquires 
creation 

Diversity of sheets used in a session 8 8 8 Yes 

Which sheets are used 8 8 8 Yes 

Number of sessions 7 9 8 Yes 

Which combination of sheets are used 9 5 8 Yes 

Usage of filters 8 6 7 Yes 

Reporting made and repeats 8 6 7 Yes 

Exports making and repeats 8 6 7 Yes 

Bookmark usage 8 6 7 Yes 

Speed of clicks 8 5 6,5 Yes 

Function of user in their organisation 7 6 6,5 Yes 

Growth/decline of school 7 5 6 Yes 

G4/G40/other regions 7 5 6 Yes 

Time of logging in 4 8 6 Yes 

Session length 7 4 5,5 Yes 

Size of school 6 5 5,5 Yes 

Selections made per sheet 7 4 5,5 No 

Colleagues within the application 6 5 5,5 No 

Users in organisation who are data coach 6 5 5,5 No 

Mistakes made by user 8 2 5 No 

Inspection indicators 5 5 5 No 

Support tickets 6 3 4,5 No 

School type 6 3 4,5 No 

Digital proficiency 7 1 4 No 

Consistency of logging in time 3 5 4 No 

Gender 3 5 4 No 

Age 3 5 4 No 

Number of licenses within organisation 3 5 4 No 

Authorization restrictions 3 4 3,5 No 

Subject given by user 3 3 3 No 
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Years in organization 3 3 3 No 

Salary scale someone is in 3 3 3 No 

Usage of quality calendar 3 1 2 No 
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5. Data preparation  
The previous chapter resulted in a list of feature collections that form the input for the model. This 

chapter discusses how features are created by processing the raw input data. 

This chapter starts by discussing transformation techniques that apply to all features. The second 

section discusses how each feature is created out of the raw data. 

The set of features likely includes redundant information with respect to the targeted clustering, i.e. 

features that express the same or nearly the same characteristic. Redundant features are removed 

through multicollinearity analysis, which is discussed in the last section of this chapter. 

5.1. Transformation techniques 
In this section three different techniques are discussed. Transformations and normalization are used 

on all features that are numerical. Feature encoding is used on all features that are categorical. 

5.2. Transformations 
Within the dataset not all features make use of the whole range of the feature, since some of the 

features are highly right skewed. To make the feature less skewed, log-scaling can be used (Gong, 

2021), which applies a log function to the data which transforms the data. Higher values are 

decreased more than lower values due to how the log function works. Because the log function 

cannot handle 0 values, we added to all values a small non-zero value (0.001). By spreading out the 

data more, the differences between different datapoints become more clear. This should however 

only be applied to the features that are skewed.  

For some features applying the log function is not able in removing the skewness. Not applying any 

transformation keeps the data highly right skewed. However applying log transformation makes it 

highly left skewed. For those, the square root method would be more appropriate (Biostats, 2017). 

With this a better distribution of the data is achieved. 

5.2.1. Normalization 
Different features have different absolute ranges for their data. The absolute distance between 

values is highly dependent on how the feature is measured. Measuring as a percentage gives values 

ranging from zero to one, while measuring occurrences can give a natural number (0,1,2,…). Two 

features that are measured with different units cannot be directly clustered togheter. Any type of 

distance measured is dominated by the feature measured that produces larger relative distances. 

Features with small relative differences do in those cases not influence the clustering.  

In many clustering methods the absolute ranges of variables significant influence the outcome of the 

model. Normalization scales the values of a feature inside a predetermined range. Min-max scaling 

(Serafeim Loukas, 2023) can be used which uses the highest and lowest available value to set the 

range from 0 through 1. 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑥 −min(𝑥)

max(𝑥) − min(𝑥)
 

Equation 1 min-max scaling which takes the lowest and highest values to calculate the new scaled value 

Although normalization is not strictly necessary when applying clustering algorithms, it is applied 

whenever a big difference in variance between different features is observed. Normalization is 

applied to all features even after transformations are applied. 
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5.2.2. Feature encoding 
The dataset contains a small selection of categorical features. Features that are categorical can 

however not directly be used in the models described. Thus, they need to be encoded before they 

can be used. User role is not ordinal information, and thus has been encoded in different features 

using dummy encoding (Pramoditha, 2023). In dummy encoding, every feature gets its binary value 

except one, which represents in this case the unknown value. Some features might be ordinal, 

however determining that the different ordinal levels are the same distance apart is not possible. 

These cannot be assigned a value and need to be also dummy encoded. 

5.3. Features creation 
This section discusses what needs to be considered when creating features from a raw dataset. They 

are discussed per feature collection. The order of the discussed features is the same as the priority as 

given in Table 2 overview of all features collections from the stakeholder focus group.2. 

5.3.1. Diversity of sheets used in a session 
Diversity of sheets used in a session is measured as the unique sheets visits within one session. The  

number of sheets visited is counted. Multiple visits to the same sheet are not counted. The average 

over all sessions is taken. The dashboard page is also counted, which is always visited during a 

session. 

5.3.2. Which sheets are used 
Which sheets are used is measured per sheet individually. There are 33 different sheets and per 

sheet the number of visits is counted. The value is averaged over all sessions. Multiple visits to the 

same sheet within a session are measured separately.   

5.3.3. Number of Sessions 
Number of sessions counts the number of sessions a user has in total. Number of sessions represents 

the experience of the user. 

5.3.4. Which combination of sheets are used 
Which combination of sheets are used is measured by six sets of two features totalling twelve. The 

most prominent combinations of sheets are used as separate features. Visualized is if someone visits 

a sheet (horizontal axes) then how likely is it they also visited the other sheet (vertical axes). High 

chance combinations are used for determining the sets. 

The most prominent combinations of features are given here. These combinations are features that 

are used a lot together. A name thematically is given to each collection of features which represents 

what relates them. For every combination of sheets to features we created one feature measuring 

the percentage of sessions any of the sheets are visited and a second feature measuring the 

percentage of sessions in which all sheets are visited. 

5.3.5. Usage of filters 
Usage of filters is measured as the number of times a filter is used. Six different filter categories are: 

School, Teacher, Class, Student, Study and Subject (Course of Study). Multiple usages of a filter within 

a session are not counted separately. This value is averaged over all sessions of the user. 

5.3.6. Reporting made and repeats 
Reporting made and repeats is measured by looking at the reports made with the sheet “PDF 

Rapportage”. On the sheet, eight different reports can be made. For every report, two features are 

defined.  
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1. Average number of reports per session takes the total number of reports made, averaged over all 

the sessions of the user. 

2. Unique sessions making the report type measures the percentage of sessions in which a report has 

been made.  

All reports are also measured together by measuring the total number of reports made and the 

percentage of sessions in which a report is made. 

5.3.7. Exports making and repeats 
Exports making and repeats measures the number of exports there are made of any table by right 

clicking and choosing one of the three export options. Because most exports happen on a specific 

sheet, the use of the export function is measured for that specific sheet, all other sheets and for all 

sheets. For all three, this is measured in two ways: 

1. Average number of exports per session takes the total number of exports made, averaged over all 

the sessions of the user. 

2. Unique sessions making exports measures the percentage of sessions in which an export has been 

made.  

Making reports and exporting are fairly similar actions, since both create documents that can be 

used outside of the application. Therefore we define a combined feature measuring the total number 

of exports and reports, and a feature measuring the unique sessions where in a report or export has 

been made. 

5.3.8. Speed of clicks 
Speed of clicks is measured as the average time between two logs. Only logs that are a direct result 

of something the user does are counted. This means that logs of the type document or action are not 

counted. Those are background actions and are not related to a user’s input. When users use the 

search function every key stroke creates a separate log entries. Multiple search in a row are therefore 

coalesced into one. Logging off automatically is not counted either since it is not a user’s action. 

Some sessions are longer than others and contain more logs. We choose to take the average over all 

times between two user interactions. This is different from taking the average user interaction speed 

per session. 

5.3.9. Function of user in their organization 
Function of user in their organization is as the role category someone belongs to. User role is created 

as a categorical feature based on the role as defined by their respective organisation. These are split 

into nine main user categories who have roles which are similar. The category of teacher is further 

more split into three parts depending on their pay scale.  

5.3.10. Growth/decline of school 
Growth/decline of school is calculated by looking if size of the school predicted in the future is larger 

than the current size.  

5.3.11. G4/G40/other regions 
G4/G40/other regions references the different classifications of municipalities within the 

Netherlands. This is the classification of municipalities in the largest cities (G4), major cities (G40) 

and other municipalities (Centraal Bureau voor de Statistiek, 2023).  
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5.3.12. Session length 
Session length is calculated as the time between the start of the session and logging off. Sometimes a 

user is however logged in for too long and is automatically logged off. When a user is automatically 

logged off, the last action is used to represent the end of the session. Session length as originally 

given in the database does not account for inactivity thus might overrepresent the users time of 

engagement with the system. 

5.3.13. Time of logging in 
Time of logging in is split in three parts: time of the day, day of the week, and year. 

Time of the day is measures the percentage of sessions that took place during a certain part of the 

day, following the convention of dividing the day in four parts, night (0:00-6:00), morning (6:00-

12:00), afternoon (12:00-18:00) and evening (18:00-24:00). A small number of time periods are 

chosen to not overcomplicate and create too many separate features while still creating an idea of 

when someone is online. Time periods are measured in “Amsterdam Time” (CEST), given that the 

users are from schools in the Netherlands.  

Day of the week is the percentage of sessions logged on that day.  

Year is measured separately following the two types of year defined in education. Calendar year 

going from 1 January until 31 December, while a school year goes from 1 August to 31 July.  

5.3.14. Size of the school 
Size of the school is measured by one feature, namely if the school is small or large. Large is defined 

as having more than 600 students. The value is determined by TIG. 

5.4. Multicollinearity analysis 
It is important to check the correlation between the different features. This is done by performing a 

multicollinearity analysis when preparing the data. It is possible that multiple features are highly 

correlated, which means that they do not truly represent different information. Correlation can be 

easily identified using a correlation matrix.  

Complete correlation removal is however not the goal, only handling the most extreme cases. The 

goal is to remove redundant information; in the cases where there is still significant correlation 

between features, they individually contain unique information and are thus still useful.   

The different features need to be checked on collinearity. They are plotted on correlation matrixes. 

Most correlation is within acceptable ranges, but there are some features that are highly correlated. 

Highly correlated features need to be addressed in the step. 

5.4.1. Almost perfect correlation 
There is a small selection of features that are perfectly or almost perfectly correlated. These are 

features which are created as variations on each other but are not capable of measuring something 

truly different. In case of a correlation coefficient higher than 0.95 or below -0.95 the features are 

considered perfectly correlated. In total, only three pairs of features were that extreme. In all three 

cases, one of the features has been removed from the dataset as it represents both pieces of 

information.  

5.4.2. Highly correlated 
After having dealt with the almost perfect correlated features, we made a selection by considering 

high correlation. Features that have a correlation coefficient of more than 0.75 or less than -0.75 are 

considered highly correlated.  
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For some features, there are two implemented variations: one variation measures the average 

number over all sessions and the other the number of unique sessions. In cases they are highly 

correlated only the average number over all sessions is kept.  

Some features measured the total number of visits while others the unique amount of sessions 

something was visited. These are sometimes highly correlated. In these cases, we decided to drop 

the unique sessions variation. This is because those are more complex features to interpret.  

Furthermore, the features that measure the weeks that someone is online in the two different ways 

(per calendar year or school year) are all highly connected. Although it could have been expected, 

doing the measurements twice via two different features is unnecessary. Therefore, only the features 

that measure weeks online per school year are kept in the dataset.  

The morning sessions and afternoon sessions are highly negatively correlated. This makes sense 

because both features are measured as the percentage of all sessions that take place either in the 

morning or afternoon. Knowing the percentage of time someone is online in the morning, evening 

and night can be used to calculate the afternoon percentage, since this feature is already captured in 

the other three. Thus, to remove correlation and without knowledge loss afternoon sessions are 

removed as feature.  

Although a next step to investigate correlated features could be possible, we decided to stop at this 

point. This is because features are expected to be sometimes somewhat correlated. Correlations 

between different features are also less easily explainable when considering lower correlation 

coefficients. 
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6. Modelling 
The goal of this chapter is to present the models we created and assess the quality of the models. 

The first section of the chapter explains theoretical models that can be applied to the clustering 

problem of this research. These two modelling methods are K-means and Hierarchical clustering. The 

discussion includes some additional methods that are necessary when using them.  

The second section describes the creation of models by applying the modelling methods. The 

modelling is performed using categorical classifiers, using the full dataset, and using thematic 

subsets. 

The last section of this chapter discusses the validation of the models. Testing stability results in a 

final selection, leaving only those models that create valid user groups. The outcome thus are models 

that can split the users in multiple distinct user groups.  

6.1. Clustering models used 
The goal of this thesis is to find if multiple different user groups can be identified. To identify those 

user groups clustering is used. For clustering a variety of different methods can be used. Two 

clustering models have been chosen: K-Means and Hierarchical. K-Means is chosen because it is the 

easiest model to interpret. K-Means uses centroids. A centroid is a point that represents the centre 

of a cluster. Hierarchical clustering is used because more complex clusters could potentially detected 

based on distances between points and not a single centroid. 

There are other types of clustering techniques. Notable types are distribution based and density 

based models. We chose not to use distribution based model, because they assume that the data 

approaches a distribution (for example gaussian). Assuming a type of distribution is a hard claim that 

is not easily made. Density-based clustering depends on areas with high numbers of data points to 

detect if there is a cluster. Cluster shapes can be more flexible just as Hierarchical and should handle 

outliers better. Density-based models have the major drawback that they find clusters with varying 

density difficult to handle. Given the distribution of different features similar density between 

different clusters is not expected and thus Hierarchical is preferred over Density-based. 

6.1.1. K-Means 
K-means (MacQueen, 1967) is one of the better known methods of clustering different groups of 

data points. It is easily programmed and computationally economical for identifying K different sets 

(MacQueen, 1967). This is achieved by first creating K different points. Next all data points are 

assigned to the point whose mean is closest in distance calculated, then the centroid for each cluster 

is calculated. These centroids are finally used as the new points used to assign the data points to a 

cluster. This is repeated until the centroids do not change anymore. Given that K-means has random 

elements, running it multiple times can generate different results. The number of clusters created is 

not determined by the algorithm, but is set by choosing a value for K.  

K-means was chosen because it is easily understandable. Clusters are only defined by their distance 

to a centroid. Other techniques might have clusters that are defined by an irregularly confined area 

and are more difficult to understand. This strength is also the main weakness of K-means. Clusters 

with more complex shapes are not always nicely identified by K-means. 

6.1.2. Silhouette score 

The number of clusters cannot be determined by K-means. An appropriate number of clusters cannot 

be determined via observation either, because visualization of more than 3-dimensional data is 

difficult. The silhouette score (Rousseeuw, 1987) however, can be used to determine how many 
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different clusters there might be within the data available. This score represents both the cohesion 

within a cluster and the separation between clusters. By calculating the silhouette score for a variety 

of different clusters and observing which one has the highest score the number of clusters can be 

chosen.  

The silhouette score is calculated on K-means result. The score can thus differ slightly due to 

randomness. If scores are close, the advised value for K can change. The silhouette score can also be 

used to give a measure to how well the clusters have been created, so it is a score that can be used 

to validate clusters.  

Because the silhouette score is an abstract measure, for interpretation some reference is necessary 

to better understand its meaning. For this the used interpretation of different scores is based the 

proposal by Kaufman and Rousseeuw (Kaufman & Rousseeuw, 1990). Their proposed interpretation 

is shown here in Table 3 . These are rules of thumb and should not be seen as strict measures. 

Table 3 Silhouette interpretation table following as by Kaufman and Rousseeuw (Kaufman & Rousseeuw, 1990) 

Silhouette score Proposed Interpretation 

0.71-1.00 A strong structure has been found 

0.51-0.70 A reasonable structure has been found 

0.26-0.50 The structure is weak and could be artificial; 
please try additional methods on this data set 

≤ 0.25 No substantial structure has been found 

 

6.2. Hierarchical clustering 
Because K-means has some limitations another clustering method has been used in addition. 

Hierarchical clustering has the advantage over K-means that the clusters created can have more 

complex shapes. This makes hierarchical clustering more difficult to interpret, but more flexible 

towards complex clusters. 

In hierarchical clustering, every point starts in their own cluster. Stepwise clusters are merged for the 

two clusters for which merging increases the sum of squared error the least. Clusters are merged 

until only one cluster is left. Results are then generally visualized within a dendrogram. The merging 

point where the summed error of squares is the largest is the place used to split the results into 

multiple different clusters. The type of hierarchical clustering described here is called Ward’s 

minimum variance method (Ward, 1963). 

6.3. Model creation 

6.3.1. Impact of categorical classifiers 
As a first approach K-means is applied to the whole dataset, and the silhouette score is calculated. 

K=3 gives the highest Silhouette score. The Silhouette score for two K values (K=2,3) are close, which 

implies that selecting the highest not automatically relates to the best number of cluster when 

considering the dataset. Due to the random nature of K-means, different silhouette scores can be the 

highest depending on the starting conditions.  

However, since the found silhouette score is only 0.10 it means that no or hardly any clustering can 

be applied to the full dataset.  

In this clustering attempt, categorical features such as user role were still part of the analysis. 

However, when looking at the statistics behind the clusters it was found that the results have been 
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subdivided by the categorical features, which are heavily influencing the clustering ability. Clustering 

purely on the binary representation of a small selection of features does not yield useful results. 

Therefore, in the analysis hereafter categorical features are only used when comparing the clusters 

found.  

6.3.2. Full dataset without categorical data 
Again the same clustering is applied to the dataset, but in this case without any of the categorical 

features. These are user role, G4/G40/other region, school size and school growth.  

Using the clustering again on the subset reveals that there are not really any identifiable clusters with 

this method. The maximum Silhouette score found is less than 0.08, which is far lower than the 

references described in Table 3 . This reduction in score compared to the score for the full dataset 

also shows that any structure using the K-means method on the full dataset was only due to the 

nature of categorical features.   

Applying hierarchical clustering might be able to create better clusters in the dataset. There seems to 

be four different clusters. There are multiple options for different clusters within the dataset, while 

either 2 or 4 clusters seem most logical. The choice between two options must be done on insight. 

Using the slightly higher value suggests two cluster and this will be used. 

6.3.3. Thematic subsets 
Clusters might only be identified in specific subsets of the features. We created different subsets 

based on logical themes within the data. This implies that thematic subsets are created on which the 

analysis is done individually. We discuss the clustering in parallel.  

• Filtering features: This subset represents how users apply filters. Filter usage is measured by six 

individual features which measure different types of filtering.  

• Sheet usage features: There are two sets of features covering information specifically about 

visiting sheets: sheet usage counts how often certain sheets are visited and sheet combinations 

measures how often certain combinations of sheets are used. 

• Time features: Lots of different features cover when and how much different users are on the 

platform. These include features that measure: time of logging in; day of the week; weeks per 

year; and logins per year.  

• Reports and exports features: Which reports and exports a user makes and how often this is 

measured by a large selection of features. 

• General features: Some general features have been identified. These are the features that 

measure behaviour in different ways more generally. These are number of sheet visits, session 

length, number of sessions and time between clicks.  

K-means 

Firstly, on all the different thematic subsets the K-means clustering is performed. For each one 

amount of clusters was chosen based on the highest silhouette score.  

For the sheet features and time features subsets can we conclude that there are no clusters found by 

K-means, since the silhouette score is too low for both. 

For the other, three clusters are found with scores between 0.25 and 0.50. These indicate that there 

are potential clusters within the datasets. The found clustering is not certain however. Therefor 

further evaluation is needed. 
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Hierarchical 

Hierarchical clustering has been also applied. For all of the feature subsets, the same number of 

clusters are found as with K-means. However, for all the subsets the score has decreased. Validation 

needs to be performed to find out if they are truly valid clusters. 

Table 4 Found clusters for hierarchical clustering for different feature subsets 

Feature subset Found clusters 

Filtering features 2 

Sheet features 2 

Time features 5 

Reports and exports features 2 

General features 3 

6.4. Validation 
There are several ways of assessing the validity of different found clusters. When constructing the 

different clusters with K-means the silhouette score was used. Silhouette score is an internal validity 

measure. However, because it is used for the construction of the clusters, using it for assessment 

would not be appropriate.  

To validate the clustering, a second independent metric is required. There are other metrics for 

internal validation using different aspects, but as the clustering algorithm tries to optimize on such 

metrics, these metrics are not independent and therefore not appropriate for validation (Orlov, 

2017). Therefore the stability check based on the Jaccard coefficient has been chosen for validation. 

6.4.1. Jaccard coefficient stability 
To measure the stability of the clusters, the approach of Mucha (Mucha, 2007) is followed for 

calculating cluster stability using the Jaccard coefficient. This method was designed originally for 

hierarchical clustering. Similar methods also exist for K-means clustering (Yu et al., 2019). Therefore, 

the same measurement of stability is applied to both clustering approaches. To calculate the stability 

of the clusters, we took the following steps: 

• Subsampling the total dataset. This is done by randomly selecting a certain percentage of 

the datapoints without replacement. Aligned with Mucha (Mucha, 2007), this percentage 

was set to 75%. 
• Perform the same clustering as originally, and split the subsample in the same number of 

clusters. The number of clusters was kept equal to allow a solid stability analysis. 
• Calculate the Jaccard coefficient between the original cluster and the newly created 

subsample cluster. The calculation of the coefficient is only done using data points within 

the subsample. Data points outside the subsample are ignored. The Jaccard coefficient 

measures the percentage of all labels that appear in both clusters. 
• For each cluster in each subsample, only the maximum value of Jaccard coefficient was kept.  
• Calculate different metrics to give insight into the value. 

𝜏(𝜀, ƒ) =
|𝜀 ∩ ƒ|

|𝜀 ∪ ƒ|
 

Values from this metric range from 0 to 1. All metrics have been calculated separately for each 

individual cluster. The number of different subsamples created was set to 1,000.  
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6.4.2. Full dataset without categorical data 
Applying the Jaccard coefficient stability shows if the clustering on the full dataset without 

categorical data was valid. The Jaccard coefficients found were however below 0.5 which is 

considered too low. The low scores show that no valid clusters were identified. 

6.4.3. Thematic subsets 

K-means 

When applying K-means to the thematic subsets of the data, three collections of features were found 

that might contain clusters. For all of them, the stability is calculated. Considering the Jaccard 

coefficient statistics, all three subsets show that the clusterings are highly stable. Even in the worst 

case scenario (the minimum) almost all features still have a Jaccard coefficient of at least 0.8. 

Therefore these found clusters are observed as being stable.  

Hierarchical clustering 

For the same features, the stability of the hierarchical clustering was also calculated. We compared 

the Filtering, Reporting and General Features, and these three had far worse results than the K-

means clustering approach. For all subsets, the average Jaccard coefficient is significantly lower than 

for K-means. This clearly shows that this method is less capable of clustering the data. The other 

statistics confirm this.  

For the other two thematic subsets, clustering was also performed. Scores of the hierarchical 

clustering are low. Therefore no valid clusters were created.  
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7. Evaluation 
This section examines the outcome of the models. It describes the knowledge that can be extracted 

from the clusters. The discussion evaluates to what extent the models can show TIG if multiple user 

groups are identifiable. 

The modelling resulted in three models. All three models are discussed individually. The discussion 

highlights differences between the clusters, and interprets why the differences exist.  

7.1. Reports and exports 
In the reports and exports features subset two different clusters where found with K-means. The 

main difference between the two clusters is how much reports someone has made. The second 

cluster contains users that make use of the reporting functionalities. The features show clearly that 

users in the second cluster use the report and export functions more often.  

There is a big difference between the two clusters in size. The first cluster contains about five times 

as many users as the second cluster. High usage of the reporting functionalities appears to have 

happened only on a smaller group of users. 

In features outside of the cluster also appear to be different. Those who create more exports have in 

general longer sessions. Export creation is a time costly endeavour.  

For some reason, there seems to be a difference in that users who export more, use filters more on 

subject than other user groups. This increase in filter use is only clearly visible in the subject 

selection and not in any of the other groups. 

In the categorical features, there seemed to be no differences between the two clusters. These user 

groups seem independent of role or school characteristics. This differs from the expectation that 

exports are advanced and belong to certain organizational roles. The main difference between these 

two clusters is that the second group appears to contain users who use the export functionalities 

more often.  

7.2. Filtering 
In the clustering on the filtering options, most of the clustering is due to filtering on schools. In study 

filtering, there is also a difference showing that the users in the second cluster use the cluster option 

more often. In the other filtering features, this is not visible. Interestingly there is no apparent 

difference between the number of sessions. This is unexpected, given that the second cluster uses 

more filters than the first cluster.  

About two thirds of the users belong to the first cluster. Of the policy makers, about fifty percent fall 

in the first cluster. This shows that there is a connection between the user role of policy maker and 

which selection options they use. Other user roles have less extreme connection to the clusters. 

Given that thit is the only role with a relationship with clustering, this might be a random result. 

7.3. General 
The general features selection created in total three different clusters. Table 5 shows the relative 

differences between the three found clusters. Only is shown if the feature has an average that is low, 

middle or high compared to the other clusters. 

The features with the most prominent differences are the number of sessions and the sheet usage. 

Session length does show some distinct differences between the clusters but less clearly. Differences 

in time between clicks are negligible.  
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Table 5 relative differences between the three clusters from the general clustering 

 Cluster 1 Cluster 2 Cluster 3 

Number of sessions High Low Low 

Sheet usage Middle Low High 

Session length Middle Low High 

Time between clicks Middle Middle Middle 

 

The first cluster stands out, because only the first cluster contains a high number of sessions. For the 

other cluster, only users with a limited number of sessions are contained. The first cluster seems to 

contain those which use the dashboard on a regular basis. 

Both the second and third cluster contain users that do not use the dashboard a lot. The main 

distinction between the two clusters comes from how much they use the dashboard. The second 

cluster contains those who use the dashboard not much and only visit a small part. This in contrast to 

the third cluster that does not use the dashboard a lot but visits many different sheets. 

The difference between the clusters is also visible in other metrics. Usage of different selection 

features is connected to the number of sheet usage. Therefore these metrics also increase, given 

that people who have longer sessions are probably more likely to do more filter options. The same 

applies to the sheet usages. 

7.4. Comparing results 
Clustering results can be compared by looking at agreement between how users are clustered. The 

different clusters created based on different feature subsets are not the same. However, clusterings 

with different feature subsets might not create fully independent results. It is looked at if the 

different clustering results are fully independent or not. 

Independency is calculated using the conditional probability of belonging to a cluster given other 

clustering results. If the conditional probability is significantly different from the normal probability 

of belonging to a cluster then the results are not truly independent. 

Comparing the clustering results of report and exports and filtering there are no clusterings that are 

dependent. Belonging to one cluster from clustering on report and exports does not relate to 

belonging to a cluster within filtering. This shows that these are two independent ways of clustering 

users. 

When looking at filtering features and general features, it is clearly visible that user belong to one 

cluster or another. Almost all conditional probabilities are significantly different from random and 

thus the results of the two clustering methods should not be seen as independent from each other. 

Some large differences between the observed users in a cluster combination and the number that 

would be expected.  

The same is observed also between report and exports features and the general features. The two 

clusterings are not fully independent. Especially knowing that someone belongs to a specific report 

and export cluster is a good indicator of to which general cluster someone belongs to.  

Although some clusterings are not fully independent there result to predict the other results is 

limited. For example, in one of the clusterings about 24% are within one cluster. Knowing other 

clustering results the conditional probability increases to 40%. This is indeed a significant difference, 

but one result can not be fully predicted from another one. This example was the case with the 
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highest absolute difference between the independent and conditional probability.  Although not all 

results are independent all three clusterings do contain unique information. 
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8. Discussion 
This section discusses the results of this research. It discusses the three results and what could be 

learned from it. Next it reflects on the design of the research and discusses the different limiting 

factors that may influence the quality of the results. 

8.1. Analysis results 
In total the research found three different ways that can be used to create user groups. All three 

ways of creating user groups are valid independently from each other. Different insights can be 

gathered from each and every one individually. 

Firstly, clustering on the reports and exports functionalities created two distinct clusters. One cluster 

with high report and export usage and one with low usage. Those with low usage form a far larger 

group than those that have high usage. Given that the functionality only belongs to a small group of 

users creates the impression that it is mainly an expert functionality. This finding may lead to two 

alternatives approaches related to this functionality. The functionality may be considered for expert 

users only, and may be moved to a location that fits this description. The other option would be to 

promote it to a broad user group. Possibly the function is too much hidden at the moment and 

changes could be made to inform more users of the existence. 

Secondly, filtering creates nicely two groups that differ mainly on the usage of the school filter. With 

respect to the amount of usage of the filter functionality, only for policy makers some relationship 

was visible. Because filtering can be seen as a zooming-in action on a specific area, more 

relationships to specific user roles might be expected. As no other relationship was found than the 

one mentioned, the user role might only have limited relationship to whether someone is interested 

in only a specific school or not. User roles as they are defined might also be limited in their accuracy 

of representing the current tasks of the user.    

Thirdly, the clear split in three clusterings creates clear divides in the amount of usage and to what 

extend users use of the dashboard. Each of the three subdivisions are a clearly different group that 

should be approached in a distinct way. 

The users that have high dashboard usage are very likely to includes the super users, and include  

current users. These are users that are probably satisfied with the dashboard in its current form. 

Those with whom TIG has direct contact with are also probably within this group. If TIG is considering 

contacting users that can act as motivators towards other users than looking throughout these users 

could be a good first step. 

The is a group of users that have a low usage of the dashboard and only use part of the dashboard. 

These users may have not been fully introduced to most of the dashboard or do not see use to most 

of its functionality. Not looking through the different functionalities by themselves means they might 

be difficult to motivate. Investigating the reasons behind such usage and looking how this group can 

be motivate to use the dashboard more broadly might be a way to move these users towards regular 

users. 

There are also users with low usage, but engaging with large parts of the dashboard. These users 

have great curiosity for the application, but are not regularly using it. They might only need it for 

small periods of time, or want to use it but don’t know how. This group might not need to be 

motivated, but needs assistance in understanding how to integrate the application within their 

normal tasks. 
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For all low usages users it is important to see if the user is still a customer or not. These users might 

also be customers that have gone, or who only had temporary accounts. Information about this was 

not available.  

8.2. Research design 
Different choices needed to be made on the how the research was performed that may influence the 

quality of the research. 

The research focussed on all the users and did not focus on smaller groups of users. This means that 

most lessons learned look only at the whole population and not certain specific sub groups. There 

was no separate clustering performed on teachers or any other user role. As the interest was in the 

population as a whole, gaining more specific knowledge in specific groups is still difficult.  

In total two types of clustering algorithms have been used. Both do complement each other nicely, 

but extending the research to other clustering techniques might produce other user groups. Without 

applying other algorithms it is probably impossible to determine if other clusters exist. Changing the 

transformations and normalisations might also lead to finding other user groups. Even if applied 

found user groups might be the same or almost the same. Some choice needs to be made how many 

different techniques are applied and given the two used techniques were most appropriate the 

research was limited to only the two.  

Transformations and normalisations were necessary for creating distributions that are fit for 

clustering. Changes made to the data should always keep the key characteristics of the original data. 

The applied techniques within the research do change some of the aspects of the data, but such 

change is regarded not to have changed their key characteristics. Without applying transformation 

and normalisation, finding any user groups would not have been possible. All data would have been 

too much grouped together to find any differences between user groups. The techniques used do 

keep the most important characteristics of the original data intact. 

For the selection of the users the choice was made to exclude users with less than five sessions. This 

creates the problem that some group of users is not analysed within the cluster analysis. It was 

deemed necessary for creating results, but these users must not be forgotten. This group might 

actually be of very much interest to focus on, as these users might need to be motivated to use the 

dashboard more frequent. Determining how they use the dashboard can be done on a group basis, 

but given the limited data not on individual level. If TIG wants to understand them they would need 

to extend their sources with extra information outside of the log data. 

The method used in this research,  CRISP-DM has a cyclical design. The results of the research can be 

seen as the end point of a first cycle and have created new insights. Results should also be seen as 

only a first cycle and should be the input for the next one.  

8.3. Limiting factors 
Via the stakeholder focus group session different feature collections were extracted. The 

stakeholders being TIG employees, means the result incorporates the knowledge of TIG. Though 

being important for the research to utilize this knowledge it also encompasses the risk of this 

research being biased to the known needs of TIG, whereas answers to unknown needs remain 

undiscovered. Upfront, the choice was made to incorporate this knowledge, which thus may have 

limited the capacity of finding new insights, but made sure that the results are useful for TIG. 

The results of the dashboard are now interpreted as reflections of the dashboard and the users as if 

both have always been like this. This is not the case as there have been many changes to the 
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dashboard and in society in the period of 2020-2023, which is the time period included in the data. 

The problem of a changing application cannot be removed as it is an active product that is updated 

regularly. Observing over a shorter time period  as countermeasure does not work as this would limit 

the amount of data too much and would have a negative impact on the quality of the analysis. As 

some parts of the application could be viewed as being static over longer periods of time, reducing 

the research to such a smaller scope may counteract change and improve the learning potential for 

analysis on such focused area.  

Throughout the research some different types of data quality problems where identified and 

circumvented by removing data. By definition, this decreased the quantity of the data. A potential 

side effect is that the removal is a selection of a source. This selection might have created a bias 

towards certain types of users, but it is not known what kind of users. It is assumed that it does not 

affect the found results, but there exists some bias due to this data exclusion. 
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9. Conclusions 
Answered in this section is the original research question: 

Which user groups can be differentiated considering characteristics of their behaviour in an 

educational performance dashboard based on log-data? 

Different features were extracted from stakeholders that are related to certain behavioural 

characteristics. These were directly based on log-data from the educational performance dashboard. 

Multiple different user groups were identified, but the found user groups depended on the chosen 

selection of features. There were clear differences between user groups and the clustering 

developed useful insight for the further development of the platform. 

9.1. Learned lessons 
Many different new insights were developed during the research of which the most important ones 

were: 

• Sub selections of features can contain clusters even if in the total set no clusters could be found. 

• If a cluster could be found depends on the clustering method selected, not all are equally 

successful in the same situation. 

• For a detailed look into specific areas of use, smaller specific groups should be selected. 

• The export and report functionality is used by a small group of users and is thus possibly an 

expert functionality. 

• Behaviour such as filtering on school is not directly related to the type of school someone 

belongs to. 

• The users with low usage outnumber those with high usage.  

• There are clear differences in behaviour even between those with limited usage.  

9.2. Future work 
The research was able to answer its main research question. However there are different 

improvements and further research that could be performed.  

• Applying other clustering methods that are able to use categorical data. Categorical data had to 

be excluded, but might contain still hidden information. 

• Outlier filtering to create clearer clusters that better represent a user group. 

• Applying UX expertise to look into how the results could be transformed into UX changes. 

• Looking into if the export and report functionality need to be changed to apply to a broader user 

base. 

• Research into why a certain group of users have low usage and how their application usage can 

be increased. 

• Comparing the user that TIG thinks are super users with the created user groups. 

• Investigate a broader variety of feature sub selections and other features. 

• Combining results with and comparing it with qualitative results from interviews.  
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