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ABSTRACT,  

The technological concept of the metaverse has the potential to change our society to 

an extent that can be compared with past inventions like the internet. While it 

encompasses the potential to bring extraordinary advances in areas such as health 

care, education, or e-commerce the risks and challenges it might bring for its users 

are often neglected. Past experiences regarding social media or online gaming 

showed how such technologies can have negative effects on the psychological and 

physiological well-being of their users and to what degree malicious individuals 

might abuse them. A user segment that is especially vulnerable in this context is 

children and adolescents. This paper addresses the types of psychological and 

physiological risks the usage of the metaverse can pose for children and adolescents 

by creating a knowledge base derived from the current state of literature and 

interviews with experts. Additionally, it contributes to research by developing a 

framework that helps to identify and categorize child-inappropriate content or 

behavior that occurs in metaverse spaces. These findings may facilitate 

collaborations between researchers, policymakers, and developers of this technology 

to ensure the well-being of users and to create innovative solutions that mitigate the 

identified risks and challenges, fostering a secure digital environment that is safe for 

all user segments. 
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1. INTRODUCTION 
The emergence of the concept metaverse in recent years, a virtual 

world existing solely in the digital space, created unprecedented 

opportunities as well as challenges for organizations involved in 

its development and also for society as a collective. This 

development is greatly facilitated by revolutionary technologies 

such as “virtual reality (VR) which has been aided by parallel 

advancements in AI, the IoT, Clouds of Things, Big Data, and 

other technologies” (Allam et al., 2022). These virtual spaces can 

provide a multitude of functions ranging from simple aspects 

such as gaming or communication up to the creation of effective 

workspaces or digital-twin models of real-life scenarios (e.g., 

city planning or natural catastrophe prevention) (Allam et al., 

2022). This range alone shows how diverse and universally 

applicable the concept of the metaverse will become in the 

upcoming years which indicates the importance for not only 

special interest groups but also for all members of society. The 

general concept of the metaverse began with Neal Stephenson's 

novel "Snow Crash" in which the author depicted a dystopian 

reality of our world in which people entered a virtual space via a 

head-mounted display (HMD) where they were able to construct 

their own personalized world according to their preferences 

(Abbate et al., 2022; Stephenson, N., 1992). Inspired by Neal 

Stephenson’s visionary concept, the metaverse is gradually 

taking shape with technological advancements like "Second 

Life" or Meta Platform Inc.’s recent venture “Horizon Worlds” 

(Horizon Worlds | Virtual Reality Worlds and Communities, 

2023; Official Site | Second Life - Virtual Worlds, Virtual Reality, 

VR, Avatars, and Free 3D Chat, 2023). These immersive spaces 

allow users to enter digital environments in which they have the 

possibility to interact via customizable digital representations of 

themselves (Avatars), bringing us closer to Stephenson’s vision. 

(Dwivedi et al., 2022).  As depicted in Damar (2021) a possible 

and inclusive definition of the metaverse could be a “shared 3D 

virtual world in which all activities can take place using 

augmented and virtual reality equipment”.  

With the metaverse’s growing popularity ethical concerns 

naturally were raised simultaneously (Dwivedi et al., 2022). 

Especially the fact that the development and regulations of 

certain metaverse spaces are not in the control of respective 

government agencies, but instead of big tech companies whose 

hidden interests could mainly follow financial or political 

motives, make the ethical accountability and transparency 

regarding the regulation of the metaverse highly questionable 

(Bibri & Allam, 2022). One user group that is particularly 

endangered by the influence, that the metaverse can have on 

society, is children and adolescents. The dangers created by 

increased utilization of the metaverse and related technologies 

could include for example the publication of private data (e.g. 

name, address, contact information), addiction, increased violent 

behavior, negative impacts on psychological well-being, 

cyberbullying, or exposure to unsafe content or behavior that is 

not appropriate for children and adolescents (Kaimara et al., 

2022; Lavoie et al., 2021; Lee et al., 2021; Muslihati et al., 2023; 

Usmani et al., 2022). Due to the still unknown impact, the 

metaverse will have on our society, and the lack of regulations 

currently defining those virtual spaces, the subject of child and 

adolescent protection will represent an essential future research 

domain. Despite the ethical importance of user protection and the 

prevention of aspects such as harassment or the distribution of 

child-inappropriate content or behavior, the current state of 

research regarding the metaverse is predominantly focused on 

technical issues and the potential positive impacts this new 

technology might have on our society. Aspects like the 

underlying technological processes, future business and 

monetarization possibilities, improvements regarding city 

planning and urbanization, or advantages for health care and 

education currently represent the core of literature (Abbate et al., 

2022; Allam et al., 2022; Bailey & Bailenson, 2017; Bibri & 

Allam, 2022; Damar, 2021; Park & Kim, 2022). Only a fraction 

of research examines what negative effects a further 

implementation of the metaverse in our daily life might 

encompass on people's psychological and physiological health, 

especially with a lacking focus on minors. Considering the novel 

nature of this technology, it is obvious that long-term studies 

regarding impacts on our well-being still do not exist. Due to this 

clear gap in research, the aim of this paper is the provision of an 

initial knowledge base regarding what psychological and 

physiological risks exist regarding entering these virtual worlds. 

Furthermore, this guides the development of a conceptual 

framework used in answering this paper's research question: 

“What types of child-inappropriate content or behavior can 

be identified in social or gaming spaces of the metaverse that 

children and adolescents might encounter during their 

play?” 

 

2. CURRENT STATE OF RESEARCH 

REGARDING RISKS INDUCED BY 

VIRTUAL ENVIRONMENTS 
In order to map out the current state of research an initial 

literature review was conducted. The following section will 

provide an overview of how the current state of research 

examined the psychological and physiological risks the usage of 

the metaverse could pose for children and adolescents. The 

literature review took place on the interdisciplinary research 

databases “Scopus” and “Web of Science” via an initial keyword 

search of relevant concepts based on a Boolean search strategy. 

This was then combined with a snowballing technique in which 

citation tracking was utilized to further discover relevant papers. 

Due to the lack of research, most of the comparative studies are 

focused on either gaming, social media, or VR technology. A 

comparison that is logical because the concept of the metaverse 

can be seen as the next developmental step in which technologies 

such as gaming and social media will take place (Benrimoh et al., 

2022; Lee et al., 2021; Muslihati et al., 2023; Usmani et al., 

2022). This paper will follow this approach and takes research 

regarding relevant psychological and physiological risks of 

social media and gaming into account that are comparable with 

aspects of the metaverse. Furthermore, due to the bioethics of 

human research, it is a complex process to carry out research 

experiments with children since an extensive amount of ethical 

factors need to be taken into account for it (Kaimara et al., 2022; 

Neill, 2005). Therefore, there are papers included in the literature 

review that focus on young adults instead of minors which should 

be considered when evaluating their results. Additionally, semi-

structured interviews were conducted to receive an even deeper 

insight into this complex research domain. As interview partners 

professionals participated who possess extensive expertise in 

either the field of VR/metaverse technology, medicine, or 

psychology. These findings will also be presented at the end of 

this section.  

 

2.1 Literature review  
 

2.1.1 Psychosocial and cognitive risks 
 

2.1.1.1 Risks through addiction 
The most prominent risk identified in research is the 

development of an addiction to these virtual spaces. This 



2 

prevalence was shown by a survey among internet users that 

determined that addiction to the metaverse currently represents 

the biggest threat of said concept to society (Dangers of the 

Metaverse 2021, 2022). 

“Addiction is categorized as a chronic relapsing disorder, 

depicted by compulsion to seek and use either a substance or a 

behavior, like gambling. In addition, it includes loss of control in 

limiting certain behaviors or drug intake, and mostly is 

associated with the emergence of negative emotions (e.g., 

anxiety, irritability, or dysphoria) in situations where the drug or 

behavior is not attainable.” (Korte, 2020). Zamani et al. (2009) 

conducted a study among students that showed a significant 

relationship between the degree of gaming addiction and mental 

health issues such as anxiety or depression. Similar findings were 

presented by Andreassen et al. (2017) who highlighted the 

relationship between pathological anxiety and depression and the 

excessive duration of gaming. Furthermore, another relevant 

finding was here that younger people are more at risk of 

developing such addictions since recent generations are exposed 

to technology from their early childhood on which increases the 

frequency of contact as well as the potential of becoming 

addicted.  It is worth mentioning that the study resulted in a 

significant negative relationship between gaming addiction and 

the degree of social dysfunction the students experience. Other 

symptoms regarding the user's mental health described in 

literature are namely loneliness, social incompetence, mood 

swings, and a decreased level of confidence and self-esteem 

(Labana et al., 2020.; Lavoie et al., 2021; Muslihati et al., 2023; 

Paulus et al., 2018; Van Rooij et al., 2014). Additionally, 

adolescents that showed signs of an internet gaming disorder 

were significantly more likely to engage in substance abuse such 

as alcohol, cigarettes, or marihuana (Van Rooij et al., 2014) 

which aligns with the discovery that gaming addiction and 

substance use disorder share the same neurobiological 

mechanisms in the human brain (Ko et al., 2009). Furthermore, 

reduced academic performance could be observed due to a clear 

tendency of adolescents to sacrifice study time for gaming (Choo 

et al., 2010; Griffiths et al., 2004).  

Similar effects are likely to occur due to an addiction to social 

media networks. This represents the other large component 

planned out by the metaverse with which children and 

adolescents are predicted to engage the most besides gaming. 

Mental health, being a critical factor for both types of addiction,  

was found to be also suffering through excessive use of social 

media. Hou et al. (2019) carried out a study that proved a 

significant negative relationship between social media use 

among students and their respective mental health as well as 

academic performance. The aspect of self-esteem was here 

empirically proven to have a mediating effect on the relationship 

which is in line with prior research indicating that social media 

addiction is negatively associated with the self-esteem of users 

(Andreassen et al., 2017; Błachnio et al., 2016). Other negative 

aspects that can occur through excessive use of social or other 

digital media are a decrease in text comprehension, feeling 

disconnected from peers outside of social media, as well as 

reduced language skills (Korte, 2020). The latter becomes 

evident when one examines the impact this kind of consumption 

of digital media can have on the human brain, especially if a child 

is exposed to long durations of digital media in his early years. 

Studies have shown that extensive use of digital media can have 

implications for the development of the microstructural integrity 

of white-matter tracks in the brain which is correlated with the 

language and reading capabilities of humans. In case the fiber 

tracks of a developing brain will not be developed to the full 

extent the authors expect that the development of language skills 

could be inhibited (Hutton et al., 2020; Korte, 2020). The brain 

of adolescents is especially vulnerable to certain risks regarding 

the usage of social media since during puberty, brain areas 

involved in emotional and social aspects undergo substantial 

changes (Korte, 2020). This was shown by Kanai et al. (2012), 

Meshi et al. (2015), and Pfeifer & Blakemore (2012) who 

identified that the usage of social media correlates with activities 

in the gray matter volume of the amygdala which is an area in the 

brain that is responsible for processing emotions.  

Concerning these different types of addiction, it is essential to 

mention that it is unclear if these negative aspects connected to 

the mental health of addicts can be seen as pre-conditions or 

effects. It is possible that certain character traits or environmental 

conditions need to be present so that addiction will be developed 

or that these strains on the person's mental health are developing 

through addictive behavior. It can be hypothesized that a vicious 

cycle often exists between reasons, addiction, and effects which 

is not easy to break since the correlation might be bidirectional 

(Hou et al., 2019; Van Rooij et al., 2014; Zamani et al., 2009).  

There are certain concepts that the metaverse and the closely 

related VR technology incorporate to a greater extent than 

traditional comparable technologies (such as desktop computers 

or smartphones), which are capable of increasingly fostering the 

occurrence of addictive behavior or other health risks that will be 

mentioned in the following sections. These are namely the 

factors of immersion and its closely connected concepts of 

presence, absorption, and embodiment (Cairns et al., 2014; Han 

et al., 2022; Lavoie et al., 2021; Shin, 2018). Immersion defines 

the extent to which users of a certain technology feel present in a 

virtual environment which subsequently increases the chance of 

blurring the borders between virtual reality and real life (Dwivedi 

et al., 2022; Goltz, 2011; Han et al., 2022).  Why this factor can 

have a higher impact on children and adolescents playing violent 

video games becomes evident when taking the super-realistic 

properties into account that the metaverse might bring (Park & 

Kim, 2022). Lee et al. (2021) argue that this might lead to users 

attempting something they experienced during their play in real 

life, possibly even immoral behavior. Given the fact that younger 

people prefer violent aspects of games more than adults do and 

that additionally, studies found significant relationships between 

video game violence and real-life aggression one can argue that 

exposure of minors to virtual reality violence (amplified by a 

high level of immersion) creates a concerning risk for society 

(Anderson et al., 2010; Griffiths et al., 2004). This compelling 

and realistic sensory experience for users can be created through 

technological and design elements that can lead to immersive 

visual, auditory, and haptic stimuli as well as realistic interaction 

mechanisms (Lee et al., 2021). In detail, immersion can be 

described as a “confluence of different psychological faculties 

such as attention, planning, and perception that when unified in 

a game lead to a focused state of mind” (Cairns et al., 2014). 

Furthermore, Cairns et al. (2014) mention that a person who is 

engaged in an immersive state might try to remain in this world, 

which originates from the self-sustaining characteristic of 

immersion and makes them hesitant to leave (Allam et al., 2022; 

Dwivedi et al., 2022; Kaimara et al., 2022). In case a sufficient 

degree of immersion is reached, the effect can occur that users 

feel present in a virtual environment even though they are not 

physically there (Han et al., 2022; Witmer & Singer, 1998). This 

factor is essential for software and game developers to take into 

account since a great level of immersion and presence can lead 

to a stronger engagement and emotional connectedness to the 

virtual world (Lavoie et al., 2021). Absorption can be seen as 

closely related to immersion as both are defined by an increased 

mental focus and emotional investment (Lavoie et al., 2021, 

Shin, 2018; Teng, 2010). For the aspect of absorption, a study 

was conducted by Lavoie et al. (2021) that indicated that the 
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degree of absorption has a mediating effect on the relationship 

between VR experiences and negative emotions. The higher the 

perceived absorption was for the participants the stronger the 

negative emotional effects were. The last essential concept 

relevant in terms of immersive and addictive potential is 

embodiment. Embodiment describes to what extent a user of the 

metaverse, or other comparable virtual worlds relates to his 

digital avatar, embodies his characteristics, and what kind of 

emotional connection he forms with his virtual self. A high 

degree of embodiment has a positive effect on the overall sense 

of immersion and presence the user feels (Shin, 2018). The 

aspects of creating virtual representations of oneself, embodying 

them in the metaverse, and what risks are connected to them will 

be more closely evaluated in the following section.  

 

2.1.1.2 Risks through embodying avatars  
An avatar can be defined as the digital representation of an 

individual in the metaverse (Lee et al., 2021). As the user creates 

this avatar, he has the possibility to freely customize certain 

attributes such as the virtual appearance he wishes to embody. 

This ability to customize one’s physical attributes in seconds and 

to embody a character that potentially mirrors one's profound 

wishes for one's appearance in real life creates a highly addictive 

potential while fostering the blurring of borders between virtual 

reality and real life (Goltz, 2011). “As the avatar grows, the 

user’s intimacy increases, becoming more immersed in the 

metaverse. However, addiction (e.g., internet, video games) and 

excessive immersion result in confusion and lack of interest in 

the incongruity with the real world.” (Dwivedi et al., 2022). If 

this addiction to the avatar becomes stronger and the user might 

start preferring this representation over being themselves, 

negligence of one's own body and immediate family, friends, and 

other aspects of the real world might occur (Ashour et al., 2018). 

Young people might be increasingly at risk here due to their 

tendency to favor products that fulfill their role projections and 

fantasy (Holsapple & Wu, 2007). 

Another factor that needs to be taken into account when 

examining the embodiment of avatars is what implications this 

might have on the individual's dynamics of behavior (Lee et al., 

2021). Multiple research papers mentioned the Proteus effect in 

connection to how the embodiment of virtual avatars can 

influence certain characteristics or behavioral traits in real life 

(Fox et al., 2013; Lee et al., 2021; Paul et al., 2022; Usmani et 

al., 2022; Yee et al., 2009). Fox et al. (2013) define the Proteus 

effect as a state of “when a user’s self-representation is modified 

in a meaningful way that is often dissimilar to the physical self. 

The user then embodies the self-representation, observes him or 

herself behaving in this virtual form, and draws inferences 

regarding his or her internal beliefs or attitudes based on these 

observations. After embodiment occurs, the user’s behavior then 

conforms to the modified self-representation regardless of the 

true physical self”. The results of this study were an increase in 

body-related thoughts, rape-myth acceptance, and body 

dysmorphia among young women that embodied sexualized 

avatars. This aligns with Usmani et al. (2022), who mention a 

potential connection between the Proteus effect and the 

development of body dysmorphia or other related mental 

illnesses such as anorexia.  

 

2.1.1.3 Risks through other users 
The following section will give a closer look at how other users 

and their actions might pose risks for children and adolescents 

entering virtual worlds in the metaverse. One factor that already 

played a relevant role in social media and gaming environments 

and one that has to be prevented to ensure the safety of all user 

segments is (sexual) harassment (Blackwell et al., 2019; Falchuk 

et al., 2018; O’Keeffe et al., 2011).   

While different types of online harassment and their effects are 

already identified in research, experts indicated that these 

occurrences simultaneously take place in online virtual reality as 

well (Blackwell et al., 2018; Chen et al., 2020; O’Keeffe et al., 

2011; Shriram & Schwartz, 2017). Blackwell et al. (2019) 

conducted a study that shows that harassment, coupled with the 

immersive VR technology associated with the metaverse, can 

increase the psychological impact on the user's mental health 

compared to traditional online spaces. The paper divides the 

concept of harassment into three layers. The first is described as 

verbal harassment and includes aspects such as personal insults, 

hate speech, or sexualized language. The second layer is called 

physical harassment and refers to unwanted touching, standing 

too close to the user, obstructing the user's movement, or 

performing visible sexual gestures. Lastly, environmental 

harassment was mentioned as the third layer which consists of 

displaying sexual/violent content, drawing sexual images, or 

throwing objects at other users. Participants of the by Blackwell 

et al. (2019) conducted interviews indicated that the 

psychological impact they felt after the harassment took place in 

virtual reality was greater compared to other online mediums, 

such as social media. In the case of verbal harassment, a 

participant reasoned this through the existence of real-time voice 

chat in virtual spaces since one needs to actively participate in 

the situation instead of reading messages or posts on social 

media. Regarding physical harassment, the aspects of immersion, 

presence, and embodiment increased the feeling of realness of 

the situation. Since VR creates the feeling of being physically 

present in this space, physical altercations or harassment can 

induce a similar level of realness as in real life (Han et al., 2022). 

On the other hand, some participants indicated that such 

harassing behavior did not affect them to a greater extent than in 

other online mediums e.g., due to extensive experience of similar 

situations in online gaming environments that gives them a clear 

distinction between the virtual world and real life.  

Besides other segments of users (females, people of color, or 

people with accents) children were specifically mentioned by 

participants to be one of the main targets. The metaverse can 

provide obvious cues regarding one’s age, gender, or other 

characteristic due to the implemented voice chat and the user's 

height captured by the HMD and then expressed via the avatar. 

This can give hints to other users about who may be a child which 

creates a target for potentially vicious individuals. Jonsson et al. 

(2019) identified poor self-esteem and a poor relationship with 

parents as risk factors that lead adolescents to search for 

validation in online spaces and potentially become victims of 

sexual predators. Poor mental health was identified to be either a 

cause or effect of these situations. Nevertheless, Usmani et al. 

(2022) refer to Bragesjö et al. (2020) and Jonsson et al. (2019) 

while stating that “negative, violent, or abusive user experiences 

in the virtual world can incite similar psychological and 

physiological responses in an individual's real world. Such 

incidents can have long-term detrimental psychological effects 

on the victim’s mental state and increase the risk for mental 

illness such as depression, anxiety, PTSD, or insomnia.”.  The 

risk of grooming children and adolescents in the metaverse by 

sexual predators describes only partially what kind of threats 

other users could impose on them. Research conducted by the 

CCDH (Center for countering digital hate) provides evidence 

regarding numerous child inappropriate content or behavior in 

one of the most popular metaverse social spaces, namely 

“VRChat” (Lawson, 2021). Besides the already indicated risks 

of harassment and exposure to explicit content, the study 

mentioned grooming of children to repeat racist slurs and 
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extremist talking points. This aligns with an interview published 

by the news agency “Reuters” in which they questioned Madan 

Oberoi, Interpol’s executive director for technology and 

innovation, about what kind of cybercrime could be facilitated 

by the metaverse. One threat that is concerning Interpol is that 

terrorist groups or other extremist parties could use the metaverse 

to groom children for their cause while additionally creating 

virtual worlds that can be used for planning and providing direct 

training opportunities (Kartit et al., 2022; Koehler et al., 2023) 

 

2.1.2 Physiological risks 
 

2.1.2.1 Risks through addiction 
In terms of physiological threats issued by an addiction to the 

metaverse, various triggers or effects were found in the literature. 

It is argued that the association between gaming addiction and 

obesity is complex and indirect and that a multitude of factors are 

relevant to explain the different mediating processes underlying 

the development of obesity in children. Habits that are closely 

connected to excessive gaming, such as the consumption of 

unhealthy high-calorie drinks and food or poor sleeping patterns, 

were found to be correlated to the development of obesity 

(Kaimara et al., 2022; Kenney & Gortmaker, 2017; Turel et al., 

2017). 

Furthermore, Turel et al. (2016) provided a study that linked an 

addiction of children to information systems to the potential 

development of cardio-metabolic disturbances. As mentioned, 

bizarre sleeping patterns and insomnia are common themes 

related to the higher use of digital media due to their emission of 

short wavelength light which subsequently has an altering impact 

on the human's production of the sleep hormone melatonin, an 

effect that is even increased for children (Gottschalk, 2019; 

Kenney & Gortmaker, 2017). Since most of the studies regarding 

pre-conditions or effects of addiction are cross-sectional, reverse 

causation of the mentioned effects is possible.  

 

2.1.2.2 Cybersickness 
The effect of cybersickness (or simulator sickness) describes an 

effect that is commonly related to virtual reality technology and 

the usage of HMDs. Symptoms include nausea, vomiting, 

dizziness, and disorientation which is potentially induced by a 

conflict between visual stimuli and the vestibular system. While 

the visual influences during the VR experience indicate 

movement, there is none registered by the vestibular system, 

which subsequently leads to the mentioned effects. This conflict 

of information is explained by the sensory conflict theory which 

is also related to other motion sicknesses such as car sickness or 

sea sickness (Kaimara et al., 2022; Nichols & Patel, 2002; Regan, 

1995). Besides other reasonings, the sensory conflict theory 

represents the most prominent explanation in literature (Cao et 

al., 2020; Kaimara et al., 2022; LaViola, 2000). It is worth noting 

that the effects, whose severity is connected to the duration of 

play, are temporary, and that children experience them to a lesser 

degree or after longer periods of exposure than adults (Cao et al., 

2020; Kaimara et al., 2022; Nichols & Patel, 2002). 

 

2.1.2.3 Physical injuries 
How the usage of the metaverse could potentially lead to physical 

injuries originates from the related VR and AR technology e.g., 

the HMD and the handheld input devices. Facilitated by the 

restricted vision and level of immersion, accidents while playing 

in one’s own home often occur. (Park & Kim, 2022). In case 

users engage with the metaverse through an AR system instead 

of being fully immersed in VR additional risks occur if the user 

decides to use this technology outside of his home. Due to 

possible distractions or obstructing the vision of threatening 

objects/situations (e.g., traffic or obstacles) by digital overlays 

users might encounter life-threatening risks (Cloete et al., 2020). 

Children are especially at risk here due to their impulsive 

behavior and lesser experience and attention. An example from 

recent years was the popularity of the AR smartphone game 

“Pokemon GO" whose usage led to numerous injuries and even 

deaths due to players' lack of attention to their surroundings (Cao 

et al., 2020; Pokémon GO Death Tracker, 2016). 

 

2.2 Preliminary interview results 
The additionally conducted semi-structured interviews are of 

exploratory nature and shall provide an additional knowledge 

base regarding what kind of risks children and adolescents could 

encounter in the metaverse. Combined, the expertise of the 

questioned experts includes the areas of medicine, psychology, 

and VR-technology-related research. Relevant findings will be 

presented in the following section.  

 

Table 1: Interview partners and their professions 

Interviewee Profession 

Interviewee A Medical researcher in the field of addiction, 

genetics, and neurology 

Interviewee B Lecturer with a focus on medicine and life 

sciences 

Interviewee C Researcher with a focus on the psychiatric 

evaluation and implementation of VR 

technology and eHealth  

Interviewee D Lecturer in health psychology and 

technology and researcher in VR 

implementations for education/research   

Interviewee E Assistant professor with a focus on 

medicine, life sciences, and social sciences 

Interviewee F Lecturer with a focus on (cyber) 

psychology, health, technology, and digital 

wellbeing 

 

Interviewee A generally stated that the research regarding the 

metaverse is at risk of becoming an imbalanced field of study in 

which researchers focus too much on its potential advantages 

while neglecting the dangers associated with it. Due to this fact, 

the overarching research topic was evaluated as essential and 

valuable, especially due to the focus on children and adolescents 

as vulnerable participants in our society. It is worth noting that 

multiple experts indicated that it is difficult to generalize 

potential risks since the vulnerability of a child to the dangers of 

the metaverse is based on an interplay of numerous subjective 

factors. These are for example their relationship with 

friends/family, predisposition for psychological problems, or 

their individual level of experience and self-esteem. This is why 

a generalized framework applicable to all children and 

adolescents is difficult to develop. Furthermore, since no long-

term studies regarding those risks exist yet, researchers can only 

speak from their experience and expertise from related study 

fields. Nevertheless, certain trends or probabilities of threats still 

exist.  

Starting with the possibility of an addiction induced by the high 

level of immersion all questioned participants mentioned that this 

represents a realistic risk, especially for children and adolescents. 
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“The immersed feeling of presence in these virtual worlds is 

especially hard for children of a younger age to distinguish from 

reality. The risk of confusing real life with virtual reality 

becomes even stronger because our optical sense is the easiest to 

trick” indicated interviewee A. The creation of idealized avatars 

can foster this occurrence even more. The fact that the metaverse 

can provide children and adolescents with an additional 

representation of themselves which they potentially start 

preferring over their own body was mentioned by the participant 

as one of the greatest risks, especially for adolescents in the 

uncertain time of puberty. Follow-up effects that were mentioned 

in connection to the induced dissatisfaction with their own body 

were reduced self-esteem, body dysmorphia, or anorexia. Other 

addiction-induced effects that the experts indicated were 

depression, anxiety, loneliness, reduced social skills, reduced 

academic performance, and restlessness. Additionally, a decrease 

in attention skills was hypothesized by interviewee B as he 

indicated that “getting used to the high level of stimuli that are 

usually occurring in the metaverse could make it harder for 

children to focus on low-stimulating activities such as reading a 

book or following a lecture”.  

In terms of the increased effects of cyberbullying or other kinds 

of harassment, multiple experts stated that due to the higher level 

of immersion, children might encounter traumatic incidents that 

could create traumas that burden them for their whole life. 

Interviewee E, whose research domain includes VR-induced 

interventions for criminals, stated that the risk of grooming or 

recruitment through extremist organizations might be 

increasingly dangerous for adolescents in the metaverse. While 

adolescents in puberty tend to distance themselves from their 

parents to search for new peer groups, it is easy for such predators 

or groups to provide them with a false sense of belonging and 

masking their true nature and intentions through personally 

adjusted environments and avatars. Interviewee E indicated that 

“terror groups have the possibility to create a better picture of 

themselves by exactly tailoring their appearance in a way that is 

appealing to their targets which increases the chances of 

recruitment compared to how it would work offline”. 

As physical risks cybersickness and physical injuries during play 

were mentioned. While for cybersickness no higher threat was 

hypothesized for children, two experts indicated that the risk for 

physical injuries is significantly higher due to the impulsive and 

careless behavior often typical for children.  

Interviewee A mentioned the fact that around 30% of the human's 

neurological connections restructure themselves during puberty 

and adapt to the current environmental conditions and 

circumstances. This might indicate that through extensive usage 

of the metaverse during these years, adolescents might develop 

characteristics specifically adjusted to the metaverse. This could 

range from deficits in facial recognition or social capabilities up 

to the satisfaction of human needs such as the search and 

interaction with potential sexual partners. Furthermore, 

interviewee A defined the time in which the neurological 

restructuring takes place as an "incredibly vulnerable phase for 

the brain in which traumas, that humans would normally process 

easily, could have immensely damaging effects”. 

When asked about suggestions they would have for metaverse 

developers as well as parents to mitigate the mentioned risks, the 

most prominent answer that was given here is that the focus 

should lay on sufficient education by parents or eventually 

schools about how children should behave correctly in the 

metaverse and how to deal with potential threats. Interviewee F 

stated, “You wouldn’t leave your child unattended in the middle 

of New York City. Why then in the metaverse?”. Regarding the 

risk of addiction, strict time restrictions and a balance with other 

activities (e.g., sports) were suggested. Besides co-experience 

and education, suggestions for developers were given as well. 

Here the implementation of strong governance systems was 

demanded that actively prevent malicious individuals to harm 

children in any way. Furthermore, the implementation of 

standardized and non-perfectionistic avatars was suggested to 

prevent children from preferring their virtual selves over their 

real bodies, while also the creation of specific child-appropriate 

worlds containing certain policies to protect them should ensure 

their safety.  

 

2.3 Scientific framework 
Following the previously highlighted issues a conceptual 

framework was developed to further evaluate what risks children 

and adolescents will face when entering the metaverse. Due to 

the potentially severe effects that an exposure to inappropriate 

content or behavior can have on minors the author decided to 

further investigate what types of occurrences exist in the 

metaverse that may cause harm for younger users. 

 

Table 2: Overview of the conceptual framework 

Research question: What types of child-inappropriate 

content or behavior can be identified in social or gaming 

spaces of the metaverse that children and adolescents might 

encounter during their play? 

Hypothesis Methodology 

Children and adolescents are 

at risk of encountering 

various types of 

inappropriate content or 

behavior while using social 

or gaming spaces in the 

metaverse 

Identification and 

categorization of 

inappropriate content or 

behavior taking place in 

social or gaming spaces in 

the metaverse 

Independent variable Dependent variable 

Entering social or gaming 

spaces in the metaverse 

Encountering types of child-

inappropriate content or 

behavior  

 

This framework aims to guide the process of answering the 

research question while the respective hypothesis and 

independent and dependent variables provide a basis for what 

exact factors the chosen qualitative method is examining. While 

raising awareness of the potential risks children and adolescents 

might encounter inside the metaverse the author hopes to 

facilitate further research in this domain. This will also support 

the development and improvement of governance/safety systems 

that actively mitigate the identified risks.  

3. METHOD 
 

3.1 Procedure 
The chosen method of this paper will provide a detailed content 

analysis of two different metaverse applications regarding what 

types of child-inappropriate content or behavior exist there.  Due 

to the lack of research in this field an exploratory study needed 

to be conducted to create a knowledge basis and 

recommendations for future research.  The sample of metaverse 

applications that were chosen are the social space “VRChat” and 

the gaming space “RecRoom”. The selection of both social and 

gaming spaces shall be reasoned by the attempt to cover the two 

categories of metaverse applications with which children and 
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adolescents are most likely to get in contact with. Additionally, 

both applications were chosen under the criteria that they are 

free-to-play multiplayer spaces, factors that lead to higher user 

numbers, and subsequently to an increased amount of potentially 

inappropriate users and occurrences that may cause harm for 

minors. These spaces can be seen as predecessors to what the 

metaverse is aiming to be since most of its predicted and aspired 

functions are still in their infancy so it would be an exaggeration 

to present them as a viable mirror world to our real life (Allam et 

al., 2022).   

The social media space “VRChat” especially stands out through 

its immense variety of worlds and the extensive customization 

possibilities users have for their own avatars. The latter ranges 

from pop culture characters to self-designed looks which gives 

the user the ability to embody every thinkable avatar they wish. 

In its virtual worlds, which can also be oriented towards existing 

real-life or virtual places as well as freely custom-build, users 

then have the possibility to engage in conversations via voice 

chat or share media with other participants (VRChat, 2023).   

“RecRoom” on the other hand lays its focus on the creation of 

game modes that users can play among each other. The user's 

ability to customize their avatar is more limited compared to 

“VRChat”. Besides the purchase of already-created clothing and 

the ability to create customized items, there are no other options 

to modify the predetermined avatar base. Examples of the 

numerous game modes available are fantasy roleplaying, 

paintball, battle royals, or sports such as basketball (Rec Room, 

n.d.).  

The exact nature of the method is a practical experience 

performed by the author inside both chosen metaverse 

applications for a duration of three hours each, following a 

similar approach as the exploratory study conducted by the 

CCDH (Lawson, 2021). To ensure reliability the three hours 

were distributed over multiple times in a day (morning, noon, and 

night). The maximum duration for which the author entered the 

metaverse was limited to one hour per day. Also, the author did 

not communicate with other users in any way in order to prevent 

any diversion caused by e.g., gender or age. Combined, this 

approach averts the occurrence of errors and biases that might 

would’ve altered the reliability of the research. During these time 

frames, all inappropriate content or behavior which may cause 

physical or psychological harm to younger users was identified 

and categorized in a designated coding instrument which was 

synthesized through the respective codes of conduct of the 

applications (Code of Conduct/RecRoom, n.d.; Community 

Guidelines/VRChat, 2023) in combination with the different 

types of harassment described in Blackwell et al. (2019). The 

categorization instrument consists of three levels. The first 

overarching level is inspired by the research of Blackwell et al. 

(2019) and distinguishes each type of harassing/inappropriate 

content or behavior into verbal, physical, or environmental 

nature. This explains in what form victims encounter harassing 

or inappropriate activity in the metaverse while each of the three 

dimensions addresses characteristics unique to the metaverse that 

might affect each user differently. The second level refers to 

subcategories that further specify the reason why those situations 

can be seen as harassing or child inappropriate. It distinguishes 

between content or behavior that is insulting/offensive, sexual, 

violent, discriminating, self-harm promoting, or containing other 

child-inappropriate content or behavior (e.g., gambling, 

substance abuse, promotion of dangerous activities).  The third 

level of the categorization instrument is an even more detailed 

specification of the previously named categories in level two. 

Occurrences on this level are henceforth mentioned as instances. 

See Appendix 7.1  and Appendix 7.2 for a more detailed 

overview of the categorization instrument’s exact structure as 

well as definitions for its categories. This multi-level 

categorization instrument enables a nuanced understanding of the 

diverse forms of harassing/inappropriate content or behavior in 

the chosen metaverse spaces. This facilitates the comprehensive 

assessment of different threats and the development of 

governance/safety systems to mitigate the risks.  

To create a common understanding of what criteria this paper 

utilizes to identify and evaluate harassing and child-inappropriate 

content or behavior, a foundation for certain concepts had to be 

laid. In terms of how exactly harassment is defined in literature, 

there is no clear consensus reached. Besides the broad distinction 

into verbal, physical, and environmental harassment Blackwell 

et al. (2019) emphasized the highly subjective and personal 

nature of how exactly types and degrees of harassment are 

evaluated differently depending on the person. This aligns with 

past research that indicates problems regarding the clear 

definition of what exact behavior and content can be seen as 

harassing and what not (Duggan, 2017; Wolak et al., 2007). In 

order to create a basis for how online harassment is identified this 

paper orientates itself to the inclusive definition described by 

Blackwell et al. (2019) which says, “Online harassment refers to 

a broad spectrum of abusive behaviors enabled by technology 

platforms". As examples, this and various other papers 

mentioned insults, the publication of personal information, 

shaming, violent threats or behavior, unwanted sexual 

conversations or actions, and more generally all types of 

offensive behavior and content that might make other users 

uncomfortable (Blackwell et al., 2018, 2019; Duggan, 2017; 

Wolak et al., 2007).  

While counting all different types of harassment to be 

inappropriate for every kind of user (including children and 

adolescents) this paper additionally includes all other factors that 

can induce any type of psychological or physiological harm to a 

minor to be inappropriate. These contain all kinds of 

pornographic content, racist/discriminating behavior, or 

promotion of dangerous or addictive activities such as substance 

abuse, self-harm, or gambling (Strasburger et al., 2012; 

Weimann & Masri, 2023; What Parents Need to Know About 

Inappropriate Content | Internet Matters, 2021).  

 

3.2 Results 
The following section will provide an overview of situations 

identified during the experiments in which child-inappropriate 

content or behavior occurred. The overall nature of these 

encounters and the most relevant occurrences are described 

below. Additionally, the frequency of inappropriate instances 

identified was visualized via Figure 1 and Figure 2.  

 

3.2.1 VRChat 
During the three hours spent in “VRChat” a total number of 19 

situations were identified in which inappropriate content or 

behavior took place. All of these situations fell under one of the 

distinctions of harassment derived from Blackwell et al. (2019) 

while simultaneously violating the community guidelines 

described on the application website (Community 

Guidelines/VRChat, 2023). In terms of verbal harassment, it 

became evident that verbal abuse and insults among users can be 

seen as common conditions in this space. The type of this 

verbally harassing behavior taking place in “VRChat” is often of 

sexual nature and originates due to sexually motivated 

conversations or actions among the avatars. This includes for 

example situations in which avatars engaged in sexual 

conversation or actions that subsequently provoked other users 

to use profane language towards them due to their own 
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dissatisfaction with the situation. Besides sexualized insults, 

other characteristics of verbal harassment included racist as well 

as physically threatening components. For the latter, the common 

theme was threatening other users in terms of revealing their real 

physical address and ultimately stating intentions to cause them 

physical harm. In some situations, this behavior is even 

channeled into an incitement for self-harm or even suicide. In 

addition to racist slurs and insults, one specific situation was 

defined by a user glorifying the actions performed by Adolf 

Hitler and the Third Reich while simultaneously trying to 

convince other avatars to follow his actions such as copying his 

national socialistic avatar appearance. When it comes to the 

promotion of substance abuse it is worth mentioning that the 

identified situations all included multiple users instead of one 

lone perpetrator. Those included group conversations of users 

that either already consumed alcohol and tried to encourage 

others to do the same or the glorification of drugs such as LSD. 

 

 

Figure 1: Instances of harassment and inappropriate 

content/behavior per overarching category for both spaces 

 

Regarding physical harassment between avatars, one situation 

occurred in which one user pretended to physically assault 

another during an argument after which the victim left the game. 

Furthermore, multiple situations of clearly nonconsensual 

groping and sexual touching were identified where the 

unwillingness of the victim was obvious due to their complaints 

of the situation via voice chat. One extreme example of this was 

a user that described himself as an adult male and repeatedly 

engaged in sexual talk and groping towards another user who 

claimed to be an underage girl. This situation can be seen as an 

attempt for online grooming due to the fact that even after the age 

of the girl was known the adult man did not stop his attempts of 

trying to persuade her. When it comes to environmental 

harassment various situations were categorized in which avatars 

engaged in sexual interaction, conversations, and drawings for 

the whole space to witness. This comprised simple touching of 

explicit body parts as well as an "orgy” including multiple 

characters performing sexual positions. Besides that, another 

environmental harassment that took place refers to the previously 

mentioned situation of a user who changed the appearance of his 

avatar to one that incorporates swastikas for everyone to see.  

 

3.2.2 RecRoom 
Compared with the previous application, “RecRoom" contained 

substantially fewer inappropriate situations during the 3-hours of 

play. In six situations types of harassment were found. Any 

occurrences of physical harassment were not the case here. Since 

the focus of “RecRoom” represents engaging in various game 

modes all types of verbal harassment took place in the context of 

a game. These consisted of verbal insults due to defeat, teasing 

the opponent during a fight through profane language, and threats 

of physical violence. The latter occurred during a game mode 

after the opponent already repeatedly mentioned swear words, 

some of them including racist connotations. Furthermore, one 

situation took place in which one user vocalized a homophobic 

statement in the context of a group conversation regarding gender 

fluidity. Given the situation that one game mode provided the 

possibility to interact with virtual alcohol, multiple users began 

to drink the artificial beverages, act drunk, and encouraged others 

to participate. This represents a case of environmental child 

inappropriate behavior due to the clear glorification and 

incitement of alcohol consumption. Another situation worth 

mentioning is the broadcasting of an explicit song by a user for 

all other members of the space to hear. While in itself the 

unwelcome broadcasting of music can be already seen as a form 

of harassment, this song included various insults, racist slurs, 

glorification of illegal substances, and overall profane language. 

 

 

Figure 2: Instances of harassment and inappropriate 

content/behavior per subcategory for both spaces 

 

Concluding, a significant positive relationship between the 

independent variable of “Entering social or gaming spaces in the 

metaverse” and the dependent variable of “Encountering types of 

child inappropriate content or behavior” became evident for both 

examined spaces. Due to the identified various types of 

inappropriate content or behavior the paper accepts the 

previously stated hypothesis. Further implications will be 

discussed in the following section.  

See Appendix 7.3 for a more detailed overview regarding the 

frequency of instances per overarching category and 

subcategory. 

 

4. DISCUSSION 
 

4.1 Potential impacts on children and 

adolescents  
This section provides a more detailed evaluation of why children 

and adolescents might have a higher risk potential concerning the 

identified types of inappropriate content or behavior and what 

potential impacts this might have on their psychological and 

physiological well-being.  

Starting with the type of harassment that predominantly took 

place during the research one can compare the occurrence of 

insults and intimidation with aspects of cyberbullying prevalent 

in traditional social media or gaming spaces over the past two 

decades. Generally, research stated that children can be placed 

among the user segments who are targeted to a greater degree 

than others regarding harassing activities. This is facilitated by 

their easy identification either via their voice or their avatar's 

height (Blackwell et al., 2019). Since the concept of 

cyberbullying is generally more prevalent among children and 

adolescents it is to be assumed that similar dynamics will occur 
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during the usage of the metaverse (Tokunaga, 2010). According 

to a study published in 2006, the ages between 13 and 17 

represented 89% of online harassment instances (Wolak et al., 

2006).  After the potential effects of cyberbullying are studied 

extensively in literature it becomes clear how impactful and 

dangerous the effects of it or other forms of harassment will be 

for children and adolescents in the metaverse. Known outcomes 

for their psychological and physiological health include stress, 

anxiety, depression, loneliness, substance abuse, emotional 

distress, anger, and most concerning a positive relationship with 

suicidal ideation among victims (Kowalski et al., 2014; 

Tokunaga, 2010). The latter might be even increased due to the 

identified encouragement and promotion of self-harm/suicide 

that occurred in the social space of “VRChat”. The heightened 

feeling of immersion and presence induced by the technological 

characteristics often attributed to the metaverse (e.g., HMDs) 

have the potential to further amplify the mentioned effects for 

younger users. As mentioned by Goltz (2011) and Lee et al. 

(2021) the “blurring of borders” between VR and real life,  which 

especially children are at risk of, could either intensify negative 

effects while simultaneously creating the risk of adapting certain 

malicious behaviors and projecting them into real life. This 

aligns with the research of Lavoie et al. (2021) which states how 

immersion in a virtual space can intensify negative emotions 

(possibly induced by online harassment) while assuming that this 

effect will be even more severe in the case of younger users. 

Since the concept of the metaverse itself aspires to become an 

alternative reality coexisting with real life in the form of a virtual 

mirror world, the extent of cyberbullying might even exceed the 

current impacts created by traditional social media or gaming due 

to its potential of becoming a highly immersive space in which 

children and adolescents spend a majority of their time (Dwivedi 

et al., 2022; Kowalski et al., 2014; Lee et al., 2021; Tokunaga, 

2010).  

In terms of sexual harassment similar concepts can be applied 

here. The occurrence of these situations especially became 

evident during the time the author spent in “VRChat”. Multiple 

situations included the use of highly sexualized language, 

explicit actions performed amongst other users, or the attempt of 

older users to groom minors. These are all situations that are 

imperative to be seen as child-inappropriate due to their potential 

of causing long-term emotional distress, trauma, and problematic 

sexual behavior (Mori et al., 2023; Strasburger et al., 2012;  

Usmani et al., 2022; Weimann & Masri, 2023; What Parents 

Need to Know About Inappropriate Content | Internet Matters, 

2021). Children and adolescents are at risk due to their careless 

and inexperienced nature. The situation worth mentioning in this 

regard is the situation identified in “VRChat” where a user, that 

mentioned to be an adult male in his thirties, attempted to 

perform sexual conversation and actions with a girl claiming to 

be a minor. Based on knowledge derived from child psychology 

literature one can reason that especially adolescents might be at 

risk of becoming victims of grooming and sexual misconduct. 

According to research and the content of the interviews that were 

conducted for this paper, adolescents in the time of puberty tend 

to gradually decrease their orientation and dependency on their 

parents while simultaneously searching for new peer groups to 

interact with (Remschmidt, 1994). Furthermore, the mental state 

during puberty can be defined by uncertainty and intensive 

changes in brain areas that are mainly involved in human 

emotional and social behavior which subsequently can make 

people of this age vulnerable to sexual predators (Jonsson et al., 

2019; Korte, 2020; Weimann & Masri, 2023). The search for 

acceptance by new peer groups can also raise the risk for 

adolescents of becoming persuaded by extremist groups all 

facilitated by their careless and unexperienced nature (Kartit et 

al., 2022; Remschmidt, 1994; Weimann & Masri, 2023). 

According to Usmani et al. (2022), sexual harassment inside 

virtual spaces has the potential to trigger similar effects as in 

comparable situations occurring in real life which includes the 

development of PTSD, depression, anxiety, or insomnia. This 

corresponds with the statement given by interviewee E who 

indicates that if such traumas are experienced during the 

restructuring of an adolescent’s brain, they can have life-long 

effects. Similar findings are presented by Goltz (2011) who 

mentioned that “in the years of sexual maturation, similar 

synapse prosperity exists in the frontal cortex of the brain, the 

area responsible for judgment and inhibition, but that these 

synapses similarly diminish to fit adult levels following sexual 

maturation. In both cases, the synapses that survive are those 

reinforced by environmental interaction.” In this context, the 

possibility exists that adolescents become used to certain 

characteristics, behavioral dynamics, or preferences that are 

prevalent or unique to the metaverse. These might include 

substance abuse, aggressive behavior, racist behavior, or the 

development of sexual preferences linked to virtual 

worlds/characters.  These are all aspects that were possible to 

encounter during the carried-out method.  

Lastly, the correlation described in literature between an 

addiction to online gaming and an addiction to substance abuse 

might be further facilitated by the identified glorification of 

alcohol and other substances (Van Rooij et al., 2014). In this 

case, the proteus effect has the potential to facilitate this process 

even further. The embodiment of a digital representation by the 

younger user might induce changes in character, interests, and 

beliefs which makes it possible to assume that the glorification 

of alcohol consumption during these game modes creates similar 

cravings in real life (Fox et al., 2013; Goltz, 2011).  The same 

reasoning applies to the availability of child-inappropriate 

avatars that users can embody in “VRChat”. Ranging from 

highly sexualized avatars that are defined through exaggerated 

body features or explicit clothing up to appearances including 

racist symbols it is certain to assume that these can have negative 

psychological impacts for minors. Applying the Proteus effect, 

one can argue that embodying for example a sexualized avatar 

for a longer time might have severe effects for especially girls in 

their puberty potentially leading to an increase in body-related 

thoughts, body dysmorphia, or eventually anorexia (Fox et al., 

2013; Shaffer & Kipp, 2007; Usmani et al., 2022). “RecRoom” 

on the other hand does not offer the same customization 

possibilities as “VRChat” since their avatars are bound to certain 

base features while no extensive customization of their 

appearance (e.g., exaggeration of certain body parts) is possible. 

Also, no explicit user-generated content was identified during the 

experiment which suggests that the applications governance 

system regarding uploaded content operates effectively (Creator 

Code of Conduct/RecRoom, n.d.). 

 

4.2 Role of the platforms in terms of risk 

mitigation  
Looking back on all the described inappropriate/harassing 

behavior and content that was identified during the method it 

becomes clear that an overarching and protective 

governance/safety system needs to be in place in order to ensure 

the protection of all types of user segments, especially the most 

vulnerable ones such as minors. The following section will give 

a brief description of what degree governance/safety systems are 

currently implemented in the examined virtual spaces and how 

effective they were during the experiment. 
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4.2.1 VRChat 
One governance/safety method is a rank system to quickly 

identify who is a trusted user and who is not. Depending on the 

total hours spend inside of  “VRChat”, users have the possibility 

to gradually increase their rank over time (VRChat Safety and 

Trust System, n.d.). These ranks decide what kind of possibilities 

the user has in this application (e.g., uploading self-created 

appearances or worlds) while also playing an important role in 

the social dynamics within those spaces. Through this kind of 

system, users can assess what kind of experience other users have 

on this application while receiving a preliminary estimation of 

how trustworthy another person is. Still, users of any rank have 

the possibility to perform harassing actions or to share 

inappropriate content with others for which “VRChat” 

implemented additional control measures that enable each player 

to modify how other users can interact with them. These 

measures include muting, hiding the avatar's appearance/effects, 

or blocking them completely which restricts any kind of 

interaction or visibility. Furthermore, users have the opportunity 

to report harassing or malicious activities, that violate the 

applications Community Guidelines, to the applications support 

team which ultimately can lead to a ban of the reported user 

(Community Guidelines/VRChat, 2023.; I Want to Report 

Someone/VRChat, 2022). Real-time governance for example in 

the form of moderators participating in the spaces to identify and 

inhibit malicious behavior, was not experienced during the 

experiment.  

 

4.2.2 RecRoom 
One aspect that stands out for “RecRoom” is the availability of 

so-called Junior Accounts. These accounts are for players below 

the age of 13 and encompass features that increase the safety of 

younger users such as the prevention of sharing certain sensible 

data and the opportunity for parents to personally manage all 

settings of their child’s account (Comfort and Safety/RecRoom, 

n.d.). All players are repeatedly reminded throughout the game 

to follow the code of conduct representing the basis of how users 

should behave during their duration of play (Code of 

Conduct/RecRoom, n.d.). In case somebody violates those rules 

two kinds of governance/safety systems are in place. Firstly, each 

player has the chance to mute, block, or report any inappropriate 

user and world while additionally, an opportunity exists to start 

a vote among all users present in the current space to kick one 

player out. Furthermore, each player can create and enter certain 

safe spaces in which no other player can interact with them. The 

second type of governance/safety system does not need to be 

performed by the players themselves but is an automated voice 

moderation system that should be able to detect and report 

discriminatory, sexual, harassing, and abusive language. 

However, it is concerning that the general code of conduct does 

not explicitly forbid inappropriate aspects such as substance 

abuse, gambling or violence among users (Code of 

Conduct/RecRoom, n.d.). 

 

4.3 Implications, limitations, and 

recommendations for future research  
The framework provided by this paper gives researchers an 

identification and categorization mechanism which can be 

utilized for future content analyses of any metaverse space. With 

the focus laying on the categorization of child-inappropriate 

content or behavior, this framework consists of an exhaustive 

catalog to differentiate between occurrences of various natures 

as well as to make a statement regarding their frequency during 

the duration of the experiment. In a practical sense, this paper 

hopes to facilitate other researchers, policymakers, and 

developers to use this categorization framework for developing 

governance/safety systems that actively restrain these identified 

risks from occurring. This fosters a safe digital environment that 

offers enriching experiences while mitigating potential harm.   

The most relevant limitation of this framework was the amount 

of time spent inside each of the metaverse spaces. While the 

categorization instrument is easily applicable to long-term 

studies, the three hours spent in each space cannot be seen as 

representative enough to make assumptions regarding the 

average frequency of inappropriate content or behavior identified 

or the potential difference between the two spaces. Significant 

differences might occur if the study duration would be increased. 

Furthermore, inside both applications, numerous subspaces exist 

that might be defined by different user segments and behavioral 

dynamics. The goal of this study was to provide an exemplary 

overview of what inappropriate situations children and 

adolescents can possibly encounter during their time in the 

metaverse. Another factor that became apparent during the 

research was that the application's current governance/safety 

systems are mainly user-centric and dependent on their 

collaboration in terms of either temporarily blocking harassing 

users themselves or reporting them to the designated help desk. 

The real-time voice chat moderation included in “RecRoom” is 

the only identifiable method which does not rely on users' 

participation. Nevertheless, it did not fully restrict inappropriate 

language from occurring. The available time and scope of the 

framework also acted as a limitation by inhibiting the comparison 

of various governance/safety systems implemented in other 

metaverse spaces. This might have given rise to a more detailed 

evaluation and recommendations for improvement. While the 

scope of the conducted research focused on what inappropriate 

content or behavior can be identified in the metaverse that can 

directly impact the user's psychological and physiological health, 

it excluded the numerous amounts of privacy concerns this new 

technology brings with it (Allam et al., 2022; Bibri & Allam, 

2022; Dwivedi et al., 2022; Falchuk et al., 2018; Fernandez & 

Hui, 2022; Lee et al., 2021). Similar to health risks, this topic 

represents another important research domain that could pose 

real threats to user safety and especially to minors due to their 

lesser knowledge and care regarding how they should handle data 

on the internet (O’Keeffe et al., 2011). Lastly, an obvious 

limitation of the chosen method was the ethical considerations 

when it comes to conducting experiments with the help of 

children. This bioethical aspect of human research makes the 

examination of domains related to minors a complex long-term 

multifactorial process, especially when it is focusing on the 

evaluation of potentially harmful innovative technologies such as 

the metaverse (Kaimara et al., 2022; Neill, 2005).  

These limitations lead up to the three main recommendations this 

paper synthesized for future research to follow.  

1. Increasing the time frame and number of metaverse 

spaces that are being evaluated. 

By following this recommendation, researchers will be able to 

make more reliable and valid statements about both the average 

frequency of different kinds of inappropriate content or behavior 

as well as the differences between various types of metaverse 

spaces. This is due to a much larger sample size of different 

spaces being evaluated and the total duration that is spent in the 

metaverse. Additionally, it will be possible to evaluate and 

compare differences between certain countries by entering the 

metaverse through a VPN. Such a long-term study, lasting for 

example one full year, would increase the reliability and validity 

of the research framework.  
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2. Comparison and evaluation of different governance 

systems existing in the metaverse. 

The metaverse as a concept exists of numerous different worlds 

operating independently from each other with every one of them 

containing their own specific governance/security system and 

rules (Lee et al., 2021). Since no overarching institution or 

government has control over all these globally available spaces 

the creation of a universal governance system seems nearly 

impossible even though standardization and interoperability 

among the space would create a common basis for all users to 

follow (Dwivedi et al., 2022). Still, the literature suggests that the 

developers of such virtual reality technologies and spaces have 

an ethical responsibility to ensure the user's well-being while 

entering their immersive environments (Lavoie et al., 2021). This 

led to the second recommendation for future research to more 

closely evaluate different governance/safety systems inside the 

metaverse, detect weaknesses and opportunities for 

improvement, and subsequently develop an appropriate 

framework to test their effectiveness. The focus here should lay 

especially on systems that don’t depend on the collaboration of 

users but instead provide protection against inappropriate content 

or behavior in real-time. Examples of this might include active 

moderation by staff being present in the spaces or a 

detection/blocking system powered by artificial intelligence 

(Allam & Dhunny, 2019).  

3. Identification and categorization of privacy threats 

inside the metaverse and how organizations can 

ensure data protection for their users. 

When entering the metaverse numerous types of personal data 

are collected so that all functions encompassing it can be carried 

out. These include personal data (e.g., name, age, address, 

gender) to set up accounts, biometric and spatial data collected 

by the HDM, payment information needed to purchase 

items/applications, or conversations among users (Falchuk et al., 

2018; Fernandez & Hui, 2022). All this information could get 

abused and utilized against the user by malicious intruders in 

case of a hacking attack or data breach. This paper suggests 

future researchers to develop a framework that aids the 

identification and categorization of privacy threats that could 

occur inside the metaverse to support developers and 

policymakers to further fortify the data protection mechanisms 

for users and prevent the misuse of their information.  

 

5. CONCLUSION 
This paper focused on answering the research questions: What 

types of child-inappropriate content or behavior can be 

identified in social or gaming spaces of the metaverse that 

children and adolescents might encounter during their play? 

The combination of an initial literature review and expert 

interviews offered insights into how the current state of research 

evaluates the risks children and adolescents face in virtual 

environments. Subsequently, a conceptual framework was 

developed that guided the identification and categorization of 

different types of child-inappropriate content or behavior found 

in the social metaverse space “VRChat” and in the gaming 

metaverse space “RecRoom”. The findings of this research prove 

the existence of numerous types of child-inappropriate content or 

behavior. These are for example of insulting, sexual, violent, or 

discriminating nature while ranging from verbal over physical up 

to environmental types of harassment (Figure 1, Figure 2, 

Appendix 7.3). This sheer variety of different inappropriate 

aspects identified during the research provides an answer to the 

overarching research question of this paper. Furthermore, it is 

safe to say that there exists a significant positive relationship 

between the independent variable and the dependent variable. 

The stated hypothesis was proven to be correct (Table 2).  

Concluding, the results of this paper prove that the metaverse 

currently does not provide a safe environment for children and 

adolescents to take part in. The prevalence of child-inappropriate 

content or behavior is evident and must not be ignored by parents, 

developers, or policymakers. Psychological or physiological 

harms might become the result of minors entering virtual worlds 

potentially leading to long-term consequences. Compared with 

the closely related concepts of social media and online gaming a 

clear tendency is observable that the metaverse recreates similar 

issues that were already examined in those prior online spaces. 

Additionally, aggravated by the heightened factors of immersion, 

presence, and embodiment more severe follow-up effects of 

harassing and inappropriate content or behavior are expected. By 

experiencing traumas that could profoundly impact their entire 

life, minors are at risk of suffering from altered brain 

development and lasting emotional and physical distress. 

Moreover, our study highlights the shortcomings of the examined 

governance/safety systems to provide sufficient enforceability of 

their own code of conduct. The lack of active moderation, 

coupled with ineffective enforcement of rules and a lack of 

immediate punishment for perpetrators, leaves children and 

adolescents vulnerable to harm. It is imperative for platform 

owners to take responsibility and implement an active 

governance/safety system that holds malicious users accountable 

and actively safeguards younger users.  

However, it stays essential to mention the limitations of this 

research. Firstly, the duration and extensiveness of research that 

took place inside the metaverse do not allow it to make reliable 

and valid conclusions regarding the exact frequency of certain 

occurrences as well as the differences between multiple spaces 

and subspaces. Secondly, the chosen framework was solely 

developed to identify and categorize child-inappropriate content 

or behavior while neglecting the essential part of how developers 

and policymakers can mitigate those risks for threatened user 

segments. Thirdly, in terms of threats that minors could 

encounter in the metaverse, this paper examined how this 

technology might affect their psychological and physiological 

well-being without including potential dangers to their data 

privacy. To address these limitations, future researchers are 

recommended to extend the scope and time frame of the method. 

This provides them with the opportunity to conduct a more 

comprehensive, valid, and reliable comparative analysis of 

different metaverse spaces that is additionally yielding valuable 

insights into the effectiveness of current governance/safety 

systems and related risks for the user’s privacy.  

It has to be mentioned that the metaverse needs to be seen as a 

technological tool that provides users with numerous possibilities 

where both positive and negative implications for society need to 

be considered. Aspects such as an improvement of education 

possibilities, remote working, or health care applications 

represent valuable ways to utilize this new technology in ways 

that weren't available before. What kind of negative effects arise 

from it highly depends on certain circumstances, pre-conditions, 

or other environmental factors that lead to a negative impact on 

a user's life.  

In conclusion, this study has laid a foundation for comprehending 

the risks children and adolescents face in the metaverse 

concerning inappropriate content or behavior. By acknowledging 

its limitations and offering recommendations for future 

researchers to follow, this paper hopes to achieve further 

investigations that will contribute to a more secure digital 

environment, especially for younger users.   
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7. APPENDIX 

7.1 Definition of categorization instrument categories 
 

 

Table 3: Definition of categorization categories 

Type of category  Definition of category  

Verbal, physical, and environmental harassment represent the overarching categories for the categorization framework. 

Insulting/offensive, sexual, violent, discriminating, self-harm promoting, and other child-inappropriate content or 

behavior represent the subcategories distributed below the overarching categories. The aspects that are here described 

as definitions of the subcategories describe the sub-subcategories also meant when talking about instances during the 

paper. One situation in which harassment or other child-inappropriate content/behavior was identified during the 

experiment can encompass multiple instances e.g. an insult and act of physical aggression in one situation. 

Verbal harassment/inappropriate content or 

behavior (Overarching category) 
Any type of harassment or inappropriate content/behavior that 

is performed via voice chat (excluding shared media) or text 

messages 

Physical harassment/inappropriate content or 

behavior (Overarching category) 
Any type of harassment or inappropriate content/behavior that 

is performed via hostile avatar movements toward another 

user 

Environmental harassment/inappropriate content 

or behavior (Overarching category) 
Any type of harassment or inappropriate content/behavior that 

is performed via any type of shared media (video, audio, text 

excluding messages, etc.) or non-hostile avatar movements  

  

Insulting/offensive content or behavior 

(Subcategory) 
Includes insults, profane language, sharing or distributing 

offensive content (videos, audio, text, etc.), and 

threats/intimidations with no direct intention of physical harm 

Sexual content or behavior (Subcategory) Includes unwanted explicit/pornographic language, online 

grooming/solicitation of sexual acts towards minors, sexual 

gestures, sexual touching/groping, sharing or distributing 

sexually explicit content, and performing (consensual) sexual 

behavior for other users to see 

Violent content or behavior (Subcategory) Includes threats of physical harm, encouragement or 

glorification of violence, acts of virtual aggression or fighting 

(outside of game modes that include fighting), obstruction of 

movement, invasion of personal space, and sharing or 

distributing violent or gory content 

Discriminating content or behavior (Subcategory) Includes slurs, jokes, or offensive language targeting minority 

segments of society, incitement of hatred or violence against 

specific groups, (attempting to) recruit other players for 

extremist groups, performing discriminating movements or 

gestures, and sharing or distributing racist or discriminating 

content 

Self-harm promoting content or behavior 

(Subcategory) 
Includes discussions or encouragement of self-harm and 

sharing or distributing suicide-related or triggering content 

Other child-inappropriate behavior (Subcategory) Includes substance abuse promotion, gambling or excessive 

spending encouragement, promotion of dangerous activities, 

and sharing or distributing content of the said topics 
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7.2 Structure of categorization instrument 
 

 

Table 4: Structure of categorization instrument 

 

 

 

7.3 Total number of instances identified per category for both spaces combined 
 

 

Table 5: Total number of instances identified per category for both spaces combined 

Type of category  Number of instances identified 

This table summarizes all instances in which child-inappropriate content or behavior were identified for each of 

the overarching categories and subcategories. The presented results combine the findings of both examined virtual 

spaces. 

Verbal harassment/inappropriate content or 

behavior 
37 instances identified 

Physical harassment/inappropriate content or 

behavior 
4 instances identified 

Environmental harassment/inappropriate content 

or behavior 
6 instances identified 

  

Insulting/offensive content or behavior 14 instances identified 

Sexual content or behavior 17 instances identified 

Violent content or behavior 4 instances identified 

Discriminating content or behavior 10 instances identified 

Self-harm promoting content or behavior 2 instances identified 

Other child-inappropriate content or behavior 5 instances identified 

 


