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Abstract  
 

The way social and political actors communicate the introduction of artificial intelligence (AI) is a 

powerful tool to influence people’s perception of this new introduction. Because AI is a technology 

with inherent ambiguities, the way possible ethical consequences of this introduction are 

communicated by policy plays an important role in shaping people’s perceptions. 

This bachelor thesis tries to illuminate the discourse concerning possible ethical issues that may arise 

with the introduction of AI into the labor market through the scope of a scientific, ethical framework. 

The political communication of the German ministries of labor on both the federal and the federal state 

levels is examined and juxtapositioned with the media news coverage of the German media.  

By employing a qualitative content analysis, it is demonstrated that the German government first and 

foremost tries to prepare the German population by rapidly introducing this new technology into the 

labor market by promoting the technology as a benevolent force.  

The German media discuss this introduction in different ways, however, do not present alternatives to 

the German governments vision of a rapid introduction of AI into the labor market.  

The findings are substantiated through policy documents and press releases of the German Ministry of 

Labor and Socal Affairs (BMAS) and the federal states' labor ministries as well as newspaper articles 

from four interregional German newspapers. The results show that concrete ethical consequences are 

not sufficiently discussed by all actors.  
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1 Introduction  
 

1.1 Background and state of the art  

 

The term AI, coined by John Mc Carty in 1955, used to always be utopian scientific theory rather than 

actual reality - until recently. Today the technology is at its nascent stage, and artificial intelligence 

(AI) is being represented by some as the key technology destined to change people’s lives drastically; 

the field itself is marked by swift economic transformations and great societal challenges (Jobin 2019). 

Most recently, with the publication of the AI Chatbot last November by Open AI named Chat GTP, AI 

technology has been given unprecedented attention by all sides of society, and concerns about possible 

labor replacements through AI, although on the scientist’s mind for a longer time, now have become 

widespread throughout society, because the technology is freely accessible to everyone.  

Even before, between 2018 and 2021, many EU countries, in addition to the EU, have released their 

National AI strategy papers, which consequently will turn laboratory technology into political reality 

(Cath 2017).  

In those documents, actors share their visions on how to implement AI into society. In the 2020s, we 

can expect to experience further policymaking activities by governments worldwide. 

One of the most pressing influences AI will have on people’s everyday life is within the field of labor; 

in the word of Germany’s minister of labor, Hubertus Heil, AI will become “Kollege Algorithmus” 

(colleague algorithm) (Heil, H. personal communication, 29.04.2023). 

The time has come that people will start asking themselves: Where can AI help me in my everyday 

life?  Will I lose my job? Will I still be capable of making my own decisions at work? And What will 

this new “colleague” of mine look like?  

These all are questions that are direct ethical issues AI brings to the table.  

As AI technology will increasingly be used everywhere, the pressure on actors is challenged to design 

and govern AI to be fair, transparent, and accountable (Cath 2018). 

 

There has been some research on the discourse of AI in Germany in the recent past. 

Köstler and Ossewaarde released an article about AI future frames in German political and newspaper 

discourse (Köstler 2022). 

They conclude that according to the media and the government frame AI as a crucial and inevitable 

addition to Germany’s future; however, they claim that the envisioning of the implementation of AI 

into the German society has not been a project for the people but remains an elitist project steered by 

political-administrative and mainly corporate interest. A second analysis of the German policy strategy 

paper has revealed the same picture (Köstler 2022).  
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However, more research needs to be conducted about implementing AI policies on a subnational level 

in Germany. 

Jobin et. Al. have compared the policy documents strategies of the different subnational governments 

in Germany; however, they do their analysis on a general, broader level by giving a general overview 

of the different state policies and their specialties of every state with each other.  

They point out the general digital strategies of AI implementation among the different states and 

provide a broad overview of the different federal state strategies. However, they remain rather 

superficial in their analysis, calling their findings “preliminary” and “not exhaustive” while 

contending that AI research would benefit from a stronger focus on a sub-national level (Jobin 2021). 

 

In addition, some research has been done on the implementation of AI concerning its ethical 

consequences. For example, Ulnicane emphasizes that there is tremendous pressure on governments to 

lay forward AI policy which includes the needs of all parts of society (Ulnicane 2023). 

Finally, there exists some research on the ethical implementation of such technologies. For example, 

Schiff, in his research on AI policy-making in the US, mentions that despite success for stakeholders 

invested in social and ethical implications, the translation of ethics into policy appears limited 

currently (Schiff 2023). 

 

1.2 Knowledge Gap and research questions  

 

Summarized, there already exists some research on the political and media discourse on the 

envisioning of an implementation of AI in Germany.  

There also exists an analysis of policy documents regarding the implementation of AI on the federal 

state level in German and there exists plenty of research on AI and the need to ethically introduce 

policies that promote the implementation of AI into society. 

However, what has not been researched yet is the discourse of AI implementation into the German 

labor market.  

There also exists a need to look at such implementations through the scope of a unifying ethical 

framework. My thesis wants to add to this research gap by looking at the discourse about the 

implementation of AI in the field of labor on both the federal level and the federal state level, as well 

as in the media in Germany. 

It also wants to look at ethical implementation issues that may or may not be mentioned by the media 

and the German government by applying Floridi and Cowls’ ethical framework called “AI4people” 

(Floridi 2022). 

Up to this day, no research has applied the framework to analyze the discourse on AI implementation 

in the labor market from an ethical perspective. 
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Therefore, this thesis aims to examine to what extent and in what ways the government and the 

newspapers in Germany refer to ethical principles for a good AI society regarding the 

envisioned implementation of AI into the labor market. 

 

The BMAS is responsible for innovation policy-making in the field of labor in Germany.  

It, therefore, shapes, in addition to other actors, the political discourse about how to implement AI into 

the labor market. Hence, to answer the main research question, it is necessary to analyze its political 

discourse.  

The first sub question is:  To what extent and in what ways does the German federal government’s 

ministry of labor refer to ethical principles for a good AI society? 

Germany is a state with a strong federal system in place. Hence, if one wants to analyze the political 

discourse on AI implementation into the German labor market more profoundly, one needs to include 

the political discourse on the federal level. Here, the second sub question comes into play:  

To what extent and in which ways do the German federal state’s ministry of labor refer to ethical 

principles for a good AI society? 

In Germany, the media plays a significant role in the implementation of government measures, 

particularly in terms of communication and transparency. 

They provide information that is important for citizens to understand the measures and their 

implications. Furthermore, the media provides a platform for public discourse and debate on 

government measures. In addition, their duty is to enable different opinions and perspectives, enabling 

a diverse engagement with political issues.  

Examining media response to the implementation of AI in the labor policy environment is important 

because media response often reflects public opinion and can be seen an indicator of how the public 

perceives the introduction of AI in the work environment.  

Therefore, the third sub question is:  

To what extent and in which ways do newspapers in Germany refer to ethical principles for a good AI 

society with regards to labor? 

 

1.3 Research approach  

 

This thesis aims to obtain insights on how the German government and the media discuss ethical 

implementation issues of AI into the labor market. It intends to analyze how certain ethical issues are 

taken into account in the German discourse.  

This creates important insights, as it assesses how scientific recommendations are actually put into 

practices in real discourses. Highlighting flaws in the discourse is of great interest, because it is the 

first step toward taking action and considering all ethical aspects that come with the implementation of 

an ambiguous technology such as AI. The thesis will examine the discourse around the 
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implementation of AI into the labor market through a qualitative and quantitative content analysis. A 

content analysis can help illuminate the discourse on the topic.  

 

The thesis is structured as follows: First, I provide a theoretical background on the scientifical 

discussion of AI ethics in recent years (2.1) and introduce the theocratical framework by Floridi and 

Cowls on which the analysis is based upon as well as give arguments for its use (2.2). Furthermore, I 

will give theoretical expectations for the analysis, which are grounded on theory (2.3 and 2.4). 

Next, reasons for choosing Germany as the country of analysis will be elaborated upon (3.1), the 

method will be introduced, (3.2) and the procedure of the data collection and operationalization will be 

explained (3.3). 

Next, the quantitative and qualitative content analysis will be conducted (section 4). The thesis ends 

with a conclusion (section 5). 
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2 Theory 
 

In this section, a theoretical framework will be introduced. In this section to provide the research 

question with a theoretical background.  

The section is divided into four paragraphs. First, an overview of the recent scientific debate around 

itself will be discovered to show the necessity to base the analysis on an ethical framework (2.1). Next, 

the framework by Floridi and Cowl will be introduced, on which the analysis will be conducted (2.2). 

Thirdly, I will introduce two paradigms of technology policy to help me develop my theoretical 

expectations for the analysis (2.3). Lastly, theoretical expectations for the analysis will be given (2.4). 

 

2.1 short summary of the torn scientific and public debate on AI  
 

AI is a complex emerging technology with many implications and almost unprecedented inherent 

complexity. Discussions about appropriate ethics and recommendation for the use of AI technology, in 

combination with recommendations for good AI- governance, have experienced a significant 

proliferation over the last few years. 

This is understandable, as from an implementation viewpoint, AI is a highly ambiguous technology 

that brings chances and risks. 

Accordingly, since 2016, think tanks, the media, and consultancies have engaged in an intense debate 

to steer the development of AI in a direction that will mitigate its risk and contribute to overall social 

benefit (Ulnicane 2022a). 

In the same way, an increasing number of institutions and commissions coming from different sites of 

society and including private stakeholders as well as governments themselves, have tried to create 

appropriate ethical frameworks for the usage of AI technologies (Floridi 2022). 

Importantly, Cath has shown how fragmented the field is while providing us with an overview of the 

vast array of scientific discussions present in recent years, as it touches upon all parts of society. She 

states: “Across the globe, industry representatives, governments, academics, and civil society are 

debating where legal-regulatory frameworks are needed and when, if ever, ethical or technical 

approaches suffice. Even if those questions are answered, the issue of the extent to which our existing 

ethical and regulatory frameworks sufficiently cover the impact of these technologies remains “(Cath 

2018). 

In her article, she identifies four potential issues regarding the implementation of AI which need 

clarification.  

The first issue revolves around the imaginaries employed by the concerned stakeholders underlying 

data-driven technology, stating that: “Various academics expertly questioned the imaginaries 
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underlying data-driven technologies like AI in current debates and highlighted the risks of the use of 

AI systems. “  

Here, an analysis of the language employed by respective stakeholders can illuminate the imagination 

of how this new technology is ought to be used.  

 

A second issue revolves around the concern that technical concepts simplify the multi-faceted social 

concepts that AI implementation takes active influence on and thereby hiding the considerably 

complex potential consequences of such technology, turning transparency into a box-ticking exercise 

and there exists need to define who benefits from these AI technologies and what the underlying 

cultural logic is.  

A third discussion revolves around what actors are exactly driving the AI technology and what good 

AI- governance looks like. Lastly, there exist elaborate discussions around concerns about the issue of 

problematic black boxes in AI technologies, for instance, in vital areas such as finance or education, 

which are often used to get industry involved in these areas. 

This particular discussion gets even more complicated because AI strategies might be presented as 

seemingly non-comprehendible black boxes, even when they are.  

A regular practice exists of making AI technology seem complicated and incomprehensible, which is 

especially beneficial to private cooperation to justify their involvement in policy making. 

What further adds to the fragmentation is that the above-mentioned issues are discussed by academia 

and tech companies that release their own AI- strategies on ethics. (Cath 2018) 

 

To conclude, the discussion about AI- implementation is a greatly fragmented field in which 

academia, political actors and stakeholder, companies, scientists from all imaginable fields, and many 

others release their own views and approach on how to handle the introduction of AI-policies into 

society, which is from a scientific and societal point of view hugely problematic.  

A second layer of profoundness that exacerbates this fragmentation is a lack of consensus among 

scholars and those involved in the discussion about their definition of what artificial intelligence 

exactly is, leading to a fragmentation of what is being discussed (Ulnicane 2022b). This issue does not 

need to be addressed in this thesis since AI will be defined as what the actors make of it. However, it 

shows that it is necessary to include articles that include the term "AI" exactly to avoid confusion. This 

section has shown that an analysis of AI discourse is quite complicated, as even the scientific 

discourse is a very torn field at this moment. Hence, I argue that to conduct such an analysis, looking 

for a unifying framework that can be applied to the analyses is indispensable. Here, the framework 

created by Florid and Cowls comes into play. 
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2.2 Floridi and Cowl’s scientific framework on AI ethics  

 

The thesis will evolve around the framework given by Luciano Floridi and Josh Cowl in their article 

“A Unified Framework of Five Principles for AI in Society” (Floridi 2022). 

In this paragraph, the framework will be introduced, and I will give reasons why it has been chosen to 

analyze ethical implementation issues of AI and therefore forms part of the research question. In this 

section, arguments for its utilization will be given.  

Floridi and Cowl’s desire to create a unifying framework stems from their criticism that 

an ever-increasing number of ethics committees by all sides of society have been put into place 

throughout Europe in recent years. Almost every country and every supranational institution opted for 

their own frameworks, the report of Germany’s ethics commission being one of the most recent 

examples. This has led to unnecessary repetition. 

Hence, Floridi and Cowls seek to lay out a universal framework of AI principles. According to them, 

this is necessary as the sheer scope of different recommendations and policies has become 

overwhelming in recent years. 

There are mainly two reasons why this framework can solve the issue and why it is so fitting to answer 

the research question within the scope of this thesis. 

Firstly, the framework is concisely limited in scope, so it can be applied to the scope of the discussed 

policies and news articles. In contrast, other frameworks, such as those by the commissions 

themselves, are very extensive and about too broad a range of potential applications and fields for an 

analysis to be conducted in a paper the size of this thesis with them thoroughly. 

Secondly, the framework includes the main conclusions from several national and supranational 

Commissions, which include different governmental and societal stakeholders. 

  

 

They draw their framework from their comparative analysis and assessment of six high-profile 

initiatives which were established to tackle problematic ethical issues concerning the utilization of AI 

technology.  

According to Floridi and Cowls the commissions were chosen because “(…) they are recent, published 

within the last three years; directly relevant to AI and its impact on society as a whole and highly 

reputable, published by authoritative, multistakeholder organizations with at least national scope.” 

(Floridi 2018, p. 538). 

The following figure shows from which commissions the framework is comprised: 
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Figure 1 the ethics commissions that the framework of Floridi and Cowls is comprised of 

 

 

 

 

Their framework revolves around 5 principles. In the following, the five terms by Floridi and Cowl 

will be presented and explained; their definitions will guide the analysis and form the basis for the 

coding scheme that is developed in section 3.2:  

 

1. “Beneficence” 

 

Perhaps the most obvious one, this principle is about using AI-technology to foster human well-being. 

Different sources are describing it as “common good” (AUIK and Asilomar) or “well-being by 

Montreal and IEEE. In other words, it is being described as ensuring that as many people as possible 

profit from the introduction of AI technologies.  

 

2. “Non-maleficence”  

 

Although the equivalent counterpart to the same at first sight, this term describes the do-no-harm 

counterpart of benefiting people and the planet. It is essential to use it in addition to beneficence 

because it is explicitly mentioned in most commissions.  

Framework 
Floridi and 

Cowls 

Asimolar AI 
principles

Montreal 
Declaration

IEEE 2017

EGE

AIUK

Partneship 
AI
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Some of the terms that include non-maleficence worth mentioning are the impairment of an arms race 

with AI, the importance of AI operating within certain constraints’ i.e. avoiding the misuse of the 

technology and ensuring that developers work against the risk of their own technological innovations.  

 

3. “Autonomy” 

 

Because an increasing use of AI-technologies entails the loss of some decision-making powers from 

the human side, the term “autonomy” comes into play. It is defined by Floridi and Cowls as “(…) 

striking a balance between the decision-making power we retain for ourselves and that which we 

delegate to artificial agents.” (Floridi 2022) Maintaining a delicate balance between humans and AI is 

important because of the risk that emerges that could undermine human autonomy. The power to hurt, 

destroy or deceive human beings should, therefore, never be included in AI technology. Also, humans 

should be able to choose when to delegate decisions to AI systems, with another important principle 

being reversibility (i.e., deciding to decide again). 

According to them, human decision-making power should only be ceased where efficacy outweighs 

the loss of control over decision-making.  

 

4. “Justice”  

 

Perhaps politically the most topical and difficult term to define, this term seeks to counter the inherent 

inequality and injustices AI may contribute to. Justice entails a few other terms, such as a fair 

distribution of prosperity across society, the perseverance of solidarity within society and avoidance of 

unfair treatment and discrimination. Additionally, equal access to technology needs to be fostered. The 

authors warn of the risk of bias in AI technologies and argue for a need to defend against threats to 

solidarity.  

 

5.  “Explicability” 

 

This last term can be seen as a novel addition to the introduction of AI. Earlier bioethics only had the 

first four terms in mind. This term is important to include because of the significant disparity of people 

who develop and use AI technology, who have a greater understanding of the technology itself, and 

those who are the receivers of such technology in everyday life. Therefore, it is crucial to consider the 

decision-making process conducted by Ai. This term remains especially important, as AI works 

remain invisible and unintelligible to everyone safe, the most diligent experts. Most importantly, the 

questions “How does it work” and “Who is responsible” need to be answered. Furthermore, the 

authors mention that these last terms could serve as a prerequisite for all other terms to take place, as 
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the other ones can only be assessed if we understand the technology even as outsiders; only in this way 

can we as society hold people accountable for unethical uses of AI.  

 

Based on the order these terms are mentioned in the article by Floridi and Cowls the analysis will be 

conducted (figure 2). 

 
Figure 2  Ordering of the terms by Floridi and Cowls  

 

 

 

 

 

2.3 Two paradigms of technology policy making 

 

Schiff’s articles can help me develop theoretical expectations for my analysis, as his analysis is about 

a very similar topic – the policymaking of AI in the US (Schiff 2023).   

In his analysis of AI policies in the US, Schiff differentiates between two competing paradigms of 

innovation in technology policymaking. The traditional strategy with traditional innovation policy 

often revolves around strategic economic and geopolitical considerations and reference to the 

innovation frame is often pervasive throughout innovation technology policymaking.  

The second paradigm, namely the transformative paradigm, can deviate from an economic focus and 

instead focus more on societal objectives and public participation in policy to solve major societal 

issues, I.e., on the receiving part of the introduction of such new technologies (Schiff 2023). 

 

If one were to follow the first paradigm of technology policymaking, one infers that the German 

government's use of language will mainly promote the further usage of technologies in combination 

with promoting an increased focus on fostering the STEM fields and mentioning the economic 

importance of technology rather than focusing on possible societal issues such as loss of labor.  

If one were to follow the second paradigm of technology policymaking, one could expect the German 

government to create a stronger focus on communicating the upcoming societal issues and through it 

foster societal participation and public discourse.  

"Beneficence" "Non-
maleficence"

"Autonomy" "Justice" "Explicability"
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Schiff’s categorizing of the approach of innovation in the technology paradigm can help us determine 

whether the language used within the policies and the newspaper coverage follows the first or the 

latter paradigm. 

 

2.4 Conclusion and theoretical expectations 

 

To conclude, the scientific debate on AI ethics is greatly fragmented and needs unification and 

conciseness, here the framework by Floridi and Cowls will be used to solve this issue. 

It has been shown that the German government with its strong economic ties has pushed in its 

policymaking an economic vision of AI (Köstler, Ossewaarde 2022). Consequently one could infer 

that it has so far followed the traditional paradigm of innovation in technology policymaking. 

Hence, it can be expected that this will be mirrored in the data with its typical characteristics such as 

empowering regions, clusters, or hubs of innovation, supporting small- and medium-sized enterprises 

(SMEs), and aligning academic, industry, and public sector activity; as well as in its use of language 

(Schiff 2023).  

However, the recent release of Chat GTP and the consequential turning from an AI future vision into 

contemporary reality could shift the German government’s aspiration to involve societal actors more 

and opt for a more inclusive conversation with society. An important scholarly and policy question is 

therefore whether technology governance in Germany is indeed characterized by such a shift.  

 

Whether the German media discusses societal issues more frequently and what language it uses to 

describe the potential implication of AI regarding labor remains to be seen.  

As Köstler and Ossewaarde have mentioned in their articles, media holds within itself both an 

economic and a democratic role (Köstler, Ossewaarde 2022). 

Within the democratic role, I expect that the media considers different aspects of issues of potential 

ethical issues regarding AI implementation and therefore consider issues of societal participation and 

public participation. Within its corporate economic role, I expect the media to follow the line of the 

German government more. 
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3 Methodology 
 

In my thesis, I seek to examine in what ways and to what extent the German ministries of labor and 

the media refer to ethical principles for a good AI society.  

This section will display how I seek to achieve this research objective concretely.  

AI sprang from laboratory technology into political practice with the release of Germany’s AI strategy 

in 2018. Hence, this study will set 2018 as its starting point and take May 2023 as its endpoint.  

The selected case, Germany, will be described, and the reason why it’s interesting will be given (3.1). 

The method of data collection will be described, in which I will explain how the data was gathered and 

why this data is fitting to be analyzed (3.2); the method of data analysis will be explained, in which the 

method of how I will analyze the data will be portrayed and a coding scheme will be provided in 

which the theoretical framework of Floridi and Cowls will be operationalized (3.3). The section ends 

with a conclusion (3.4).  

 

3.1 Case selection  

 

This thesis aims to get insights into how the German ministries of labor on different levels refer to 

ethical principles of a good AI society in their discourse regarding the implementation of AI into the 

labor market. This discourse is juxtapositioned with the German newspaper coverage.  

There are a few reasons why Germany is an interesting case to analyze.  

First, the pressure and expectations to not miss out on making use of the new opportunities AI wields 

this time are high throughout the German population. This is because the German population is acutely 

aware that the German government has missed the last wave of digitization. 

This pressure gets reinforced by the fact that Germany represents Europe's strongest economy. The 

country is expected to play an essential role internationally in the upcoming “AI revolution,", 

especially as one of the leaders of the EU.  

However, introducing AI into its labor market is no easy task for its ministry of labor (BMAS). This is 

due to a few reasons.  

Firstly, Germany's economy relies to a large degree on its strong network of small-to-medium 

enterprises, and it needs to include them in this process if it wants to continue its economic success 

story.  

Secondly, Germany has a unique labor market structure with strong trade unions; introducing AI into 

the labor market without broad public debate is almost impossible to achieve.  

Thirdly, Germany has a stark federal system in place that fosters intense competition among the 

federal states. Therefore, it is also crucial to analyze how AI's implementation into the labor market is 

envisioned within the FSMLs. 

Fourthly, Germany has in the past laid a strong focus on traditional values, and its population is 

considered to be, in general, quite skeptical of digital technologies; Germany is generally considered 
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cautious regarding the implementation of new technologies and is careful in considering possible 

ethical implementations (c.f. Köstler 2022). Therefore, it is also an interesting case for observing the 

political discourse of the BMAS from an ethical standpoint. 

The newspaper coverage of this implementation of AI into the labor market is particularly interesting 

to analyze, as it is ascribed to a high role in German society given the country’s history of persecution 

of the media by the Nazis. In Germany, the freedom of the press is guaranteed by the basic law and 

enjoys a high diversity of opinions which is supposed to capture the mood of its population.  

The discourse on the topic in the German newspaper coverage can be considered quite insightful, as it 

contains contrary visions of economic interests and traditional values, reflecting the general mood of 

German society.  

Thus, the German media should be expected to discuss possible ethical upsides and downsides of such 

an implementation vividly and controversially, which can lead to interesting insights and give a fuller 

picture of the topic. 

 

3.2 Method of Data collection  

 

In terms of the data that was collected for the analysis, only secondary data was analyzed. 

I analyzed policy documents, official reports, and press releases that are displayed for the public on the 

official websites of the BMAS and the federal and state governments.  

Within these documents, the envisioning of AI implementation into the labor market is communicated 

by the ministries of labor.  

The policy documents and press releases of the FSMLs are especially interesting to analyze. On this 

level, the consequences are measurable for the citizens.  

To enhance the reproducibility of this study, I followed a strict procedure to retrieve the documents. 

First, I used the search option on the respective websites. 

Then, I looked up the documents using the keywords "künstliche Intelligenz" (Artificial Intelligence) 

in combination with the keywords “Arbeit” (Labor) and “Arbeitsplatz” (Workplace). These keywords 

were chosen as they are the terms closest related to the topic of this thesis. In addition, the retrieved 

documents had to include the word “künstliche Intelligenz” (Artificial Intelligence) or KI (AI) at least 

once. This is important because AI is in itself not an easily definable concept. It is best to not let the 

term be defined by me but rather to let others define what is meant by AI. 

I only included articles, press releases, and reports in the timespan from January 2018 - May 2023. 

This ensures that these documents are up to date.  

From the website of the BMAS, I collected the most relevant and recent 20 documents that appeared 

(recent as defined by the BMAS).  Regarding the documents of FSMLs, the first 5 most relevant 

documents that appeared were analyzed.   

The final data collection mainly consisted of different kinds of documents, that consisted of mostly 2 

to 10 pages. 



 14 

 

On the other hand, I collected articles from four German newspapers to analyze the newspaper 

coverage in Germany. 

I collected newspaper articles from 4 leading interregional newspapers, which take on conservative to 

liberal-left political views, to include a variety of political and ideological stances, namely Die Taz, 

Die Zeit, Die Welt, and Die FAZ.  

The two national newspapers, die Welt and Die Taz, are considered in the conservative and left 

spectrum, respectively.  

The FAZ is considered to represent the center-right liberal conservatives and is considered to be 

economic-friendly, whereas Die Zeit is considered to represent the left-liberal political spectrum.  

By combining these four newspapers, a complete picture of the media's outlook on the issues will be 

obtained, leading to more representative results.  

 

Again, I followed the same strict routine as in collecting the data of the governmental documents for 

the same reasons and to ensure the proportionality of the data. Only freely accessible articles were 

collected. This enhances the reproducibility of this study since these articles are not situated behind a 

paywall. 

Again, the chosen keyword was “Künstliche Intelligenz” (artificial intelligence) in combination with 

the keyword “Arbeit” (Labor) or “Arbeitsplatz” (workplace). The 10 most relevant (as defined by the 

respective newspaper) articles were chosen.1 This way, a balance among all three actors is ensured. No 

documents older than 2018 were collected. 

In total, 20 documents from the website of the BMAS, 35 documents from the websites of the FSMLs, 

and 37 newspaper articles were collected. 

 

3.3 Method of data analysis and Operationalization 

 

In this section, the analysis will be operationalized, the coding scheme will be provided and my 

method for the data analysis will be described.  

The chosen method to conduct the analysis is a context analysis, “Qualitative Content 

Analysis enables a systematic analysis of textual material” (Mayring 2023). It is defined as “research 

method for the subjective interpretation of the content of text data through the systematic classification 

process of coding and identifying themes or patterns” (Hsieh 2005). A qualitative content analysis 

used to analyze a wide arrange of textual data to derive meaning out of them. The underlying 

 
1 On the website of die FAZ, I could not retrieve more than 7 documents that were freely accessible. 
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assumption of this type of research method is that reality is being viewed as social constructs 

contingent on language (Given L M. 2008). 

Content analysis can also identify conscious and unconscious messages within a text, and via coding, 

researchers can interpret concepts that are present but also not present in text. A content analysis can 

be utilized for both quantitative and qualitative analyses. By conducting a content analysis 

quantitatively, the “to what extent” part of the research question can be answered. A qualitative 

analysis involves interpretation and can be used to answer the “in what ways” part of the research 

question. The purpose of the qualitative content analysis is to examine the content and meaning of 

texts, its narrative structure while looking at the wider context of the text. In addition, it serves to 

recognize key content such as themes, messages, or frames within texts to develop insights into 

patterns, structures, or contradictions. The method will be used as it was identified by Schiff as a 

greatly adequate method in his articles about AI policies in the US. He stated that given the fact that 

AI policies as an emerging policy domain reflect an unusual degree of contestation between economic, 

social, and ethical goals, this approach arguably serves as a strong critical test (Schiff 2023). This can 

be applied to my case Germany in the same manner.  

During the process typical examples will be provided. German citations will be translated into English 

by me. The name that is displayed in the brackets (for example, Arbeitsministerium 1) is the same 

name of the documents that are in the ATLAS.TI files. Each article will be coded with the help of the 

qualitative analysis software Atlas.Ti (version 23). The great majority of documents were gathered, 

downloaded, and put into Atlas.Ti on the 18.05.2023.  

To make the analysis process feasible, the framework of Floridi and Cowls must be operationalized. 

This is being done by taking the term sub-categories that Floridi and Cowls explicitly mention in their 

articles under the respective term, which are, in turn, citations from the six ethics commissions, 

modifying them and adequately applying them to the coding scheme using these terms as cues and 

keywords for the coding procedure. 

For the term “Beneficence” the terms “promoting well-being”, “common good”, “humanistic use” and 

“sustainability” are being mentioned.  

For the term “non-maleficence”, the terms “human rights”, “caution”, “upper limits on future AI 

capabilities”, “within secure constraints”, and “avoid misuse are being mentioned. 

 

For the term “autonomy” the authors mention the terms “no impairing of human beings to set their 

own standards and norms and be able to live according to them”, “no vesting of the power to hurt 

humans”, “humans should choose how and whether to delegate decisions to AI systems, “decide-to-

delegate”, “meta-autonomy.  
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For the term justice, the authors mention the terms “equity”, “solidarity”, “mutual assistance” 

“impairment of discrimination”, “empower”, and “economic flourishment”.  

Lastly, For the term “Explicability” the authors mention the terms “transparency”, “accountability”, 

“intelligibility”, “understandable and interpretable, “accountability”, “decision about who should 

decide”. 

 

In the following the coding scheme is presented:  

 

Concept                                               Category  Cues and keywords   

Floridi and Cowls first concept “Beneficence“ „Promoting well-being”; 

“sustainability”; humanistic 

use; “common good”, “for the 

people/citizen” 

Floridi and Cowls second concept “Non-maleficence“ „Personal privacy “; „protect 

human rights “; „caution”; “set 

upper limits of AI use”; “avoid 

misuse”; “overuse”; “harms” 

Floridi and Cowls third concept “Autonomy“ „autonomy “; „balance between 

human and machine-led 

decision-making”;” human-

choice”;” decide-to-delegate”;” 

control”; “disparity of 

autonomy” 

Floridi and Cowls fourth concept “Justice“ „Shared benefit “; shared 

prosperity “; „equity”; 

“solidarity; “mutual 

assistance”; “flourish mentally, 

emotionally and economically 

alongside artificial 

intelligence”; elimination of 

discrimination”; 

Floridi and Cowls fifth concept “Explicability” „Transparency; accountability” 

“understandable and 

interpretable”; “intelligibility” 

Figure 3 Coding scheme for the analysis following the framework of Floridi and Cowls 
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3.4 Conclusion 

  

To answer the research question, freely accessible documents from the websites of the ministry of 

labor of Germany (BMAS) will be analyzed through a quantitative and qualitative content analysis 

using the coding scheme in ATLAS.TI to determine how the media and the German government are 

addressing possible ethical implementation issues of AI into the labor market (sub question 1). Then, 

the same method will be applied to analyze freely accessible documents of all federal state’s ministries 

of labor (FSML) as well as freely accessible newspaper articles from four popular newspaper outlets 

(sub question 2 and 3).  

In the end the combined findings can be summarized to give a definite answer to the main research 

question. To conduct the analysis the framework created of Floridi and Cowls has been 

operationalized and form the base on which the documents are coded and analyzed in ATLAS.TI.  
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4 Analysis  
 

The following section will provide an in-depth understanding of the way how ethical issues, that are 

contained in the framework “AI4people” are being referred to by the BMAS (federal ministry of 

labor), the FSMLs (federal ministries of labor) and the newspapers based on the coding scheme that 

was presented earlier (3.3). The analysis will follow in its structure the three sub questions and is 

divided into three sections. The first section will illuminate the way the BMAS considers these ethical 

questions within its narratives and in what ways It does so. Then, the documents of the FSMLs will be 

analyzed to point out their differences and similarities. And lastly, the same will be done with the 

documents of the newspapers to explore how this discourse within them is different or similar. 

 

 

4.1 The German federal ministry of labor: AI first and foremost a panacea to Germany’s labor 

market problems  

 

The BMAS’ envisioning of AI as the solution to many of Germany’s various labor market issues 

overshadows all its other concerns that may arise with introducing the technology into the labor 

market, as displayed in the framework of Floridi and Cowls.  

In the BMAS’ documents the term “beneficence” was by far the most frequent one referred to with 

thirty corresponding text passages (see figure 4).  

In addition, to the BMAS, it is clear that the implementation of the “colleague algorithm” 

(Arbeitsministerium 1, p.5) or “AI-based ‘team members’” (Arbeitsministerium 1, p.2) in the labor 

market is inevitable. 

In this way, the BMAS frames AI, originally supposed to be a tool, as something equal to a human in 

the German labor market, stressing its importance for the German economy. 

With humans at its side, it will continue the success story of the German economy. 

To the BMAS, AI will shape the labor market for the better, and it will do so “rapidly” 

(Arbeitsministerium 1, p.1. By better, the BMAS means that AI is the remedy to German society's 

many problems, such as labor shortages, slow bureaucratic processes, and an aging population with 

overwhelming burdens for health care and will therefore push German society forward 

(Arbeitsministerium 1, Arbeitsministerium 13). 

The BMAS calls this transformation of the job market “AI development for the common good” 

(Arbeitsministerium 7 p.1). In this way, it directly refers to one of the principles summarized under the 

term “beneficence”.  

The BMAS emphasizes this several times and even states: “the benchmark for a successful 

development and application of AI is its benefit for humans and society” (Arbeitsministerium 8, p.1).  

Although the BMAS states that the AI yields within it a high potential to foster the common good and 

that this is “undisputed” (Arbeitsministerium 7, p.2), it has created opportunities to talk about negative 
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risks that might accompany this “AI development for common good” in which citizens give their own 

perspective on such developments (Arbeitsministerium 7). This may seem contradicting to the outside 

observer. 

The BMAS also sees in AI technology something that brings with it humanistic opportunities (in line 

with the term “beneficence of Floridi and Cowls). One example that the BMAS gives of how such 

humanistic use of AI could look like is that AI could be used to “ease the bureaucratic burden of 

caregivers” (Arbeitsiministerium 1, p.6). The BMAS also states that it can help create personal more 

time for human interactions (Arbeitsministerium 1). 

 

To the BMAS, the emerging potentials of AI to create a “better, more productive and safer working 

world” (Arbeitsministerium 17, p.1) should not be hindered by potential maleficent effects of AI, 

rather the German society (“we”) should be “brave in the face of new innovations” in order to put such 

technology into practice (Arbeitsministerium 17 p.3). In this way, the German government tries to 

respond to the overly skeptical perspective on the digitization of German society in recent years, 

equating AI in labor to the implementation of other digital technology in recent decades. 

Quantitatively this is shown by the fact that there were only seventeen text passages that referred to the 

term “non-maleficent”, far less than references to the term “beneficence” (see figure 4). 

Consequentially, the impairment of potential maleficent effects of AI is held at an observational stage. 

This is put into words and communicated by the BMAS through the establishment of so-called “AI 

observation centers” in cooperation with the EU to make the technology “trustworthy” 

(Arbeitsministerium 9, p.3). Their purpose, however, is not to slow down the rapid implementation of 

AI into the German labor market; instead, its harmful effects will be observed in addition to its 

beneficial effects. Prohibitions are considered to be the “wrong approach” (Arbeitsministerium 1, 

p.11). Similarly, the name “observation center” can be understood as a clear communication by the 

BMAS that prohibitions are currently no option. 

However, that the BMAS is still aware of the ambiguous nature of AI is shown by a frequent 

mentioning in the documents to “introduce a clear framework in its regulation” (Arbeitsministerium 5, 

p.2), which are and this is in line with the earlier remarks, still being developed. The possible 

maleficent uses of new AI technology are often mentioned in the same sentence with its chances being 

mentioned first (c.f Arbeitsministerium 11, Arbeitsministerium 17).  

In addition, and contrary to scientific concerns (c.f. Klinova, K., & Korinek, A. 2021) the BMAS 

states that people do not to be worried about possible labor replacements as “there are no signs for 

massive losses of jobs” (Arbeitsministerium 14, p.3). 

 

Referring to the term “autonomy” and following the same approach, it states: “We must set the correct 

course for the AI to serve us, not the other way around” (Arbeitsministerium 1 p.2). What exactly is 

meant by this is difficult to determine; however, to the BMAS, the potential loss of control of humans 
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over AI seems to not be a pressing issue at the moment, also shown by the fact that it is the least 

preferred term at only five findings (see figure 4). 

 

Regarding the term “justice,” which refers to fourteen times, it recognizes a few potential issues that 

may arise through the rapid introduction of AI into the labor market. For example, it recognizes the 

potential threat of societal polarization that comes with the transformation. It states that: “we cannot 

allow ourselves a polarization of society” (Arbeitsministerium 1, p.8). In addition, it mentions the 

inherent problem of discrimination that AI entails (Arbeitsministerium 3, Arbeitsministerium 17).  

It relies on the welfare state to take in people that might be negatively affected by the transformation it 

states that “it is important that the welfare state gives people security” (Arbeitsministerium 1, p.8). 

However, Contrary to this statement, the BMAS also sees the introduction of AI as a chance for more 

“participation and equity” (Arbeitsministerium 17, p.2), as well as an enhancement for the welfare 

state, to make it more “citizen-friendly” (Arbeitsministerium 1, p.6). 

Lastly, referring to the concept of “justice,” it states that AI needs to serve the individual and the 

community (Arbeitsministerium 5). From the findings, it can be inferred that the BMAS tries to 

achieve this by supporting its strong network of SMEs in so-called “future centers,” Germany’s 

economic backbone (c.f. Arbeitsministerium 10). 

 

The term “explicability” is referred to twenty-three times. For the BMAS, there are mainly three 

reasons why the new technologies must be explicable. 

First, to the BMAS, the technology must be understandable for employees to keep up with the pace of 

the transformation and for them to “recognize the transformation as a chance” (Arbeitsministerium 16 

p.2).  

Secondly, it is important to have them explicable and transparent for experts to evaluate their risk 

(Arbeitsministerium 5) and thirdly, most importantly, as this is the most often-mentioned reason for 

them to be used in SMEs, which will increase Germany’s economic competitiveness 

(Arbeitsministerium 10, Arbeitsministerium 11, Arbeitsministerium 17, Arbeisministerium 18). The 

BMAS seems to lay little focus on making the technology understandable for the employee, but rather 

for the employers.  

From this, it can be concluded that the focus of the BMAS does not seem to be that the commoner 

understands the technology to mitigate risks of abuse by employers, as Floridi and Cowls meant, but 

rather to make the technology understandable and accessible for SMEs. 
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Figure 4 Code distribution of the German ministry of labor in Atlas.TI (version 23) 

 

4.2 The envisioning of AI in the federal state ministries of labor  
 

The federal ministries of labor mirror the BMAS’ focus on the terms by Floridi and Cowls, seen by the 

fact that the terms are weighted equally (see Figure 5). However, a closer look reveals regional 

differences among the states.  

Although there are no severe deviations from the narrative of the BMAS, the FSML see their role in 

implementing the AI in the best possible way that is in line with their regional prerequisites. Hence, 

the federal system can be considered well-alive. 

While on the FSML’s websites of some states, such as Brandenburg or BW, lots of documents could 

be found on the website of other FSMLs no, or only fewer than five documents could be found. 

Less than five documents were found in the states of Bavaria, Hesse, NRW, Saxony, and Thuringia. 

No documents were found in the Federal states: Saarland, Lower Saxony, Mecklenburg, and Bremen. 

It might be that in these states, the ministries of labor either do not discuss the topic of AI or that AI as 

a field is situated in other ministries - which in itself could give insights into which fields of society 

the respective federal state governments regard most affected by the introduction of AI - or that the 

consequences of AI in the field of labor have not reached a reaction by the ministry to an extend that 

sees these ministries take measures on the topic. 2 

 

In the same manner as the BMAS, the FSML portrays AI as, first and foremost, a beneficial force. 

This is mirrored in its referring to Flordi and Cowls’ terms. The FSML mentions the term 

“beneficence” the most, by a large margin - at 59 times. 

However, on a closer look, they concentrate on different aspects of how the technology could benefit 

the respective state. 

 
2 Of course, it from these findings it cannot be concluded that the topic as such is not being discussed. For 
example, in Bavaria, the topic of AI is the responsibility in its digital ministry. 
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In the following, I will give some examples of the ways the FSML, in states in which sufficient 

documents could be retrieved, refer to the term “beneficence” to show in what ways this is done:  

Baden-Wurttemberg (from here on BW) announces the implementation of an “AI-ecosystem” Baden-

Württemberg 1, p.2), referring to it in accordance with the green label of its government; the state has 

been governed by the Greens for a long time. In this way, the government announces AI technology as 

a new part of the environment, preparing society for a profound implementation of such technology.  

BW also cheers the beginning of a new race to the future of AI and, in this way, mirrors the narrative 

of the inevitability of its implementation; in the same way, the BMAS frames it. It states: „AI is the 

door through which we must pass to ensure our country's future and competitiveness “(Baden-

Württemberg 4, p.2). Through this wording, the government of BW stresses the impossibility of a 

future without AI. 

Other states see it as a tool to foster the competitiveness of their SMEs and an opportunity to create 

new jobs (c.f. Brandenburg 1, Rheinland-Pfalz 1, Sleswig-Holstein 5). For example, Sleswig-Holstein 

states: “As a state, we support these projects because they strengthen the competitiveness of small and 

medium-sized enterprises in the medium and long term and thus help to create new jobs” (Schleswig-

Holstein 3, p.2). 

Surprisingly, even at this low level of governance, only a few instances exist in which AI is 

recognized as a tool that could potentially foster social well-being. For example, Brandenburg or 

Hamburg recognize the opportunity of AI to relieve social issues such as the burdens of workers or to 

use it in hospitals (Brandenburg 3, Hamburg 1). Additionally, these are no different from the examples 

the BMAS gave. 

 

In the same manner as the BMAS, the FSMLs use the term “non-maleficence” less than the term 

“beneficence”. Overall, passages which referred to the term “non-maleficence” were referred to 

twenty-nine times.  In most of the document of the FSMLs the term was not referred to. The ones that 

did were Brandenburg, Berlin, Bavaria, and Hamburg. 

Three of the four states remain unspecific in how where they concretely see the technology being used 

maleficently. Brandenburg mentions the creation of an AI conference in which possible bad 

implementations of AI usage are ought to discussed. Hamburg mentions possible consequences of 

discrimination through an implementation of AI into the public administration (Hamburg 2). It states: 

„Clear framework conditions must apply to the use of automated systems and artificial intelligence, 

especially where algorithms influence administrative decisions “(Hamburg 2, p.4), mirroring the 

language of BMAS when it talks of “frameworks”.  

The only FSML that concretely refers to maleficent consequences that could emerge from the 

implementation to AI into the workspace is the labor ministry of Thuringia, governed by a left 

coalition. It refers to the term in the context of labor protection and the usage of AI. It states: 
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“Increased controls and the commitment to good occupational health and safety are of increasing 

importance” (Thüringen 2 p.2) 

Concerns about autonomy are even rarer referred to. Hamburg refers to it in the context of its usage in 

public administration (Hamburg 3). Brandenburg refers to it but mentions that this fear: “cannot lead 

to a nonsensical debate about regulation” (Brandenburg 2, p.25). This is in line with the BMAS’ 

outlook on the topic. 

 

In the same manner as the term “beneficence” the term “justice” got interpreted in different ways. 

Seven of the states referred to the term justice. In total, I detected 18 passages in which the issue of 

“Justice” was referred to. 

Berlin lies its focus on the potentials of AI to help create solidarity with very small companies and by 

using it to employ more disabled people (Berlin 3). It states: “they (small companies) can't manage the 

digital transformation without help" (Berlin 1, p.2).  

NRW sees the opportunities of AI to potentially combat criminality in NRW, it states: “Digitized 

processes, artificial intelligence and algorithms will make it possible to "pin down" those behind 

organized crime and moonlighting.” (NRW 1, p.6). Sleswig-Holstein emphasizes the opportunities of 

AI to create new jobs for young people and fosters its availability for SMEs thereby creating shared 

benefit: “We want to generate added value from the use of new technologies, create new jobs and keep 

young people in the country." (Schleswig-Holstein 2, p.3) 

Thuringia mentions its opportunities to foster self-independence of elderly people (Thuringia 1). 

This is all in line with the AI as the imagined force to help as a remedy against many of the state’s 

specific problems, that can be observed at the governmental level as well.  

However, it must be mentioned that it is exceptional to see that Thuringia and Berlin explicitly refer to 

concrete cases in which AI can help disadvantaged population groups. 

 

The same trend can be observed with the term “explicability. “Text passages in which the FSMLs 

refer to the term “Explicability” are the same proportion as the BMAS with 49 times. 

Again, the majority of the FSMLs utilize the term in the sense of making the technology 

understandable for SMEs for them to use the new technology effectively (Baden-Württemberg 1,3,4,5, 

Brandenburg 1, Hamburg 1, 4, Rheinland-Pfalz 1, Sleswig-Holstein 5). On rarer occasions, some 

states try to make the technology explicable for the common citizen or for worker unions (Berlin 1, 

Brandenburg 2, Saxony 2, Sleswig-Holstein 1, or Thuringia 1). 
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Figure 5 Code distribution of the documents of the FSMLs 

 

4.3 The German newspaper coverage 
 

Although the newspapers do not present a different view on the inevitability of the introduction of AI, 

the analysis shows that the terms are differently weighted (see Figure 6). 

The newspapers refer to the term “non-maleficence” proportionally more. 

The term “beneficence” was referred to ninety-four times. However, the results also show that the 

context in which the term was referred to strongly depends on the newspaper's political leanings. 

 

Saliently, the conservative, economy-friendly newspapers Welt and FAZ almost exclusively refer to 

the beneficent effects of introducing such technology. In the retrieved articles, these newspapers first 

and foremost promote the rapid introduction of AI into the labor market – even more so than the 

ministries of labor. Most strikingly, three out of the ten articles from Die Welt do not refer to any other 

term. The newspaper heavily emphasizes the term “beneficence” (Die Welt 1, 6, 7).  

Die Welt refers to the term “beneficence” in the sense that AI will replace jobs that “are not for people 

who are out to be thanked for” (Die Welt 6 p.2). Additionally, titles: “AI can take over boring jobs” 

(Die Welt 2, p.1). This way, die Welt, tries to sell AI as a liberator. Die Welt also mirrors the language 

of the German minister for labor by mentioning the same metaphor, “colleague computer” right in the 

title (Die Welt 5, p.1).  

The newspaper also refers to the possibilities of AI to make work more efficient and to its usefulness 

in the school system (die Welt 1,4, Die Welt 5). Its states: “It must be clarified how a meaningful and 

equitable use of an AI in the classroom can look like” (die Welt, 5 p.1). In addition, it is discussed as a 

possible remedy to Germany’s labor shortage situation (Die Welt 7).  

Conversely, die Taz and die Zeit are more critical of such “beneficial” implementations; the term 

“beneficence” is less frequently used proportionally to the other two newspapers.  

The term is still being used but in other contexts. For example, die Taz mentions the usefulness of AI 

in advancing medical technology (Taz 1,2).  

With these ideas, die Taz differs from the other newspapers by focusing more on the potential 

humanistic benefits of such technologies, contrasting usual ideas such as the enhancement of 
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economic growth and chances for an alleviation of the labor market that is often being mentioned by 

the other actors.  

In addition, the term is often used in the same sentence as the risks of AI. For example, die Taz calls 

the collaboration between machines and humans “as fruitful as dangerous” (Taz 3, p.1). In this way, 

these newspapers present a more balanced view. 

Contrary to what the analysis of the governmental side has shown, the term “non-maleficence” is 

referred to 131 times, way more than all other terms. This immense discussion of the term reflects the 

often-moaned skepticism within the German population with regard to the introduction of new 

technologies mentioned in section 3.1 of this thesis. 

However, this term is also not proportionally distributed across the newspapers. While referring to the 

term “non-maleficence,” the underlying ideological differences of the newspapers are shown the most. 

Similarly, as with the Welt and the term “beneficence”, some articles of die Zeit and die Taz discuss 

only possible maleficent issues of AI (Die Zeit 1, 2, Taz 4). 

Die Taz also directly points out the possible negative consequences and challenges of the rapid 

transformation envisioned by the labor ministries. For example, it is titled: “Risks of AI - this is all too 

fast” (Die Taz 1, p.1). In the same manner, die Zeit titles: “Wissing demands rapid EU-regulation 

regarding the usage of AI” (die Zeit 10, p.1). This directly contradicts the German vision of rapidly 

introducing AI into German society.  

On the other hand, in the rare instances in which the term is referred to by the Welt it is in the context 

of warnings of disinformation through AI (Welt 1,2) and the overuse of AI text generators in schools 

(Welt 5). None of these issues have a social relation or contradict the government's wording. The FAZ 

discusses possible social issues – the potential of loss of labor through AI; it titles: “Many employees 

fear the loss of their job” (FAZ 1, p.). Luckily, in the same article, it calls this fear “total nonsense,” 

citing Yasmin Fahimi, the boss of the DGB (German Association of labor unions) (FAZ 1 p. 2). This 

way, the newspaper sends the message to employees that they do not need to worry, further 

emphasizing the positive effects of a rapid AI implementation.  

However, the two other left-leaning newspaper articles represent a range of social issues that could 

emerge with the profound establishment of AI in the labor market. 

The issues they refer to are a possible arms race of AI technology (Die Zeit 2), the potential of AI to 

control employees (Die Zeit 3,10), fears of encroaching one’s private sphere (Die Zeit 4) dependencies 

on China and America or data manipulation (Die Zeit 7).   

In addition to those concerns, die Taz also mentions the spread of false information (Taz 1), the 

unpredictability of such technology, issues of discrimination, and a potential rise of inequalities in the 

labor market (Taz 4, Taz 7, Taz 9). One article also directly points to China as an example of what 

dangers this new technology yields (Taz 10).  

This warning extreme consequences of the integration of AI into society is mirrored by die Zeit. It 

titles: “the dehumanization of the Workplace” (die Zeit 7, p.1) while depicts an empty chair in the title 
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photo; the difference between the wording “colleague computer” and this bleak scenario shows the 

huge disparity between these two newspapers and the die Welt the best.  

 

The same trend can be observed regarding the term “autonomy". The term does not get referred to 

either in die Welt or in FAZ. In the samples, zero passages could be found where the term was referred 

to. Again, in the left leaning media, the term gets referred to more. In Die Zeit the term gets referred to 

twice, in the context of changes in the labor market. In the newspaper, it is stated that humans must 

remain at the center of future work, and in another instance that humans must not lose their power to 

decide on machines in the labor market (Zeit 5,7). 

 

Similarly, possible issues related to the term “Justice” do not get referred to in the Welt. The same 

goes for the FAZ. In the sample size of both newspapers, no text passages related to the term could be 

found.  

Again, the ideological differences show. Die Zeit refers to issues of discrimination for example, that 

AI needs to be fair to all it affects (Issue of discrimination) (Zeit 3).  

The Taz, on the other hand, discusses these issues extensively. It is pretty salient here. Aspects 

mentioned in the newspaper are the responsibility that these technologies need to be produced with 

society in mind (Taz 1). Contrary to the other newspapers die Taz expresses concerns about jobs that 

might not be replaceable: “AI won’t be a magic wand to replace skilled workers” (Taz 3 p.4). 

A few other concerns are mentioned in relation to the “cyber valley” to be founded in Baden-

Wurttemberg, concerns about rising living costs and the independencies of science among issues of 

inequities between employers and employees (Taz 4,9). It also is the only newspaper in which 

potential new inequalities in the job market are discussed: “One expert opinion sees a danger of 

creating new inequalities and reinforcing old ones.” (Taz 7, p.1). 

Similarly, as observed in the ministries' policies, what is understood under the term explicability 

varies. What is surprising is that in no articles was the term “AI” itself explained. Even more 

surprising is that the term gets less mentioned in the newspapers than in the policy documents of the 

ministries.  

Still, some instances could be found. In the Welt the term gets mentioned in the context of having 

clear guidelines to use the technology to drive forward society, for example, in schools. (Welt 5). In 

another instance, the term gets mentioned in the context of fostering its intelligibility for companies to 

enhance productivity (Welt 10); this mirrors the language of the governmental side. 

Again, the left leaning newspapers mentioned the term more. In the FAZ the term gets mentioned once 

with regard to possible concerns of transparencies when it comes to the manipulation of images (FAZ 

4).  

In The Taz the term gets mentioned the most often. The term gets mentioned with regard to issues of 

manipulation with chatbots where we could not determine the originality of the text (Taz 1). 
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Additionally, it criticizes transparency issues if AI gets utilized by big companies (Taz 4).

 

Figure 6 Code distribution of the newspaper articles 

 

4.5 Conclusions 

 

In this section, the answers to the sub questions will be given.  

Regarding the first sub question, the German government presents AI as an inevitable introduction 

into the labor market which will boost Germany’s well-being if the technology is made explicable to 

SMEs. For people that the introduction of AI might unjustly treat, the BMAS refers to Germany’s 

robust welfare system (“justice”). 

It is questionable whether this approach will make it understandable to the employee in what ways this 

technology will concretely influence his or her workplace (“explicability”). 

From the analysis, it can be inferred that the BMAS plans to bring prosperity to society by making the 

technology rapidly available to Germany’s SMEs.  

 

Regarding the second sub question, the analysis has shown that the FSLM mirrors the weighting of the 

five principles shown in the BMAS. However, regional differences exist where the respective ministry 

senses the opportunity to use AI. In the same way as the BMAS, the FSML present the technology 

mostly as a beneficial force. A heavier emphasis is laid on fostering the federal state’s economic 

competence than on integrating it as a tool to fight social inequalities.  Federalism seems to be well 

alive in Germany when it comes to introducing new technologies, however, significant deviations 

from the narrative of the BMAS could not be found.   

 

Regarding the last sub question, the results show that the newspapers do not oppose the labor 

ministries' vision to rapidly introduce AI into the labor market as a whole and see their role more in 

discussing its possible consequences. However, the results also show that the newspapers with a 

conservative bias promote AI similarly and even more drastically as a benevolent force for society as 
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the labor ministries do. They try to make the new technologies appetizing for the people through their 

wording. 

The left leaning media, on the other hand mention the social aspects of AI more. They also discuss 

possible maleficent uses of AI way more extensively. 

Political leanings still play a role with regard to introducing AI into the labor market. 
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5 Conclusion 
 

5.1 Answer to the Research Question 
 

The aim of this thesis was to gain insights into how the German government and the media refer to 

ethical implementation issues regarding the introduction of AI into the labor market.  

This was done through the scope of the ethical framework created by Floridi and Cowls. 

The analysis has shown that the BMAS focuses heavily on the term “beneficence” and downplays 

potential negative social issues that could arise from introducing AI into the labor market. 

Furthermore, they do so by using positive imaginaries. 3 

This is shown by the fact that in the analyzed documents, the BMAS refers to the term “beneficence” 

by far the most. The other terms “non-maleficence,” “autonomy,” “justice,” and explicability” were all 

referred to less.  

This approach does not differ in the sample of the FSMLs. However, federalism seems to still be vivid 

even when it comes to such questions as introducing new technologies into society.  

This is shown quantitatively by how many documents could be retrieved from the website of the 

FSMLs and qualitatively by the different wordings of the ministries. 

 

From the results of the analysis, I argue that the German government refers to ethical principles in 

such a way that it fits their political goal, which is a rapid introduction of AI into the labor market to 

ensure a continuation of economic growth and the ability to stay competitive by making AI explicable 

to big companies and SMEs. This way, the German government tries to get its industry involved into 

the development of AI. This theoretical expectation could be confirmed.  

In referring to ethical principles for a good AI society, they brace the German population for a swift 

introduction of AI into the labor market and is therefore neglecting concrete social issues that may 

arise with this introduction.  

 

In the German newspaper coverage, the focus of the discourse is laid on discussing possible negative 

consequences of this swift implementation. However, this depends on the political leaning of the 

newspaper. It could be shown that the conservative, more economy-friendly newspaper had a more 

positive outlook on the introduction. 

Ideology still seems to play a role in how the introduction of AI into the labor market is viewed from 

an ethical standpoint.  

in this sense, a plurality of focal points regarding ethical issues could be observed.  

Still, what can be observed is that even in the newspapers, the terms “autonomy,” “non-maleficence,” 

and “explicability” got referred to less.  

 
3 For example “AI-ecosystem” 
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The results show that the newspapers also do not sufficiently discuss concrete social consequences of 

this introduction. 

 

5.2 Scientific Discussion  
 

This thesis has generated new insights into how the German government, on the one hand, and the 

media, on the other, discuss the future implementation of AI through the scope of a scientific ethical 

framework. 

The framework has proven to be very useful in illuminating in what ways the German government 

refers to these issues. 

This gave interesting insights into which ethical issues are discussed by the two sides and which were 

not. 

Köstler and Ossewaarde showed in their analysis implies that the German envisioning of AI is steered 

by corporate interests (Köstler 2022).This could be confirmed in this study. What is different in this 

study is that it illuminates how this affects the way the German government refers to ethical issues. 

First and foremost, the German government displays the beneficence of this new technology and 

enables its use for German companies and SMEs. To achieve this, they discuss ethical issues in such a 

way that supports this policy. This is also in line with the findings of Köstler. However, on a closer 

look at their reference to possible ethical implication issues, the results show that the analyzed German 

newspapers do not form a unit but instead refer to different ethical aspects depending on the political 

leaning.  

From the sample analysis, it could be concluded that the German newspapers do not display ways that 

deviate heavily from the traditional approach of the German government. This is also in line with the 

findings of Köstler and Ossewaarde. 

Schiff mentions that evidence of a significant shift from the paradigm of traditional innovation 

policymaking to a paradigm of transformative innovation policymaking is currently limited in the US 

(Schiff, 2023). In this thesis, this could be confirmed in the case of Germany. In the sample, many 

typical elements of the traditional innovation policymaking paradigm, such as supporting SMEs and 

aligning academic, industry, and public sector activity, could be found.  

Deviations that are not typical of such an approach could rarely be found.  

 

The FSMLs follow this line of the government to a great extent (some more, some less).  

In addition, the thesis agrees with the observations of Jobin et al. The German federal states try to 

implement AI in a way that is the most adequate to their state and in their way. The thesis elaborated 

on this. 

I encourage future researchers to apply the same framework or similar ones for their analysis.  

Future research could look at different fields where AI implementation will have great effects on the 

people, such as the field of education, policing etc.  
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It also would be interesting to analyze the discourse in different countries or on the EU level with the 

same framework.  

Since the coding and extraction were only done by one coder and the data was limited due to time 

constraints and the discovery that many FSMLs did not have appropriate data, further research is 

necessary to confirm the validity and representability of the results.  

 

5.3 Practical Implications  
 

For policymakers and stakeholders of AI policies in particular, the thesis gave insights into some 

important questions they may have, for example, to what extent ethical questions are referred to in 

political and media discourse in Germany.  

It has shown that the introduction of AI into the labor market with its ambiguous consequences is not 

only planned to be rapid but that many ethical concerns are not referred to the extent that they need to 

be to not lead to concerns in the working population. 

A rapid introduction of AI into the German labor market brings naturally with-it accelerated issues of 

social justice.  

It is, therefore, crucial to address all ethical concerns to the extent that is satisfactory to everyone 

affected. So far, the German government sees the usage of AI first and foremost in fostering the 

competitiveness of its SMEs. Here, the German government should become more active in addressing 

more ethical concerns.  

Furthermore, the FSMLs on which websites no document could be retrieved should become more 

active.  

It should be in these ministries where ethical concerns are openly discussed and addressed. Not all 

FSMLs do so sufficiently.  

A second recommendation is that the ministries and newspapers need to be more concrete in what 

ways AI transforms the labor market and what consequences it may have for the ordinary citizen. 

In the end, it is the task of governing institutions to prove their sincerity and credibility for 

accompanying an implementation of AI into the labor market, not only on paper via strategic framing, 

but, also through their actions. 
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