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Summary

Rivers are an important part of the Dutch landscape. These waterways are vital for navigation and
create unique ecosystems. Water is used for domestic, industrial and agricultural purposes. Their
proper management protects us from floods and the effects of droughts. As flood and drought
mitigation measures are based on hydrodynamic river model simulations, accurate water level
predictions from these models are needed to ensure that measures are designed in a cost-effective
way. Hydrodynamic models are relatively good at predicting water levels in the discharge range for
which they are calibrated. However, there is uncertainty in predicting water levels outside the
discharge range for which they are calibrated. One of the main sources of this uncertainty is the
uncertainty in the main channel bed roughness parameterisation.

River dunes are thought to be the main source of main channel roughness. The parameterisation of
these bedforms to calculate main channel bed roughness is inaccurate as it does not account for the
actual bedforms. The bed is parametrised using implicit 2D river dune geometry parameters by
estimating these parameters as a function of water depth. A 2D parameterisation often only captures
the dunes on the centreline of the fairway, while the centreline of the fairway is not representative
of the entire river bed, resulting in an inaccurate roughness prediction (1).Furthermore, the implicit
bedform covers the discharge history dependent bed evolution in the hydrodynamic river model D-
HYDRO, which has a large influence on the main channel bed roughness, as extreme discharge events
are not accurately simulated, while these events are of great interest (2). Finally, the length scale
over which roughness is assumed to be constant is too large to capture the spatial variation in
bedforms (3).

Each of these three problems was assessed in the study area of this research, the Midden-Waal.

1. Using a dataset of bed measurements taken approximately every two weeks in the years
2018-2020, 2D river dune statistics were compared with 3D river dune statistics to analyse
the potential added value of bed parameterisation.

2. The roughness estimation formula in D-HYDRO was extended with a term capturing the
influence of discharge history by multiplying the roughness estimate with a dimensionless
discharge (history) dependent factor: Q/Qhis. The length of the discharge history was based
on the bedform turnover time, which has a wide bandwidth. A sensitivity analysis was carried
out to determine the most appropriate period.

3. New roughness sections were defined in the Midden-Waal based on the trend in dune height
to increase the physical nature of the calibrated roughness. These sections were calibrated
and the calibrated roughness was compared with bedform statistics to extract potential
relationships.

Parametrising the river bed with 3D statistics did not result in usable bedform statistics. The 2D dune
height appeared to follow the same trend as the 3D dune height, but the 3D dunes were higher
compared to the 2D dunes, probably due to the way the statistics were derived. Different locations in
the study area result in comparable dune heights.

2D dune length was compared with 3D dune area and 3D dune length. The 3D dune height at the
beginning of the Midden-Waal increased with increasing 2D length, but somewhere in the middle of
the study area the relationship between 2D length and 3D area appeared to be almost a horizontal
line, indicating that either the bed development is site specific or the methodology should be revised.
The comparison between 2D and 3D length showed that the 3D dunes had much shorter lengths,
because this length was determined by averaging the length of the whole 3D dune in the flow
direction.



Overall, the parameterisation of the river bed in 3D did not lead to any new insights, but the concept
should not be discarded yet, as more research is needed to fully exploit the potential of 3D dunes.

The roughness estimate in D-HYDRO can be improved by adding the discharge history to the current
roughness estimate. Using the averaged discharge over 50 days (median bedform turnover time)
gave the best roughness estimate. For longer periods >75 and shorter periods <25 days the added
value of the discharge history became marginal. In agreement with the literature, dune steepness
was found to add value to the roughness estimate.

The calibration of the new roughness sections in the Midden-Waal did not lead to new insights in the
roughness-bedform relationship, as the calibrated roughness had an unexplainable large peak
around 1350 m3/s, which made it impossible to relate the calibrated roughness to bedform statistics.
Therefore, the original roughness section was used for the final step of this research.

The combination of all the knowledge gained led to a final formula for the three roughness sections
in the unchanged D-HYDRO model with discharge fraction and dune steepness as variables. The free
coefficient varied in the same trend as the dune height, increasing the physical nature of the formula.
The results show that there is room for improved, physically based roughness estimates in the
Midden-Waal. Further research on new roughness sections and an improved parameterisation of the
riverbed could improve the results even further.
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1. Introduction

1.1 Relevance of research

Rivers are an important part of the Dutch landscape. These waterways are vital for shipping and
create unique ecosystems. Water is extracted for domestic use, industry and agriculture.
Sophisticated river management is necessary to protect us from flooding and to maintain the various
functions of our waterways in a cost-effective way. Climate change complicates this management.
High flows will become more extreme and periods of low flows will last longer (Parmet et al., 1995;
Huang et al., 2015). Higher peak flows make flood risk reduction more challenging, while low flows
may impede navigation and degrade water quality.

A major tool in the design of flood protection and water level predictions are hydrodynamic models.
These models are able to reproduce water levels for the discharge range for which they are
calibrated. However, predictions of water levels for discharges outside the calibrated discharge
domain are uncertain. Yet, accurate predictions of water levels are needed to ensure that mitigation
measures are properly designed, such that they are not over- or undersized, with the associated
social and economic consequences. Therefore, the uncertainty water level predictions for discharges
outside the calibrated reach should be reduced, by increasing the reliability of the outcomes of
hydrodynamic river models. Improving our hydrodynamic river models is crucial in order to adapt to
the even more complex challenges posed by climate change and to ensure the proper management
of our waterways.

1.2 Towards the research gap

1.2.1 Hydrodynamic models

Hydrodynamic models are used to calculate the water depth in a river given a certain input
hydrograph. The uncertainty in the calculated water depth can be attributed to model errors and the
uncertainty in the input parameters. In recent decades, model errors and uncertainty in the
outcomes have been reduced by decreasing the time step and increasing the resolution of grid cells
and quality of input data, and by adding more physical processes (Hardy et al., 1999; Bridge, 2003;
Neal et al., 2012; Bomers et al., 2019). However, hydrodynamic river models are still not able to
reproduce measured water levels well when relying on these inputs only (Warmink, 2011; Domhof et
al., 2018).

One of the most uncertain input parameters is the hydraulic roughness of the main channel and the
floodplain (Horritt & Bates, 2002; Warmink et al., 2013). Within the main channel, bed material,
bedforms and human structures such as groynes are dominant sources of roughness, whereas in the
floodplain, vegetation, human structures and other elevated objects induce friction (Berends et al.,
2018; de Lange et al., 2021). Because roughness is the most uncertain parameters, it is often used for
calibration (Warmink, 2011; Domhof et al., 2018).

1.2.2 River dunes

The main source of hydraulic roughness in the main channel is form drag due to river dunes
(Paarlberg et al., 2010; de Lange et al., 2021). River dunes are triangular periodic bed features that
are in continuous interaction with the flow (Nagshband et al., 2017; Lokin et al., 2022).

The flow-induced sediment transport propagates and evolves the dunes over time. Depending on the
bed-flow interaction, river dunes will grow, decay or propagate (McElroy & Mohrig, 2009; Nagshband
et al., 2017). The changing geometry and flow characteristics in time and space complicate the
understanding and prediction of dune evolution and interaction in rivers.



Over the last decade, the understanding of dune interaction and behaviour under varying flow
conditions has improved. Dunes can form spontaneously, split, pass through each other, merge or
die out (Warmink, 2014; Reesink et al., 2018) . Contrary to the belief that the aspect ratio between
dune height and dune length is constant (Van Rijn, 1984; Bradley & Venditti, 2017), Warmink (2014)
observed hysteresis in dune height and dune length while adapting to flow conditions: The height of
a dune adapts faster than its length, resulting in higher roughness values at the peak of a flood wave.
Faster changes in discharge in a flood wave in result in larger hysteresis than gradual changes. Lokin
et al. (2022) showed that dunes become longer during low flows, implying that the bedform induced
roughness decreases as the low flow continues. It can be concluded that discharge history is an
important factor in the evolution of river dunes.

1.2.3 River dunes and roughness relationships

Several empirical relationships exist that relate dune geometry, dune height (H) and often dune
length (L) as well, to a roughness coefficient (Vanoni & Hwang, 1967; Engelund, 1977; Van Rijn, 1984;
Soulsby, 1997; Bartholdy et al., 2010). Lefebvre & Winter (2016) found that the lee side angle
determines the magnitude of flow separation, and proposed a correction factor as a function of the
lee side angle. However, none of these relationships are able to fully explain the variation in
hydraulic roughness, indicating that dune morphology is not the only relevant factor in explaining the
variation in hydraulic roughness (de Lange et al., 2021). However, additional sources of roughness
are not understood sufficiently well too to explain measured water levels, so the hydraulic roughness
remains uncertain (Domhof et al., 2018). Besides, since the contribution of sources of roughness is
discharge dependent (Niesten et al., 2022), the identification of contributions of other sources gets
even harder.

1.2.4 Roughness in hydrodynamic river models

Due to this complexity and limiting knowledge on contribution of sources of roughness, the hydraulic
roughness parameter in hydrodynamic river models is still a calibrated value, valid only for the
conditions which are used for calibration. Thus, water levels within the calibrated reach can be
estimated relatively well, but the prediction of extreme high and low water levels outside the
calibrated reach remains uncertain. Uncertainty additions are required to deal with this uncertainty
in the extreme range, e.g. to determine the design water level used to design flood defences or other
hydraulic structures. When the model uncertainty is reduced, these uncertainty additions could be
reduced as well, leading to a lower required crest height, which will involve large cost reduction.

In the latest (6™") generation of hydrodynamic river models in the Netherlands, the roughness
parameter is not a fully calibrated value, but a roughness estimate based on bed characteristics,
calibrated with a multiplication factor which is determined for 5 discharge levels: [800, 1580,2400,
5350, 7200] m3/s (Niesten et al., 2022).

The roughness estimate is not real time bed characteristics based, since it is not possible to include
actual, bedforms during a simulation, it is assumed that bedform characteristics can be estimated
being as function of the water depth. The roughness estimate is calibrated with a calibration factor.
The calibration factor is interpolated between the calibrated discharge levels, because it is
determined for 5 discharge levels only.

Figure 1 shows the roughness estimate and the calibrated roughness for the section of the Midden-
Waal between Nijmegen and Dodewaard, both as function of the discharge. A Qh relation based on
the discharge and water level data obtained from the measuring station of Tiel was used to link
discharge and water depth in this formula. The values for the calibration multipliers for the 5



discharge levels are [0.854, 0.907, 0.94, 0.942, 0.897] respectively (Niesten et al., 2022). The
roughness estimate used in D-HYDRO is a function of water depth (h) only:

k, = Ah®7 (1 _ e—Bh—°-3) EQ. 1
kg is the Strickler roughness height. The values used for formula coefficients A, B are 0.083 and 2.5

respectively, for this river section (Niesten et al., 2022). This equation is built such by the model
developers that it approaches the outcomes of the bed roughness equation of Van Rijn (1984):

_25H
kS=3D90+ 11H(1—e L) EQ. 2

With the 90" percentile of the grain size (Dso), the dune height (H) and the dune length (L) as input
values. The model developers used value for these three input variables based on bed measurements
in the Waal. By using the equation of Van Rijn as a target, the model developers created as physics
based estimate which is easily implementable in D-HYDRO since the only variable is the water depth.

It can be seen that the calibrated roughness is quite different from the roughness estimate,
indicating that the roughness estimate may be improved. The unknown uncertainty outside the
calibrated reach is denoted with the green area.
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Figure 1 Roughness estimate and calibrated roughness in D-HYDRO between Nijmegen and Dodewaard. Based

on equation 1. The calibration factors are different for each of the 5 discharge levels [800, 1580, 2400, 5350,

7200] m3/s . During a simulation, D-HYDRO interpolates between the 5 calibrated roughness height. The green

area indicates that there is uncertainty in the uncalibrated discharge reach.



1.2.5 Calibration of main channel roughness

The aim of the model developers was to base the roughness estimate (EQ. 1) on the local
characteristics of the river. Bedform characteristics and grain size distribution were implicitly
included a simplification of the van Rijn formula, as described above. However, calibration was still
necessary, as was presented in Figure 1.

Figure 3 shows the calibration factors for the 5 discharge levels, varying for each calibration
trajectory in the Waal. The spatial distribution of the calibration trajectories in the Waal can be found
in Figure 2. These trajectories correspond to the sections between the LMW (Landelijk Meetnet

Water) gauging stations.
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Figure 2 Calibration trajectories in the Waal. Sections are between the LMW gauging stations.

In the current model, trajectories 2006-2009 are calibrated all at once. This can also be seen in Figure
3, these 4 section have the same calibration factor. However, these section may be split up later due
to river interventions (Niesten et al., 2022).

The calibration factor currently lacks consistency, showing spatial overlap and inconsistent variations
with discharge across trajectories. This inconsistency highlights a limitation in the roughness
estimation provided by Equation 1, as it overlooks localised roughness variations and discharge-
dependent contributions.

1201 @ L1 J
M1 R
1.15
-" M2 // /
_110{ @ M &
g @ H -—-0-—-0---0 . \/
& 1.05 - ’ 7 /
£ J il SEUE BELY SEEE A
2 1.00 s -
2 595 18 ~~Ing? 27 s ’ Y
© \ /
o TS . N y \
0,001 @ ‘& @ _ =g \
NI = ST TR 4 '
0.85 1 o---9 SNo -
0.80 L2

2003 2004 2005 2006 2007 2008 2009 2010 2011
Trajectory

Figure 3 Calibration factors for the Waal for each of the 5 discharge levels (low (L1), medium (Mz,2) and high
(Hs1,2)), varying per trajectory along the river. Trajectory boundaries per trajectory correspond to the locations of
the LMW stations. Adapted from Niesten et al. (2022)



1.3 Research gap

The simplified formula of Van Rijn assumes that dune dimensions and grain size are a function of
water depth only, which is not in line with the previously described results of Warmink (2014) and
Lokin et al. (2022). This decreases the physical nature of the roughness description, as the geometry
of river dunes depends on the discharge history and dune length is not a linear function of the water
depth(Lokin et al., 2022). Roughness estimates should therefore be directly based on geometry, or a
discharge history dependent variable should be added to a roughness estimate like Equation 2 to
implicitly include actual dune geometry.

Moreover, until now, bed form roughness is parametrized with use of 2D river dune parameters
(dune height and length in flow direction, see Equation 2). Especially when only the centre axis of the
fairway is used to determine these characteristics, the estimated roughness may not be
representative because the river bed changes over width. Using statistics that parametrize bedforms
in 3D might increase the physical nature of the main channel roughness in hydrodynamic river
models as the river bed is parametrized in more detail.

Another limitation is the length scale at which roughness values are assumed to be constant. The
coefficient Ain EQ. 2 is derived by scaling the average dune height over trajectories greater than 10
km (see red line in Figure 4). Verberk et al. (2023) showed that dune development is location
dependent and suggested roughness sections smaller than 4 km to ensure that local bed geometry is
better accounted for. The grey scaled scatter of the unaveraged scaled dune height in Figure 4
supports this.
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Figure 4 Spatially varying formula coefficient A (red line), determined by using the averaged scaled dune height
along the river. Averaged dune height values are scaled to a maximum value for A of 0.1 based on calibration
experience (Niesten et al., 2022).
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Figure 5 Roughness estimate trajectories.
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Summarizing, the current way in which is dealt with main channel bed roughness does not capture
the influence of discharge history in the description of bedforms. Moreover, using a 3D
parametrization of the bed might improve the physical nature of the bed roughness. Lastly, when
bed roughness is assessed on smaller scale, the inclusion of local river characteristics might improve
the roughness parametrization.

1.4 Problem definition

Accurate prediction of water levels in rivers is essential for effective river management. However,
there are uncertainties in the predictions, especially in the uncalibrated discharge domain. One of
the main problems at hand is the inadequate representation and understanding of hydraulic
roughness in hydrodynamic river models. The limitations in accounting for the complex dynamics of
river dunes, the inability to fully explain the variation in roughness, and the lack of spatial consistency
in roughness calibration hinder accurate water level predictions beyond the calibrated reach.
Addressing these challenges is crucial to enhance the effectiveness and reliability of river
management strategies, including flood risk reduction and the design of hydraulic structures.

1.5 Hypothesis

Once calibrated, hydrodynamic models are able to reproduce measured water levels relatively well.
However, it is not known which processes are captured behind these calibration factors. Therefore,
any insight in these processes will help to reduce the model uncertainty. Based on the research gap,
3 hypotheses are defined:
1. 3D river dune parametrization improves the current 2D approach
2. Adding discharge history to the roughness formula will decrease the calibration factor and
decrease therefore the model uncertainty.
3. Smaller roughness sections based on characteristics will increase the physics-based nature of
the main channel roughness.

1.6 Research objective and research questions

To provide a physical basis for improved modelling and river management strategies in the extreme
discharge domain, the research objective is to investigate the relationship between discharge and
river bed induced roughness in the measured discharge domain (1000-11800 m3/s at Lobith) so that
the uncertainty in the predictions of water levels in the extreme discharge domain is reduced. The
main assumption in this research is that the main channel roughness is only caused by bedforms. The
research objective and research gap combined with this main assumption, leads to the following
research question:

"To what extent can the degree of calibration for hydrodynamic river models be reduced by using
improved parameterisation of bedforms, discharge history and physics-based roughness sections in
the estimation of bed roughness for the river Waal?"

The following sub-questions arise from this main research question:
1. To what extent does the use of 3D bed parameterisation statistics, as opposed to 2D dune
statistics, provide additional information that reduces the degree of calibration?
2. To what extent does the inclusion of discharge history in the main channel bed roughness
parameterisation reduce the degree of calibration required?
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3. To what extent does the use of physically based roughness sections help to reduce the
degree of calibration required?

4. To what extent can the combined findings from the previous research questions be used to
reduce the degree of calibration required for main channel roughness parameterisation?

A flow chart of these 4 research questions is shown in Figure 6. Research questions 1, 2 and 3 are
three independent parts of the research based on the research gap, while the last research question
combines all the knowledge gained in the establishment of a final roughness formula, which should
be an improvement over the current way of estimating roughness prior to calibration.

Multibeam bed Comparing 20 and :
measurements in the RQ 1 » 3D river dune RQ ih Selecting parameters
\Waal statistics for formula building
Adding discharge to RQ 2 Analysing s_ensmwt},.r Build new roughness
» of length discharge
roughness formula : formula
history
Y

Determining new RQ 3 Calibrating new Analysis and

roughness sections "1 roughness sections recommendations

Figure 6 Flow diagram of the 4 research questions

1.7 Report outline

The outline of this report is as follows. The first chapter was the introduction, where, based on
literature research, a research gap, a problem definition and hypothesis were defined. This formed
the basis of the research objective and the research questions. In the second chapter, the used
methodology is described for each of the research questions. In the third chapter, the results are

described per research question. In chapter 4 and 6, the discussion, recommendations and
conclusions.
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2. Method

2.1 Study area

The Midden-Waal was the study area of this study (see Figure 7). This area was chosen because
processed Multibeam Echo Sounding data were available. This section of the Waal is located roughly
between river kilometre 894 and 911, almost 17 km long and relatively straight with some slight
bends. The two bridges over the Waal enclose the study area. A third option for crossing the river is a
small ferry, which is accessible to hikers and bikers. What stands out are the 'harbours' that are
connected to the river or integrated as 'lakes' in the floodplain. There are fewer of these around
Nijmegen and Tiel. In this part of the river there are no longitudinal training dams, as is the case
downstream of Tiel. However, there are groynes every 200 metres.

In and around this study area there are three Rijkwaterstaat gauging stations, indicated by the blue
dots. At these stations the water level is measured every 10 minutes.

Do’ewaa rd

Z ol

Tiel

f— ®

5.0 km - Nijmegen

Figure 7 Area of interest in this study. Midden-Waal, some kilometres downstream from Nijmegen, is located
between the bridges of the roads A50 & N323. The blue dots indicate where the measurements are conducted
by Rijkswaterstaat

2.2 Model

In the introduction, the hydrodynamic model that was analysed and going to be used was already
mentioned: D-HYDRO, which is the same model as Delft 3D FM. The model development was
described in Niesten et al. (2022). An important element in this research was the calibration
performed by the model developers. From now on, the model, as received from Deltares, will be
called the ‘default model’. In this report, often will be referred to the roughness estimate in the
default model, or the calibrated roughness in the default model.

2.3 Data

To analyse the bed characteristics of the Midden-Waal, a dataset of processed multibeam bed
measurements was used. This dataset contains 58 measurements, which were taken approximately
every two weeks in the period between 2017-11-01 and 2020-02-01. The multibeam bed
measurements had already been processed into stream coordinates (relative to the beginning of the
Midden-Waal) for the study by Lokin et al. (2022). The data were projected ontoa 1 x 1 m grid and
processed according to the standards (de Ruijsscher et al., 2020). Only the middle 150 metres of the
fairway are used in this study, in order to avoid possible effects of groins on the bed development
and therefore on the results. For the sake of clarity, the entire Midden-Waal was projectedona1x1
grid, so that a dataset with bed elevations of 16750 m (length of the Midden-Waal) x 150 m (middle
150 m of the fairway) cells was used in this study.
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Discharge and water level data were obtained from the gauging stations mentioned in the previous
section. Stage relation curves (version 2018) were used to interpolate water levels between the
gauging stations (Rijkwaterstaat, 2023).

Figure 8 shows the moments for which bed measurements are available. The green dotted line
indicates the discharge at which the floodplains start to be inundated: ~2500 m3/s. 95% of the
measurements were taken at discharges below 2500 m3/s. Therefore, the study was limited to bed
measurements at discharges below 2500 m3/s in the Waal, as relationships between the bed and
higher discharges would not be as strongly supported by the data as in the case of lower discharges.
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Figure 8 Discharge in the Waal and moments on which Multibeam Bed measurement were conducted. Green
dotted line indicates the discharge at which the floodplain starts to inundates: 2500 m3/s.

As the calibration of the latest version of D-HYDRO the Waal is only performed for the main channel
roughness parameter, errors in the floodplain roughness parameterisation are compensated during
the calibration of the main channel roughness coefficient for discharges higher than 2500 m3/s
(Niesten et al., 2022). Therefore, restricting our discharge range of interest to 2500 m3/s reduces the
uncertainty in the assumption that the main channel roughness in the Waal is only caused by
bedforms because errors in the flood plain roughness parametrisation do not affect the results.

14



2.4 RQ 1: 2D dunes vs 3D dunes

This section describes the methodology used to answer the first research question. The aim of this
first research question was to compare 2D and 3D dune statistics to determine whether 3D statistics
are an improvement over 2D statistics.

Multibeam bed Comparing 2D and RQ 4 _
measurements in the RQ 1 » 3D river dune —p Selecting parameters
Waal statistics for formula building
Adding discharge to RQ 2 o Ar;elllysThg;enﬁltmty Build new roughness
roughness formula P FORELIAN e RS formula
history
¥

Determining new RQ 3 Calibrating new Analysis and

roughness sections "| roughness sections recommendations

2.4.1 2D dune statistics

The main channel roughness is mainly caused by river dunes (Paarlberg et al., 2010; de Lange et al.,
2021). Until now, river dunes have always been assessed as 2D features with a height, length and lee
slope angle. These geometric features can be used to calculate bedform induced roughness using
one of the available bedform roughness predictors, mentioned in the introduction. In this study, 2D
dune statistics were used as in Lokin et al. (2022). Dune height was defined as the height of a dune
crest relative to the next trough. Dune length was defined as the distance between the two adjacent
troughs of a dune crest.

2D dune statistics were determined for the centre axis of the fairway and averaged per 2 km section,
as was suggested by Haase et al. (2023): Larger sections do not capture the spatial variation in dune
statistics well, while too much detail is not necessary and does add much value.

2.4.2 3D dune statistics

In addition to 2D shape parameters, dunes can also be treated as 3D features with parameters such

as height and size. This provides an opportunity to improve the parametrisation of the main channel
bed geometry, as the central axis of the river or the centre of the fairway is often used to determine
2D shape parameters representing the whole river bed (de Lange et al., 2021; Lokin et al., 2022). See

Figure 9 for an impression of the river bed.
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Figure 9 Section of 2 km in the middle of the Midden-Waal. Chainage is the streamwise length of this section.
Width is the middle 100 m of the Waal with the middle axis of the fairway as the centre line.

The 3D parameters to be extracted were: height, size and length in flow direction. Other 3D
parameters could have been determined. However, this was beyond the scope of this study.
After dividing the river into 2 km sections, the 3D dune shape parameters were determined as
follows:
1. For analysis purposes, the bed elevation was modified by using the slope of the Waal, which
is approximately 1.1 x 10~* m/m (Domhof et al., 2018) (slope X distance,,r) so that the
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bed is no longer sloping but straight, with the upstream edge of the Midden-Waal as the
reference elevation in meters + NAP.

2. To determine the 3D dune height, the local maxima were determined. A local maximum was
defined as a grid cell where all neighbouring grid cells have a lower elevation. It was
important to decide which local maxima to use to determine the 3D dune height, as there
could be one local maximum in an erosion pit, or 2 local maxima only 2 metres apart. The
first point of interest will be assessed now, while the second will be assessed in the next, the
third point.

The 90th percentile of bed elevation was used as a threshold to determine which cells were
identified as local maxima. This percentile ensures a balance between retaining enough
maxima during low flows (elevation becomes more uniform as dunes become longer and
lower (Lokin et al., 2022)) and too many maxima as relatively unimportant elevated parts of
the river are identified as 3D dunes, which are mainly responsible for inducing shape drag.
The threshold percentile was not based on literature (no literature available) or chosen at
random, but was the result of an iterative process of visual inspection where the percentile
was changed until a balance was achieved between the number of peaks during high and low
flows.

The height of the peaks was determined by subtracting the height of the peaks from the 15th
percentile of height per section analysed. This percentile ensures a balance between
defining the height of the peaks relative to the bed as neither too high nor too low.

3. The area of a dune was determined by using a search algorithm that searched around a local
maximum until the edge of cells below the 85" percentile of the elevation was found. The
number of cells within the elevation contour represents the surface area of a dune in m2. As
with the determination of the dune height threshold,, the contour percentile should not be
set too low or too high, resulting in small dunes at high discharges or very large dune areas at
low discharges. also determined with an iterative process of visual inspection of the
outcomes. If this percentile was set too high, the dune area was very small, while a lower
percentile resulted in unnecessary dune merging.

If the area around a local maximum contained several other local maxima, only the highest
dune peak was selected to avoid identifying the same dune more than once. An impression
of the location of the identified dune peaks and the elevation contour around these peaks is
given in Figure 10

4. For each dune, the mean length in the stream direction was determined by averaging the
distance from the upstream and downstream edges of each dune contour.
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Figure 10 Snapshot of the river bed shown in Figure 9. The red dots show the local maxima above the 95th
percentile of bed elevation in the whole snapshot, at least 40 metres apart. The black contour indicates the 85th
percentile of elevation, which determines the surface area of a dune.

2D and 3D dune height were compared, while 2D length was compared with 3D size and 3D length.
An analysis of the difference per parameter was performed to determine if the 3D approach added
new information compared to the 2D approach. The potential relationship with the calibrated
roughness in the standard model was also investigated.
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2.5 RQ 2: The inclusion of discharge history

In this section the methodology used to analyse the potential added value of discharge history to the
main channel bed roughness estimate is presented. The aim of this research question was to
determine whether the addition of discharge history to the current roughness formulation would
reduce the level of calibration required.

Multibeam bed Comparing 2D and RQ 4 :
measurements in the =—RQL:¢ 3D river dune » Selecting parameters
Waal statistics for formula building
v
Adding discharge to RQ 2 3 ‘i??éfirﬁdsggﬁgr'g Build new roughness
roughness formula < gt g formula
history

Determining new | RQ 3 Calibrating new Analysis and

roughness sections | roughness sections —— recommendations

2.5.1 New formula

The current way of estimating roughness in D-HYDRO is via Equation 1 (Niesten et al., 2022). As
mentioned above, this equation assumes that dune geometry can be estimated proportionally to
water depth, which is not the case as discharge history has a large influence on river bed evolution.
Therefore, an extension of the current roughness estimation has been proposed to capture the
influence of discharge history:

o3 Q P1
Ksnew = Anewho"7 (1 — e Bnew B ) X ( ) EQ. 3
Qhis
The new term in this equation consists of some new/updated elements, which will be described

shortly:

- Ajew and By, an update of the existing formula coefficients A and B. For analysis
purposes, each coefficient was allowed to vary freely, to obtain the best fit. The way in
which the new coefficients were determined will be described later on.

- Q. Inorder to be able to include bedforms later on in the processes, the roughness height kg
was only calculated for the moments where bed measurements were available (see Figure
8). Each bed measurement could be associated with a discharge @, which is included in the
extended roughness estimate

- Qpis- Bedforms are a result of the interaction of the flow with the bed. Qp;s is the mean
discharge over a period of time prior to each bed measurements. The output of the discharge

Q

Qhis
measurement, relative to the mean discharge over a period of time. The length of the
discharge period will be discussed later on.

- P1.This formula coefficient determines the influence of the discharge fraction on the
roughness estimate. The closer the value of P1 to zero, the smaller the influence of the
discharge fraction. The way in which the value of this coefficient has been determined will be
explained later.

fraction therefore determines the value of the discharge at the time of each bed

Adding a term such as the dimensionless discharge history fraction Q/Qnis maintains the structure of
the formula as no stand alone terms are added. This prevents us from overfitting the roughness
estimate.
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The aim of this extended formula was to produce a roughness estimate by reverse engineering: usin