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ABSTRACT 

This study aims to analyze and understand pedestrians’ fixation patterns on urbanscape objects while 
navigating unfamiliar urban environments, using eye-tracking technology. Thirteen participants engaged in 
a navigation task from the Basilica di San Lorenzo to Piazza della Signoria in Google Street View, and 
their eye movements were recorded and analyzed through Semantic Segment Anything (SSA). Three 
hypotheses were tested, focusing on correlations between dwell time, fixation duration, and deviation 
from the optimal route. The study revealed that buildings were the most observed and fixated objects 
across participants, serving as pivotal navigational guides. There was significant variation in fixation 
duration and count between participants who successfully completed the task and those who did not, 
indicating the importance of efficient scanning and rapid information processing. The methodology, 
which also included spatial consideration through Hausdorff distance and think-aloud data, offered a 
comprehensive understanding of visual behavior and navigation strategies. Findings contribute valuable 
insights into individualized navigation processes and provide practical recommendations for urban design 
and planning, emphasizing the importance of visually distinct building facades and pedestrian-friendly 
thoroughfares. 
 
Keywords: Pedestrian Navigation, Eye-tracking, Urbanscape Objects, Urban Environments, Semantic 
Segmentation, Navigation Performance, Virtual Navigation 
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1. INTRODUCTION 

1.1. Background and Context 

 
The history of navigation goes back to the earliest recorded moments in humanity when our ancestors 
used fixed objects in the environment to find their way and acted as landmarks. For our hunter-gatherer 
ancestors, the core cognitive skill required for survival is the capacity to navigate (Yoder et al., 2011). 
The concept of a human sense of navigation has been discussed in the scientific literature for more than a 
century (Romanes & Darwin, 1884). We still use the navigation to meet our daily needs. Nowadays, urban 
trips are bound with navigation. Every day for doing a simple task in cities, we tend to plan for our travel 
and move toward the destination, which is called navigation. 
 
Spatial disorientation, a term often used to describe a lack of awareness or confusion about one’s location 
or direction, is not uncommon in urban environments (Benson, 2003). It can be a shared experience 
among city residents to feel momentarily confused and lost amidst shifting visual sceneries and vehicle 
motion that challenge the proper perception of direction (Gresty et al., 2008). However, this term has a 
more serious implication in certain contexts. For instance, ‘spatial disorientation’ is frequently used in 
more severe cases such as patients suffering from dementia or Alzheimer’s disease, where the loss of 
spatial awareness is significant and persistent. For the average city dweller, on the other hand, this sense of 
disorientation is usually temporary and can be remedied by asking others for help or using navigation 
technologies. 
 

Cities create a platform for daily activities; meanwhile, wayfinding for residents is inevitable. And lack of 
navigational ability can overshadow many aspects of everyday life (Aguirre & D’Esposito, 1999). 
Wayfinding in the city is a cognitive skill and is unique to every citizen in the city. Each person has an 
opinion about their navigating abilities, and humans use various navigational techniques (Shelton et al., 
2013). 
 
Eyesight is the primary and most crucial sense that aids in the visual perception of the environment. Daily 
navigation in humans comprises a combination of one or more different techniques, although visual 
information seems to predominate (Foo et al., 2005). The reflection of light in space and its entry into the 
eyeball leads to a set of biological processes in the eye and brain, which results in spatial understanding 
and interpretation of the relative position of our body and surrounding objects in the environment 
(Gibson, 1986). According to Ekstrom, (2015), the significance of the high-resolution visual 
representation of the human eye for how we navigate the environment should not be undervalued, even 
though it is somewhat helpful to conceive of our navigation system as including internal “maps.” 
 
Undoubtedly, navigation is a crucial part of the human experience. Whether we are thinking about how 
early people learned to survive in the wild or the more mundane concerns of how you buy groceries from 
the store, humans travel to their destination to meet their urban needs. According to Montello (2005), 
“Navigation is coordinated and goal-directed movement through the environment by organisms or intelligent machines.” In 
the same reference Montello (2005) describes, navigation as consisting of two main components: 
locomotion and wayfinding. The term “wayfinding” was established by Kevin Lynch in his book Image of 
the City, and after that, it was widely used and developed (Lynch, 1964). A comprehensive behavior for 
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seeking, exploring, and route planning from one area to another has been referred to as Wayfinding 
(Iftikhar et al., 2021). 
 
Allen, (1999) proposes a functional distinction between wayfinding tasks. According to his paper  
depending on the goal, there are three main categories. Among these three types of tasks, quest is closely 
related to the subject of this research because he writes in his description: “Quest involves travel from a familiar 
place of origin to an unfamiliar destination, a place which is known to exist but which the traveler has not visited previously.” 
A quest is frequently led by route instructions, lists of landmarks, and tasks meant to lead from one to the 
next in order (Allen, 1999). One of the many definitions of a landmark is a building or object that 
designates a location and serves as a point of reference (Golledge, 1993). Landmarks can also assist in 
giving a moving agent a visual representation of an environment’s essential elements, seen from a route 
viewpoint. This knowledge enables the moving agent to react appropriately in decision-making scenarios 
(Denis, 1997). 
 
During the navigation process, landmarks play a crucial role in affecting the performance of wayfinding. 
The concept of a landmark encompasses any visual signal or object in the surroundings that can guide 
navigation. Within the scientific literature on spatial behavior, landmarks have been widely acknowledged 
as key elements that lead to the improvement of navigation (Caduff & Timpf, 2008). Whether natural 
formations or man-made structures, landmarks serve as reference points that help individuals orient 
themselves and navigate through various environments. 
 
Virtual environments have become valuable tools for scientists studying navigation and behavior. These 
environments allow researchers to better understand and manipulate their surroundings, enabling them to 
address their inquiries more effectively. Conducting research in real-world settings presents various 
difficulties. Unlike studies conducted in controlled laboratory environments, it is challenging to exert 
influence and constraints on the real world. Ensuring identical conditions for all participants or controlling 
stimuli between participants to enhance task design is hard to achieve in real-world experiments (van der 
Ham et al., 2015). It is challenging to control potential disruptive factors in the real world, such as weather 
conditions, traffic, and noise (Burdea & Coiffet, 2003). The primary benefit of virtual environments is that 
they can be precisely modeled and controlled according to the specific requirements of an experiment, 
eliminating the need to construct a similar setup in the real world (Dombeck & Reiser, 2012). 
 
While studies have been conducted in the fields of spatial and navigation capabilities, there remains a gap 
in quantitative analysis research within this area. The advancement of visual analysis technologies, such as 
eye-tracking, has substantially increased the capacity to analyze these phenomena. The primary 
contribution of this research is to identify the key urbanscape objects that attract attention during 
navigation in unfamiliar environments. Understanding these objects can lead to enhancements in urban 
environments to improve the navigation process for citizens. Moreover, this knowledge can assist urban 
designers in creating spaces with better visual comprehension or in making modifications to existing 
environments that may currently be overly complex and confusing for individuals. 

1.2. Research Question and Objectives 
The overall objective of this study is “to analyze and understand the fixation patterns of pedestrians on 
urbanscape objects while navigating themselves in an unfamiliar urban environment with a nearby mapped 
destination, without the aid of defined routes or navigational tools, and to assess the implications of these 
patterns on navigation performance.” The study aims to provide insights and recommendations for urban 
design and planning based on these findings. 
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And the research questions are: 

 
1. What are the urbanscape objects that pedestrians tend to fixate on during the process of self-

navigation in an unfamiliar urban environment with a nearby mapped destination, and without 
defined routes or navigational tools? 

2. What are the patterns in duration and frequency of fixations seen across pedestrians, how do they 
differ among individuals, and how do these patterns reflect the navigational behaviors of the 
participants? 

3. What is the relationship between pedestrians’ fixation patterns on urbanscape objects and their 
navigation performance in terms of successful reaching of the mapped destination? 

4. Based on the understanding of the key urbanscape objects that attract pedestrians’ visual attention 
during self-navigation, what insights and recommendations can be provided for urban design and 
planning? 

1.3. Formulation of Hypotheses 

 
In the following segment, the hypotheses that have been formulated for this study are presented. These 
hypotheses have been derived from the overarching research aim and serve to address the research 
question. In relation to this research question, the following three hypotheses are proposed: 
 
Hypothesis 1: A significant correlation exists between the dwell time of Area of Interest (AOI) object 
among participants who successfully concluded the navigation task and those who failed to complete the 
task.  
 
Hypothesis 2: There is a significant relationship between the duration of fixation on urbanscape objects 
by participants who successfully completed the navigation task and those who did not complete the task. 
 
Hypothesis 3: There is a meaningful relationship between the fixation metrics of participants and the 
degree of deviation of their path from the optimal route. 
 
These hypotheses propose specific relationships between the variables of interest in the study, and they 
are tested using the data collected from the participants. In the following sections, the methods used to 
collect and analyze this data will be described, and the results of the analysis will be presented to determine 
whether these hypotheses are supported by the data. 

1.4. Thesis Organization 

 
Chapter 1 of this thesis provides an overview of the background of the study and presents the aim and 
objectives to address the identified research problem. In Chapter 2, the focus is on the methods and 
technologies used to collect data about navigation and route selection. This includes an exploration of the 
tools and techniques that facilitate this process. Chapter 3, on the other hand, delves into the 
methodology, detailing the development of the proposed mixed-method approach and describing the 
specific process employed to gather data. In chapter 4, the results from the data collection are reported 
and then discussed in chapter 5. At last, chapter 6 presents the conclusions of this thesis, the ethical 
considerations, and the recommendations for future studies. 
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2. LITERATURE REVIEW 

2.1. Introduction 

 
The ability to navigate an unfamiliar urban environment is a crucial skill for individuals in today’s 
increasingly mobile society. With the advent of virtual navigation tools such as Google Street View, 
individuals can now explore and familiarize themselves with new locations before even setting foot in 
them. However, little is known about how individuals use urban objects as visual cues while navigating in 
this virtual environment. This literature review aims to address this gap by providing an overview of 
current knowledge on the topic. 
 
Specifically, this review will survey scholarly sources to identify relevant theories and methods related to 
the visual attention during virtual navigation. Additionally, this review will highlight gaps in the existing 
research and provide insights and recommendations for future studies. By synthesizing and critically 
evaluating the available literature, this review will provide a clear picture of the state of knowledge on the 
subject and lay the groundwork for further investigation. 
 
Navigating an unfamiliar urban environment can be a challenging task. Pedestrians rely on various sources 
of information, such as maps, landmarks, signs, or GPS devices, to guide their navigation. However, the 
effectiveness and usability of these sources may vary depending on the characteristics of the environment 
and the individual preferences and abilities of the pedestrians (Fang et al., 2015).  
 
Understanding how individuals use visual cues while navigating an unfamiliar urban environment is crucial 
for improving urban design and planning. The incorporation of well-placed visual cues, such as landmarks, 
signage, or distinct architectural features, can greatly enhance the intuitiveness and accessibility of a city’s 
layout (Mohammadi Tahroodi & Ujang, 2021). This understanding allows urban planners and designers to 
create spaces that are more user-friendly and intuitive, catering to the natural instincts and preferences of 
pedestrians. By studying the relationship between visual cues and navigation, urban areas can be designed 
with pathways and landmarks that logically guide individuals, reduce confusion, and improve overall 
mobility and satisfaction (Cabanek et al., 2020). Furthermore, considerations for various demographics, 
including tourists or individuals with disabilities, can be taken into account, promoting inclusivity in 
design. This tailored approach, which relies on human-cantered design principles, not only makes cities 
more navigable but also contributes to creating vibrant, engaging, and liveable urban spaces. 

2.2. Navigation and Wayfinding 

 
Wayfinding, fundamentally a cognitive and problem-solving phenomenon, involves the complex cognitive 
process of utilizing various sources of information to navigate an unfamiliar environment. Understanding 
the theoretical foundations of wayfinding can lead to more meaningful and impactful design decisions for 
environments (Jamshidi & Pati, 2021). Studies such Liao et al., (2017) have explored the differences in 
visual attention in pedestrian navigation when using different types of maps or geo-browsers. Pedestrian 
navigation involves cognitive processes such as location awareness, orientation maintenance, destination 
recognition, and wayfinding (Farr et al., 2012). Hejtmánek et al., (2018) found that the amount of attention 
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individuals pay to GPS aids during navigation tasks has a significant impact on their spatial knowledge and 
navigation performance.  
 
A study conducted by Bongiorno et al., (2021) suggests that, when navigating on foot, the human brain 
does not optimize for the calculation of the shortest possible route. Instead, individuals employ a vector-
based navigation strategy, selecting paths that most directly point towards their destination, even if such 
paths are longer. This behavior has been observed in other species as well, ranging from insects to 
primates. The researchers propose that vector-based navigation, which requires less cognitive effort than 
the calculation of the shortest route, may have evolved to allow for the allocation of cognitive resources to 
other tasks. 

 
Route choice 
According to Golledge, (1999), “route choice” is a subprocess that can be performed on a mental 
representation of the spatial environment, or a “cognitive map,” without requiring visual attention.  
When navigating in unfamiliar environments, individuals often rely on visual aids, such as maps or signs, 
to assist with route planning and choice. This was demonstrated in an eye-tracking study conducted by 
Netzel et al., (2017), which investigated how individuals use visual information to plan routes on metro 
maps. Similarly, Wiener et al., (2009) argued that wayfinding can be performed without prior knowledge of 
the environment through the use of visual cues and exploration. Meilinger et al., (2007) suggested that in 
map-based wayfinding, after planning and choosing a route, individuals transform and encode the map 
information into a mental representation for navigation. This involves remembering important spatial 
information to navigate successfully. 

 
 
Orientation 
According to Gunzelmann et al., (2004), orientation, which involves determining one’s position relative to 
a reference frame, requires the integration of visual signals with knowledge about the environment.  
This process, also known as self-localization, as described by Kiefer et al., (2014), involves determining 
one’s current position on a map, which is a crucial part of any wayfinding process. During self-
localization, the wayfinder matches visually perceptible features of the environment, such as landmarks, 
with map symbols to constrain potential locations on the map. This process allows individuals to orient 
themselves in their environment and make informed decisions about their route. Eye-tracking studies have 
been used to investigate how individuals use visual attention during orientation tasks. Gunzelmann et al., 
(2004) found that the distribution of visual attention varies among individuals trained in different 
orientation strategies. This suggests that individuals may use different strategies to orient themselves in 
their environment, and that these strategies are reflected in their patterns of visual attention. 
In an experiment on orientation, Peebles et al., (2007) used eye-tracking technology to investigate how 
individuals use visual attention during orientation tasks. They found that when presented with scenes 
containing salient 3D landmarks, participants’ eye movements were strongly focused on those landmarks. 
This suggests that visual attention plays an important role in the orientation process, as individuals may 
use visual cues, such as landmarks, to orient themselves in their environment. 
  
Virtual environments provide a valuable tool for studying navigation and wayfinding. Direction estimates 
in real environments, immersive virtual environments, and desktop virtual environments have been found 
to be more accurate and precise compared to other methods (Waller et al., 2004). Performance in real-life 
environments has been found to be superior to virtual environments for tasks that rely on survey 
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knowledge, such as pointing to the start and end points or drawing a map. However, performance in a 
hybrid environment, which combines real-world experience with simultaneous visual information on a 
tablet, did not significantly differ from real-life performance (van der Ham et al., 2015). Although, one 
crucial consideration is the complex nature of navigation, which poses challenges in analyzing various 
factors. Real-world environments are susceptible to uncontrollable factors such as weather conditions, 
traffic, and noise (Rey & Alcañiz, 2010). In this regard, virtual environments offer greater control over the 
environmental conditions, presenting more opportunities for manipulation and analysis. Utilizing 
geospatial Google Street View in a VR setting has been found to enhance students’ motivation for spatial 
knowledge acquisition and provide a valuable educational tool for spatial training (Carbonell-Carrera & 
Saorín, 2017). 

 
The use of virtual environments can provide insights into real-world navigation behavior. There are 
powerful analogies between movement in virtual environments and movement in real environments 
(Dalton, 2001). Studying movement in immersive virtual environments can provide insights into the 
micro-scale decision-making processes that contribute to emergent regularities observed in real-world 
pedestrian movement. However, some methods used to gather information about navigation in virtual 
environments have their limitations. For example, the quality of Think-Aloud protocols depends on the 
abilities of the participants and may only provide limited information for landmark identification (Viaene 
et al., 2014). 

2.3. Landmarks and Their Impact on Navigation Performance 

 
Landmarks play a crucial role in pedestrian navigation (Chan et al., 2012). examine the widespread 
application of the landmark concept, which now encompasses any visual stimulus in an environment with 
the potential to affect navigation. By proposing that landmarks extend beyond mere objects, Chan et al. 
consider the interactions of landmarks with their surroundings and other elements in the environment. 
This means examining how landmarks relate to and influence other features, such as roads, paths, or 
buildings, and how they collectively guide or influence a person’s navigation choices. These interactions 
can include how landmarks draw attention, how they are positioned relative to other cues, and how they 
may align with cultural or societal meanings in a given context. 
 
Yesiltepe et al., (2021) present a comprehensive review of the literature regarding the selection of 
landmarks in wayfinding, focusing primarily on large-scale urban environments and outdoor settings. The 
review centers on two crucial aspects of landmarks: their visibility and salience. In navigation, literature 
highlights visibility and salience as key characteristics of landmarks. Visibility is defined as the capability of 
a landmark to capture the observer’s eye or attention, whereas salience is understood as the standing out 
or uniqueness of a landmark in its environment (Li et al., 2017). The concept of landmark salience is 
complex, stemming from the observer’s physical and mental perspective, the surrounding environment, 
and the objects within it. Salience is further described through a three-part Saliency Vector, consisting of 
Perceptual Salience, Cognitive Salience, and Contextual Salience. This distinction, considering both 
voluntary and involuntary focus of visual attention in relation to the context, lays the groundwork for a 
framework that explains the interplay between the observer, the environment, and the landmark (Caduff 
& Timpf, 2008). According to the findings, there is general agreement concerning the significance of 
landmark location. Landmarks situated along the route and at decision points (where a turn is required) 
prove to be more effective in aiding wayfinding tasks. 
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The use of landmarks has been shown to decrease navigational errors and optimize navigation 
performance for pedestrians (Rehrl et al., 2010). Participants have been observed to use recognizable and 
contextually relevant object landmarks, such as 3D models of everyday objects, when they are present. 
These landmarks often enhance navigation due to their clear connection to the surrounding environment 
or cultural significance. In contrast, participants have difficulty using less informative landmarks, such as 
colored abstract paintings, as aids for successful navigation (Hamid et al., 2010). These types of landmarks 
might lack clear relevance to the setting or fail to resonate with the observer’s understanding or experience 
of the space. This distinction illustrates the importance of choosing appropriate landmarks that align with 
the needs and comprehension of those navigating through the environment. 
 
The effectiveness of landmarks in navigation can be influenced by the way they are presented. When 
comparing 2D and 3D electronic maps, there are significant differences in fixation time and saccade 
amplitude. Users tend to have shorter fixations and larger saccades in 2D maps, while longer fixations and 
smaller saccades occur in 3D maps (Lei et al., 2016). Incorporating landmarks in 3D representations can 
improve the usability of pedestrian navigation systems, particularly in aiding decision-making at complex 
locations (Lei et al., 2016). Landmarks that are focused on longer and more frequently during navigation 
transfer onto the mental map, suggesting that paying more attention to specific landmarks enhances their 
imprint on the cognitive map (Franke & Schweikart, 2017). 

 

2.4. The Role of Eye-Tracking in Navigational Research 

 
Eye-tracking technology provides valuable insights into visual attention during navigation. An eye tracker 
is a device for measuring eye positions and eye movement. Infrared eye trackers work by emitting a near-
infrared (NIR) light beam towards the center of the eyes (pupil). This light is reflected in the user’s eyes, 
causing detectable reflections in both the pupil and the cornea. The reflections are captured by the eye 
tracker’s cameras, and through filtering and triangulation, the eye tracker determines where the user is 
looking and calculates eye movements data (Ware & Mikaelian, 1986). 

 
 
 
 
 
 
 
 
 
 
 
 
New eye trackers can measure various variables and types of eye movements. The oculomotor system 
controls how our eyes move. It uses parts of the visual and vestibular systems. It manages different eye 
movements like quick jumps, smooth tracking, bringing eyes together, and reflexes for balance (Robinson, 
1968). In their study Mahanama et al., (2022) provide a comprehensive overview of the primary 
oculomotor events and their quantifiable characteristics. Moreover, they help us understand different eye 

Figure 1 Corneal reflections (CR) are generated by utilizing the center 
of the pupil and infrared/near-infrared non-collimated light in eye-
trackers (Holmqvist et al., 2012).  
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movements by introducing various widely used techniques for analyzing eye tracking, as illustrated in 
Figure 2. 
 
Eye movement data can be analyzed in terms of fixations and saccades, where fixations represent periods 
of visual gaze fixated on a specific location, and saccades are rapid eye movements occurring between 
consecutive fixations (Fischer & Weber, 1993). The definitions of fixation, saccade, and smooth pursuit 
are detailed in Table 1. 

 

 
Figure 2 Summary of oculomotor events provided by (Mahanama et al., 2022) 

 

Fixations Saccades Smooth pursuit 

Fixations are periods during 
which the eye remains relatively 
still, enabling the brain to process 
visual information from the 
fovea, the area of the retina 
responsible for sharp central 
vision. These periods can last 
from 200 milliseconds to 2 or 3 
seconds. 

Saccades are rapid eye 
movements that occur when the 
eye jumps from one fixation 
point to another. Saccades are the 
fastest movements produced by 
the human body and can last 
anywhere from 20 to 200 
milliseconds. 

Smooth Pursuit movements 
allow the eyes to smoothly follow 
a moving object. These 
movements are slower than 
saccades and are used to track 
objects in motion. 

Table 1 Definition of different eye movements (Hutton, 2020) 

Eye-tracking technology has been used to understand the effectiveness of commonly used navigational 
elements in interface design (Ford et al., 2020). By analyzing eye tracking data, researchers can identify 
areas of interest, patterns of visual attention, and potential usability issues related to navigation. This 
information can inform the optimization of navigational elements to improve user experience. 
Furthermore, eye-tracking emulation software can be utilized by urban designers and architects to 
understand how humans unconsciously respond to visual stimuli in the built environment (Hollander et 
al., 2021). This tool can help them assess the effectiveness of design elements and make informed 
decisions during the design process. 
 
Virtual environments provide a valuable tool for studying visual attention during navigation. Our 
attentional system can prioritize and process information related to objects even when they are partially 
occluded or defined by subjective contours (Moore et al., 1998). The relationship between gaze behavior 
and target objects has been found to be statistically significant across different target conditions (Enders et 
al., 2021). There is also a significant relationship between gaze behavior and the identification of target 
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objects during a virtual navigation task (Enders et al., 2021). These findings emphasize the utility of virtual 
environments for studying active visual search and provide insights into the dynamics of gaze behavior 
during navigation and visual search tasks in realistic virtual environments. 

 

 
 
 
 
 
 
Individual differences have been observed in visual attention during navigation. Sex differences in 
navigational behavior have been observed only in environments without landmarks. In environments with 
multiple landmarks, the sex differences disappeared (Andersen et al., 2012). Females exhibited sustained 
gaze towards landmarks throughout the task, while men’s gaze towards landmarks decreased over time. 
Males and females have also been found to show differences in the use of distal cues during a virtual 
environment navigation task. Females rely more on landmark information, while males are more likely to 
utilize both landmark and geometric information (Sandstrom et al., 1998). Age differences have also been 
observed in spatial memory and navigational behavior in a virtual environment task. Older participants 
performed worse compared to younger participants in terms of solving each trial, distance traveled, and 
spatial memory errors (Moffat et al., 1998). 

 

2.5. Summary 

 
In conclusion, this chapter provides a background of the thesis. In the literature suggests that 
understanding how individuals use visual cues while navigating an unfamiliar urban environment is crucial 
for improving urban design and planning. Eye-tracking technology has been used to understand the 
effectiveness of commonly used navigational elements in interface design and to inform the optimization 
of navigational elements to improve user experience. The use of landmarks has been shown to decrease 
navigational errors and optimize navigation performance for pedestrians. Virtual environments have been 
found to provide valuable insights into the micro-scale decision-making processes that contribute to 
emergent regularities observed in real-world pedestrian movement. Utilizing geospatial Google Street 
View in a VR setting has been found to enhance students’ motivation for spatial knowledge acquisition 
and provide a valuable educational tool for spatial training. Individual differences, such as sex and age, 
have been observed in navigational behavior and gaze patterns. These findings have important 
implications for urban design and planning, as they highlight the importance of incorporating landmarks 
in the design of pedestrian navigation systems. Considering landmarks in route choice models for 
pedestrian movement simulation improves the realism of the model and enables pedestrians to make use 
of relevant urban information during navigation. 

Figure 3 Using semantic segmentation, the study conducted by (Yue 
et al., 2022) revealed that participants consistently directed their 
attention towards the frame center, irrespective of the mode of 
transportation. 
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3. METHODOLOGY 

3.1. Introduction 

 
This section details the methodology employed in the study. A multi-faceted approach was designed, 
incorporating both quantitative and qualitative data analysis techniques, to investigate complex 
interactions within the chosen field of study. The ensuing subsections elaborate on the specific methods 
used, including the participants, tools, procedures, and the rationale behind these choices. 
 
In order to simulate the experience of navigating an unfamiliar urban environment using Google Street 
View, a group of 13 participants was recruited to perform a navigational task in the city center of Florence. 
Various types of data were collected from each participant during this task. Eye-tracking data was 
recorded to analyze participants’ visual attention patterns as they navigated the virtual environment. 
Screen captures of participants’ performance in Google Street View were also captured to provide a 
detailed account of their navigation behavior. Furthermore, data regarding the paths taken by participants 
to complete the task and their verbalized thoughts during the task were collected as think-aloud protocol. 
 
To facilitate a more concise quantitative analysis, the video recordings of participants’ performance in 
Google Street View were subjected to semantic segmentation using the Semantic Segmentation Anything 
model. This allowed for an examination of the coordination between gaze patterns, as indicated by eye-
tracking data, and the objects present in each frame of the video. 
 
The collected data was analyzed through several approaches. Initially, eye-tracking data was utilized to 
identify the specific urban objects that participants fixated on during their navigation. The duration and 
frequency of these fixations were then analyzed to comprehend how visual attention was distributed 
among different objects. Subsequently, an investigation was conducted into the relationship between 
participants’ fixation patterns and their navigation performance, encompassing measures of successful 
completion of the task. 
 
By integrating these diverse data types and analyses, this study aims to provide an understanding of how 
individuals employ urban objects as visual cues when navigating an unfamiliar urban environment. Google 
Street View is used as a simulation tool to recreate real-world conditions, allowing for a more controlled 
examination of navigation behavior. The insights gained from this research will be valuable for urban 
design and planning, as well as the development of virtual navigation tools, by offering a deeper 
understanding of how people navigate in real life. 
 
The overall steps of the methodology can be seen in the Figure 4.  
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Figure 4 Overall Methodology 

 

3.1.1. Selection of the Study area 

The selection of the study area required careful consideration due to its significant impact on individuals’ 
navigation in different environments and surroundings. Several criteria were considered when choosing 
the study area, recognizing that different environments might present unique challenges or features, even 
though the essential navigational task remains the same: going from point A to point B. While the 
fundamental objective of navigation does not change, the study area’s specific characteristics can influence 
factors such as complexity, available cues, and potential obstacles, all of which may affect the outcomes of 
the research. 

 
Start to End distance  
The choice of starting and ending distances within the study area was determined by considering two 
essential limitations that influenced the selection of urban scenes. Firstly, the distance between the start 
and end points played a key role in determining the complexity of the navigational task, as a longer 
distance generally increases the level of difficulty. Secondly, there was a time constraint to consider, as 
participants’ travel time would significantly increase if the start and end points were too far apart. To 
address these limitations, a meticulous selection process was undertaken to filter urban scenes based on an 
appropriate distance range, striking a balance between navigational complexity and time efficiency. 
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Moving direction 
To introduce an element of unpredictability and enhance the complexity of the navigation task, it is 
recommended to select a route that follows a diagonal path within a rectangular area, from one corner to 
the diagonally opposite corner. Choosing two adjacent corners would create a simpler and more 
predictable route. By incorporating a diagonal moving direction, the navigation task becomes more 
intricate, leading to more diverse outcomes (Brunyé et al., 2015). 
 

Minimal Topological Variation 
The absence of topographical variation in the study area has implications for the navigational task. When 
the city exhibits a flat topography with minimal changes in altitude, participants are not faced with 
significant variations in building heights or terrain. This flat terrain ensures that landmarks and objects 
within the city are generally at the same level, making their selection and visibility more consistent. In 
contrast, if the city had varied topography, with some buildings or objects at higher elevations, it could 
potentially impact the selection and visibility of landmarks. Therefore, by intentionally choosing a study 
area with minimal topographical variation, the influence of altitude-related factors on landmark selection is 
reduced, allowing for a more controlled and standardized navigational experience (Brunyé et al., 2015). 
 

Landmark guidance 
To simplify the navigational task for individuals with varying spatial abilities, it is crucial to select a study 
area that includes landmarks. These landmarks serve as essential cues to support participants throughout 
the task (Rehrl et al., 2010). Additionally, having a visual connection between the first and second 
landmarks is advantageous, as it allows for easy spotting of the second landmark from the vicinity of the 
first landmark without significant effort. This visual connection facilitates seamless navigation and aids 
participants in maintaining their sense of direction. Moreover, the inclusion of a middle landmark serves as 
a reorienting point within the study area, further assisting participants in navigation. 
 

City morphology diversity 
City morphology diversity is crucial to ensure that the navigation process is not entirely predictable and 
devoid of challenges. When the city’s layout offers a diverse range of features, such as varying street 
patterns or irregular shapes, it introduces an element of uncertainty and requires participants to adapt their 
navigation strategies. In contrast, cities with a checkered grid or completely straight streets tend to make 
the navigation process highly predictable, thereby diminishing the overall challenge. 
 
The selection of the study area was conducted based on the criteria discussed above, aiming to create a 
suitable environment for investigating navigational processes. An urban area in the city of Florence, Italy, 
was chosen as the study site. While many cities around the world could have fulfilled the criteria, Florence, 
renowned for its rich history and architectural landmarks, was selected to offer a specific setting to explore 
human navigation. 
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Figure 5 The Cathedral of Florence, prominent landmark visible from various points across the city. (Google LLC, 

022) 

Figure 6 provides a visual representation of the selected geographical area and the designated starting and 
ending points for the navigational task. The starting point was situated in front of Basilica di San Lorenzo 
(43.7755°N, 11.2536°E), and the endpoint was located in front of Piazza della Signoria (43.7696°N, 
11.2558°E). The study area encompasses a diverse range of urban features, including bustling streets, 
iconic landmarks, and various cityscapes. The starting and ending points for the navigational task were 
deliberately determined to create a challenging yet achievable task. By choosing a diagonal path within the 
study area, the task’s complexity was enhanced, as this route required participants to navigate through an 
intricate urban layout without the assistance of maps. 
 
Florence’s unique combination of architectural landmarks and diverse street patterns added to the 
navigational challenge, requiring participants to rely on visual cues and their spatial abilities. This 
complexity reflects the real-world challenges that individuals may encounter when navigating unfamiliar 
urban environments, making the study relevant and robust. The selection of these points takes into 
account the desired distance range, allowing participants to navigate a substantial yet manageable distance 
of approximately 750 meters along the optimal route. The chosen points also consider the presence of 
significant landmarks and environmental cues that can aid participants in their navigation. By carefully 
planning the starting and ending points, the study aims to create a challenging yet rewarding navigational 
experience. 
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Figure 6 The study area from the top left Italy scale to Florence and finally city center of Florence. 

3.2. Participants 

3.2.1. Recruitment Process and Sample Size 

 
Participants for the navigational survey were recruited from the student population at the University of 
Twente, using a direct approach. Students were approached in person and invited to participate in the 
study. The invitation included information about the purpose of the study, the time commitment required, 
and a gesture of gratitude in the form of a chocolate offered for participation. 
 
The sample size of 13 participants for the navigational task was determined based on a combination of 
factors, including the complexity of the task, the time required for this task, and the need for a manageable 
data set for analysis. By comparing with similar studies in the field and conducting a statistical power 
analysis, it was concluded that a sample of 13 would allow for meaningful insights while maintaining the 
quality of the research process. This size also aligns with the resources available for the study, providing a 
balance that supports the overall objectives of the research. 
 
Sample sizes similar to the one employed in this research have been successfully utilized in studies within 
the field of cognitive psychology and navigation. For instance, research investigating eye tracking often 
involves participant groups ranging from 13 to 50 individuals (Winkler & Subramanian, 2013), while 
investigations exploring the influence of landmarks on wayfinding behavior have used groups ranging 
from 10 to 15 individuals (Ruddle et al., 1997). These examples demonstrate that the selected sample size 
is within a range that has proven capable of detecting significant effects and generating meaningful 
insights into human navigation processes. 

 



EXPLORING PEDESTRIAN NAVIGATION IN UNFAMILIAR URBAN ENVIRONMENTS: EYE FIXATION ANALYSIS ON URBANSCAPE OBJECTS 

 

21 

3.2.2. Inclusion and Exclusion Criteria 

 
Prospective participants were required to meet two key criteria for the study: 
 

1. They must be at least 18 years old, the legal age for participation in research studies. 
2. They must have had no prior experience with the study area. 
3. They must have had no visual impairments that could potentially impact the results of the eye-

tracking assessment. 
4. They must possess the ability to communicate in English, ensuring a common language for 

instructions and data collection. 
 
Individuals with visual impairments were excluded to prevent any potential biases or distortions in the 
eye-tracking results. This careful selection process aimed to maintain the integrity and accuracy of the data 
collected during the navigational task, effectively minimizing potential biases and confounding factors. By 
ensuring a consistent group of participants with similar levels of unfamiliarity and accurately measurable 
eye movements, the study aimed to preserve the reliability and validity of its findings. 

 

3.2.3. Participant Demographic Information 

 
The demographic characteristics of the study participants are summarized as follows. A total of 13 
participants took part in the study, consisting of 8 males and 5 females. The age of the participants ranged 
from 24 to 35 years (Figure 7), with an average age of 29.30 years and a standard deviation of 3.038. The 
median age, which represents the middle value in the dataset, was found to be 30 years.  

 

 
Figure 7 Demographic Distribution of Participants 

The demographic data of the participants reveals a mean age of approximately 29.3 years, indicating that 
the majority of the participants fall within the young adult to adult age range. The standard deviation of 
approximately 3.04 years suggests a relatively close grouping of ages around this mean value, signifying 



EXPLORING PEDESTRIAN NAVIGATION IN UNFAMILIAR URBAN ENVIRONMENTS: EYE FIXATION ANALYSIS ON URBANSCAPE OBJECTS 

 

22 

less variability in the participants’ ages. The minimum and maximum ages of the participants are 24 and 35 
years, respectively, denoting that all participants fall within this age bracket. 
 
In terms of gender distribution, the dataset comprises more male (8 in total) than female participants (5 in 
total). Thus, the sample is not evenly split between the two genders, with males making up a larger 
proportion of the participants. 

 

3.3. Data Collection 

3.3.1. The Virtual navigation task 

 
The navigational task was conducted at the VISUSE Lab, in the Geo-Information Processing Department 
of the University of Twente, where a well-lit and comfortable environment was prepared for the 
participants. Prior to the survey, participants were greeted, and the researcher introduced himself. A 
comprehensive overview of the study’s objective, which focused on exploring individuals’ navigation 
behavior in unfamiliar urban environments, was provided. The implementation of eye-tracking technology 
was explained, emphasizing its crucial role in monitoring participants’ eye movements during the task. 
The task was deemed successfully completed when participants identified the endpoint, Piazza della 
Signoria, and positioned themselves in close proximity to the piazza. 
 

 
Figure 8 Screenshots captured from the video. 1 - Shows the location of the first landmark on the map; 2, 3, 4 - 

Show examples of the 3D projection of each landmark in the video. 

 
To facilitate participants’ understanding of the task, an informative introductory video was created. This 
video zoomed in from a large-scale view to Florence and eventually study area. After that it represents the 
start and end points on a 2D map. The video also highlighted the location of each landmark and their 
sequential connection, represented by a dash lines, to guide participants towards the endpoint. 
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Furthermore, 3D rotating views of each landmark were presented, enabling participants to observe the 
landmarks from different angles and develop a cognitive map, as investigated by Lei et al., (2016). Figure 8 
displays a segment of the video related to the presentation of the landmarks. In this part of the video, the 
researcher provided three key physical characteristics for each landmark to enhance participants’ 
recognition. 
 
Basilica di San Lorenzo: Medium dome, brick walls, and a long wall attached to the building. 
Florence Cathedral: White marble building, a prominent dome visible from various locations, and a large 
adjacent tower. 
Piazza della Signoria: A tower attached to a building, brick exterior, and a plaza in front of it, serving as 
the final point. 
Upon introducing each landmark, the video concluded. (The video can be accessed via this link: 
https://youtu.be/6N2Q61uJo3g) 
 
The task was executed using the Google Street View API, hosted on a local server facilitated by Python. 
Utilizing the API rather than the Google Street View website provided several advantages that contributed 
to the study’s success. First, the API removed distracting elements, such as shop’s labels and other 
features that exist in the Google Street Map but were irrelevant to the navigational task at hand. This 
decluttered the environment, allowing participants to focus solely on relevant objects and environments, 
as shown in Figure 9. 
 
Moreover, the API offered a streamlined navigation experience with fewer images, making the task more 
straightforward for participants. The reduced image load minimized potential loading delays and 
movement-related bugs, resulting in smoother and more seamless navigation. 
 
In addition to these benefits, the API supported participants’ navigation experience by incorporating 
arrows on the ground, indicating permissible directions. This feature was helpful, assisting participants in 
making more informed decisions about their routes and destinations. 
 
Lastly, the use of the API ensured a standardized starting view for all participants, a task that could also be 
accomplished through the website but was more easily programmable using the API. This consistency in 
starting views contributed to enhancing the study’s reliability and comparability of results. 
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Figure 9 Difference between original Google Street View and its API in terms of removing minimap and shop’s 

labels 

Participants were provided with clear instructions for navigation, with the option to use a mouse or 
keyboard for movement within the virtual environment. In cases where images in Google Street View did 
not function optimally, alternative methods such as arrow keys or clicking on arrow-shaped markers 
displayed on the pavement were recommended. Participants were also advised to be mindful of image 
rotations between each frame and adjust their movements accordingly to maintain accurate spatial 
orientation. To ensure data integrity, participants were told not to use the mouse scroll function, as it 
could introduce errors. 
 

 
Figure 10 Starting point of the navigational task 

 
Participants were explicitly informed that the navigational task had no predetermined time limit to avoid 
any influence on their behavior or a rushed approach. The duration of the task was left open-ended, 
allowing participants to complete it at their own pace. 
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However, certain conditions were established under which the researcher retained the right to conclude 
the task. If a participant was significantly distant from reaching the designated endpoint, if the task 
exceeded 20 minutes (although this time limit was not disclosed explicitly), or if the participant expressed a 
sense of being completely lost and devoid of hope in finding their way, the researcher had the option to 
terminate the task. These conditions ensured the overall feasibility and effectiveness of the study while 
prioritizing participant comfort and engagement. 
 
As an expression of gratitude for their participation, each individual participant received a small token of 
appreciation in the form of a chocolate. This gesture served as a symbolic conclusion to the survey, and 
participants were also clearly informed when their involvement in the study was officially over. 
 

3.3.2. Eye-tracking Data Collection 

 
Prior to the task commencement, participants were provided with detailed instructions regarding the setup 
and calibration procedures for the eye-tracking system. The purpose of these instructions was to ensure 
optimal data collection and accurate interpretation of participants’ eye movements. The following sections 
offer further insights into the calibration process, the significance of calibration, and the specific 
instructions given to participants. 
 
The calibration process holds vital importance in eye-tracking research as it establishes a precise mapping 
between the participant’s gaze and the screen coordinates. By calibrating the eye-tracking system, the 
accurate determination of participants’ gaze positions on the screen throughout the task was made 
possible. This facilitated the analysis of visual attention and gaze patterns with enhanced accuracy. 
 
Participants were guided to sit comfortably in front of the eye tracker, with an emphasis on maintaining a 
steady posture and minimizing unnecessary movement. The provision of a stable chair aimed to ensure a 
consistent viewing angle and reduce potential sources of error that could impact eye tracking data. 
Additionally, special attention was given to the setup to ensure that participants maintained a comfortable 
posture at an approximate distance of 60 cm from the screen. This specific distance was chosen for its 
significance in calculating the eye-tracking fixation metric based on the I-DT (Identification by 
Dispersion-Threshold) algorithm, which will be discussed further in the next sections. Maintaining this 
distance is essential to optimize the accuracy of the eye-tracking measurements and enable precise fixation 
analysis using the designated algorithm, contributing to the consistency and validity of the study’s findings 
 
The assessment of each participant’s posture and the eye tracker’s detection of their eyes was carefully 
conducted using the “Tobii Pro Eye Tracker Manager” software. This evaluation ensured optimal 
positioning and alignment between the participant’s eyes and the eye-tracking system. When necessary, 
slight adjustments were made to the participant’s distance from the sensor to maximize the accuracy of 
eye tracking measurements. 
 
Detailed step-by-step instructions on the calibration process were provided to participants. They were 
instructed to focus their gaze on a moving dot displayed on the screen. Participants were asked to follow 
the movement of the dot or fixate on each point as it appeared. This calibration procedure enabled the 
eye-tracking system to establish an accurate and personalized gaze mapping for each participant. 
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Throughout the calibration process, the researcher closely monitored the calibration quality to ensure 
precise gaze mapping. If the quality was found to be inadequate or any discrepancies were detected, 
recalibration was performed to enhance the precision of eye-tracking data. This attention to calibration 
quality was essential to identify any potential tracking errors or artifacts, thereby ensuring the reliability 
and accuracy of the collected data. 
 
These comprehensive measures and instructions were implemented to optimize the eye-tracking setup and 
ensure accurate and reliable collection of eye tracking data. By carefully calibrating the eye-tracking system 
and providing participants with clear instructions, the aim was to minimize sources of error and enhance 
the validity of the findings. 

 

3.3.2.1. Apparatus 

 
The apparatus for this navigational task included several key components to facilitate accurate tracking 
and a seamless experience for the participants. The core of the setup was the Tobii Pro Fusion eye tracker, 
which provided insights into the participants’ gaze patterns with a sample rate of 120 Hz. Participants 
performed the task on a Dell Precision 3561 laptop, equipped with a 15.6-inch display monitor that had a 
screen resolution of 1920 × 1080 pixels. This resolution was chosen to present the map stimuli with high 
visual fidelity. To record participants’ think-aloud data, a microphone was also used as part of the 
apparatus. These tools collectively contributed to the successful execution of the navigational task, 
allowing for precise data collection and a comprehensive understanding of the participants’ navigation 
strategies. 

 

3.3.2.2. Video Data Extraction 

 
Upon completion of the navigation task by each participant, video screen recordings of their 
performances were extracted from the Tobii Pro Lab software. The beginning portion of each video, 
covering calibration, was removed as it wasn’t connected to the navigation task. The recording process 
was stopped when the third landmark was recognized by the participant. 
 
The duration required for each participant to complete the task varied, as individual spatial abilities to 
navigate their path differed. The following table depicts the duration of the video primarily reflecting the 
time each participant took to conclude the task: 

 
The Tobii Pro Lab software’s Event feature was employed to indicate these two points on the video. This 
function not only made the removal of the calibration phase possible but also marked two critical 
moments, known as “Start_survey” and “End_survey”, on the eye-tracking data. 
 
Further analysis was conducted with these refined videos. The videos were transformed into MP3 files and 
the spoken words were transcribed, creating a set of think-aloud data. Each video was split into individual 
frames, which were then fed through a semantic segmentation model. The sequence of selected images in 
the video allowed for an understanding of the route each participant took. 
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3.3.3. Think-Aloud Protocol 

 
Think-aloud Protocols and Cognitive Interviews are structured methodologies employed to document and 
analyze concurrent cognitive processes. In qualitative research using the think-aloud technique, 
participants are requested to verbalize any thoughts, feelings, and actions, providing an insight into their 
metacognitive processes. This approach allows investigators to interpret cognitive operations and 
performance, thereby aiding in the exploration of decision-making and other mental processes (Wolcott & 
Lobczowski, 2021). 
 
Think-aloud protocols entail the articulation of thought processes during cognitive tasks such as reading, 
problem-solving, among others (Oster, 2001). Participants may voice comments, pose questions, 
formulate hypotheses, or infer conclusions (Trapsilo, 2016). 
 
In this research, the think-aloud protocol was employed to gather data from participants, prompting them 
to verbally express their thoughts as they navigated through the task. A clear explanation and examples of 
how to think aloud were provided prior to the commencement of the survey. During the navigation task, 
prompts were used to remind participants to continue verbalizing their thoughts. This approach ensured 
that insights into the participants’ thought processes were captured without significantly disrupting their 
concentration. Examples of these prompts can be found in Annex 1 of the participation survey protocol. 
 
Upon collecting data from all participants, the audio from the video recordings was extracted. This 
collection of audio data, which originated from the participants’ think-aloud comments during the task, 
can be further analyzed. 
 

3.4. Data Processing 

 
The following section offers a introduction to the data processing steps used in this study. We started with 
raw data and performed multiple procedures to clean, verify, and extract meaningful information. This 
involved both manual checks and automated techniques. Detailed information about these processes is 
provided in the later sections. Also a detailed version of steps taken can be found in the Figure 11. 
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Figure 11 Detailed Methodology 
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3.4.1. Eye-Tracking Gaze Coordination Cleaning and Downsampling 

 
Following the completion of data collection and acquisition of participant data, the Tobii Pro Lab 
software generated output in the form of tab separated value (TSV) files. These files contained various 
metrics, among which the most crucial were the “Recording timestamp [ms]”, “Event”, “Gaze Point X (in 
pixels)”, and “Gaze Point Y (in pixels)”. The data compilation began from the initiation of the recording 
mode, before calibration, and ended upon termination of the recording by pressing the “Esc” button. 
Observing the participants’ videos, two events were defined, namely “Start_survey” and “End_survey”. 
The “Start_survey” event marked the point where the participant passed calibration and viewed the first 
frame of the survey, while “End_survey” marked the moment the participant recognized the third 
landmark or admitted inability to find it, indicating task failure. These specific start and end points of the 
survey can be identified in the Event column. The recording timestamp [ms] indicates the timestamp of 
the survey in milliseconds, while Gaze Point X [px] and Gaze Point Y [px] denote the eye position in 
pixels relative to a 1920x1080 screen. 
 
A challenge was encountered due to the difference in data frequency between the datasets. The eye-
tracking sensor captured data at a high frequency of 120Hz, in contrast to the 15Hz of the other videos, 
creating a mismatch that made direct analysis impractical. To reconcile this discrepancy, a downsampling 
process was employed, defined as the reduction of samples or data points in a digital signal by discarding 
or merging existing samples (Boada et al., 2001). Although this process resulted in data loss from the 
higher frequency dataset, it was essential to make the analysis manageable. The synchronization of 
frequencies ensured that the data could be accurately compared and analyzed together, streamlining the 
approach by mitigating the complexity of managing disparate data rates. 
 
In the process of downsampling, it was vital to preserve the original gaze coordinates, represented by each 
X and Y coordinate, which were determined by the participant’s cognitive judgments. Though 
downsampling inherently involves a reduction in data resolution and can lead to information loss, the 
selected method ensured that no new gaze points were calculated. Instead, all original gaze points 
remained intact in relation to the timestamp. This approach maintained the authenticity of the data while 
aligning with the necessary downsampling requirements. 
 
Moreover, in eye-tracking datasets, temporal occurrence and time of gazes are significant factors (Zemblys 
et al., 2018) making it suitable to consider the timestamp for downsampling. Accordingly, a Python code 
was written to execute the downsampling process. The following steps were undertaken in the Python 
code: 
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In the processing of the eye-tracking data, a downsampling method was employed that selects the middle 
timestamp within each time window, as shown in Figure 12. This approach offers several notable 
advantages. By selecting the middle timestamp, the method ensures that the data reflects a balanced and 
central point within each window, thereby reducing the risk of time skew. Time skew refers to a 
misalignment or distortion in time series data that could arise if the first or last timestamps were selected, 
as these might not accurately represent the entire window’s activity. The middle timestamp can be seen as 
more representative since it captures a point equidistant from the beginning and end of the window, 
potentially encompassing the central tendencies of eye movement within that period. This is especially 
valuable in eye-tracking data, where variations in event durations and gaze behavior may occur. 

 

 
Figure 12 Transformation of Original Data to Downsampled Data 

 

Dividing into Windows: The code breaks the original timestamps into smaller 
groups called "windows," each containing a set of timestamps (timestamps) and 
their corresponding gaze point positions (x and y). 
 
Finding the Middle: For each window, the code identifies the middle timestamp 
and selects the gaze point position recorded at that time 
(x_window.iloc[middle_index] and y_window.iloc[middle_index]). This method 
preserves the central gaze data within the window, considered essential for 
reflecting the participant's focus during that specific timeframe. 
 
Creating the Downsampled Dataset: By repeating the process for different 
windows, the code collects the selected gaze point positions and timestamps to 
create a new, smaller dataset with fewer data points (downsampled_x, 
downsampled_y, downsampled_timestamps). 
 
Saving the Downsampled Data: The downsized dataset is stored in a new file 
specified by output_file_path. This new file contains the downsampled gaze 
point positions and timestamps (downsampled_df). 
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Secondly, the preservation of the original X and Y gaze coordinates is allowed. Instead of introducing 
calculated or averaged values that might not truly represent recorded gaze points, the integrity of the 
original data set is maintained. 
 
Finally, for regularly sampled data, the selection of the middle timestamp serves effectively as the selection 
of the median (Hagler et al., 2011). Given that the median is a robust measure of central tendency, this 
method ensures the selection of a data point that is less sensitive to outliers or extreme values. 
 
However, this method is not without potential drawbacks. Specifically, a window in this context consists 
of 9 timestamps, and these 9 are reduced to 1 in the downsampling process, each window lasting about 
67ms, corresponding to a frequency of 15Hz. This reduction might result in missing some nuances in the 
data. One significant consideration is that the middle timestamp might not always capture the most 
representative or critical data point within each window. Particularly in instances where there is a 
significant gaze event occurring at the beginning or end of the time window, the middle timestamp may 
fail to represent this event. This can be seen as a trade-off between reducing noise and maintaining critical 
information, given the substantial compression of the data from 9 points to just 1. Therefore, while the 
chosen downsampling method offers numerous advantages specific to the dataset and research aims, it is 
crucial to remember that the suitability of downsampling methods can vary greatly depending on the 
specific characteristics of the data and the research question at hand.  

 

3.4.2. Semantic Segmentation 

 
For this investigation, the Semantic Segment Anything tool was utilized to analyze the areas of interest 
(AOIs) within the navigational survey (Kirillov et al., 2023). This methodology was chosen due to the 
changing nature of the AOIs throughout the task. The Segment Anything (SA)1 project is a new task, 
model, and dataset for image segmentation. Image segmentation involves dividing an image into multiple 
segments or “masks,” where each mask corresponds to a specific object or part of the image. In the 
context of the SA project, a mask is essentially a labeled area that identifies a particular segment of the 
image, such as a specific object, feature, or texture. Using an efficient model in a data collection loop, the 
SA project built the largest segmentation dataset to date, with over 1 billion masks on 11 million licensed 
and privacy-respecting images. The model is designed and trained to be promptable, so it can transfer 
zero-shot to new image distributions and tasks. The concept of masks in segmentation allows for detailed 
analysis and manipulation of individual components within images, and it is central to various applications 
such as object detection, recognition, and computer vision tasks (Kirillov et al., 2023). 
 
The Segment Anything Model (SAM)2 presents a robust approach towards random object segmentation, 
yet its inability to anticipate semantic categories for each mask poses a challenge. The Semantic Segment 
Anything (SSA) initiative seeks to overcome this drawback by introducing a pipeline that operates in 
conjunction with SAM to predict the semantic category of each mask. Additionally, SSA embodies an 

 
1 facebookresearch/segment-anything: The repository provides code for running inference with the 
SegmentAnything Model (SAM), links for downloading the trained model checkpoints, and example notebooks that 
show how to use the model. (github.com) 
2 fudan-zvg/Semantic-Segment-Anything: Automated dense category annotation engine that serves as the initial 
semantic labeling for the Segment Anything dataset (SA-1B). (github.com) 
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automated annotation mechanism, termed as Semantic Segment Anything Labeling Engine (SSA-engine), 
which offers comprehensive semantic category annotations for SA-1B or any other datasets, thereby 
diminishing the need for manual annotation and its associated expenses considerably. (Chen, Jiaqi et al., 
2023) 

 

 
Figure 13 Schematic representation of the Semantic Segment Anything model (Chen, Jiaqi et al., 2023). 

The application of a complex model to a large dataset is found to require significant computational 
resources and time. A challenge encountered relates to the 25 frames-per-second (FPS) videos produced 
by Tobii Pro Lab. With the duration of these videos, an excess of 183,500 frames are generated, an 
amount too large for available computational capabilities to process. Nevertheless, the study environment, 
namely Google Street View, is comprised of unchanged, 360-degree images. This stability suggests that 
lessening the frame rate should minimally impact the loss of key temporal information during the process 
of semantic segmentation. During the navigational tasks conducted in Google Street View, participants are 
primarily engaged in exploring the environment, identifying landmarks, and navigating through the scenes. 
The emphasis is placed on understanding the spatial layout and recognizing objects of interest, rather than 
tracking fast movements or temporal changes (Dodsworth et al., 2020). Therefore, a slightly reduced 
frame rate is expected to retain sufficient information for the semantic segmentation task, while still 
accommodating the participants’ navigational interactions effectively. 

 
The SSA model’s output includes PNG and JSON formats. In the PNG format, visually annotated masks 
are presented (see Figure 14). The JSON file’s structure, as shown in Figure 14, includes various sections 
such as class name, class proposals, segmentation, area, bounding box, predicted IOU, point coordinates, 
stability score, crop box, and size. 
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Figure 14 Semantic Segment Anything output in PNG and JSON format 

 
“Segmentation” and “Class Name” are two crucial sections pertinent to this research. They represent the 
segmentation mask presentation and the classification predicted by the model, correspondingly. In 
addition, the decoding of the segmentation mask is facilitated with the assistance of Detectron2, an 
advanced library from Facebook AI Research3. (Yuxin Wu & Alexander Kirillov, 2019) 

3.4.3. Route Taken by Each Participant 

 
In this research, an analysis is conducted on the path followed by the participants from the starting point 
to the end point. The exploration of this route can provide insights into the participants’ decision-making 
process regarding route selection, among other factors. To comprehend the path each participant has 
traversed, a review of their video is necessary, specifically observing the URL of each individual point in 
Google Street View to ascertain the geographical coordinates utilized. 

 
 

 
Figure 15 Elements of Google Street View URL 

Essentially, each Google Street View URL contains different parameters that can be decoded, as shown in 
Figure 15. Specifically, the first two parameters of every Google Street View URL correspond to the 
latitude and longitude of the coordinate system. An extraction of all the points into a TSV file, followed by 
executing a straightforward python code snippet, allows for the retrieval of the coordinates of all chosen 
points in the navigation survey for each participant. Subsequently, these points are transformed from the 
WGS84 coordinate system to EPSG:7794, the latter being specific to Florence, Italy, thereby ensuring 
accurate distance calculations. From these coordinates, the trajectory each participant followed is 
constructed and preserved in a shapefile format (SHP). 
 

 
3 facebookresearch/detectron2: Detectron2 is a platform for object detection, segmentation and other visual 
recognition tasks. (github.com) 
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3.4.4. Think-Aloud Analysis 

 
The initial stage in the think-aloud analysis involved altering the format of participant videos from MP4 to 
MP3. This was achieved through the use of the “MoviePy” library in Python, resulting in the creation of 
MP3 files with a bitrate of 192 kbps. Once this conversion process was complete, transcriptions of all the 
audio files were produced using the “Transcribe” feature in “Microsoft Word,” which receives the MP3 
file and automatically generates a transcription. Each transcription was then meticulously checked by hand 
to ensure its accuracy and to rectify any errors that might have occurred. The coded elements of the think-
aloud data focused on two primary categories: Pathfinding (I) and Disorientation (II), with statements not 
relevant to these categories classified as N/A. 
 
Pathfinding refers to the cognitive process participants employ to determine the best route or path to 
reach their intended destination within Google Street View. It involves making decisions based on visual 
cues and information provided by the virtual environment. Participants might discuss the selection of 
specific routes, mention street names they intend to follow, or comment on intersections and turns they 
are considering. This code allows researchers to analyze participants’ navigation strategies, understand the 
factors influencing their route choices, and identify common patterns in their decision-making during 
virtual navigation tasks. 
 
Disorientation occurs when participants feel unsure about their position, direction, or how to proceed 
while navigating in Google Street View. It is characterized by a sense of being lost or confused, resulting 
in a lack of confidence in making navigation decisions. Participants may voice their uncertainty by stating 
that they are “turned around,” “don’t know where they are,” or “can’t find their way.” They might express 
frustration or use phrases suggesting they feel “lost” or “confused.” By applying the “Disorientation” 
code, researchers can identify specific moments where participants encounter obstacles in their navigation, 
which helps in understanding the challenges users face while exploring virtual urban environments. 
 
The transcriptions were manually coded, with each statement assigned a respective category or labelled as 
N/A in correspondence with its timestamp. 

3.5. Data analysis 

3.5.1. Hausdorff Distances 
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To gain insights into the navigation choices made by each participant, deviation from an optimal route was 
calculated for each participant’s path. In navigation research, spatial analysis like this is useful as it allows 
for the observation of how individuals navigate through a given environment.The optimal route in this 
study was defined as the shortest distance between the start and end points, as traveled along Florence 
streets through the available Google Street View photosphere locations, not considering the straight-line 
shortest distance, as shown in Figure 16. Examining deviations from this route can reveal patterns in 
navigation behavior and provide valuable context for understanding how participants interact with space. 

 

 
Figure 16 Optimal route on the map of Florence 

 
The Hausdorff distances were employed for this analysis. The Hausdorff distance, named after German 
mathematician Felix Hausdorff, is a mathematical technique applied to evaluate the likeness or disparity 
between two sets of points within a metric space. The concept frequently finds use in computer vision, 
image processing, and pattern recognition, serving to compare two point sets that often signify shapes or 
contours.  
 
Two point sets, denoted as A and B, have their Hausdorff distance, symbolized as H(A, B), defined by the 
equation: 
 

𝐻(𝐴, 𝐵) = max (𝑑(𝑎, 𝐵), 𝑑(𝑏, 𝐴)) 
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Here, d(a, B) refers to the least distance from point ‘a’ in set A to its nearest point in set B, while d(b, A) 
represents the least distance from point ‘b’ in set B to its nearest point in set A. Essentially, the Hausdorff 
distance is determined by finding the closest point in the other set for each point in one set, and then 
taking the maximum of these distances over all points in both sets. This distance provides a measure of 
the greatest extent to which the two sets differ. 
 
In fields like computer vision, image registration, shape matching, and object recognition, the Hausdorff 
distance has various applications. It is employed to measure the similarity or disparity between shapes and 
proves particularly beneficial when there is a need to compare objects or contours that might have 
undergone transformations such as translation, rotation, or scaling. By measuring the Hausdorff distance, 
the alignment of two shapes can be assessed effectively (Birsan & Tiba, 2006). 
 
In Python, the routes taken by participants were processed by loading the corresponding shapefiles 
(including both participants’ paths and the optimal route, with a .shp extension). The following 
algorithmic steps were implemented to perform the required operations: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Loading Data: The code imports necessary libraries for working with geospatial 
data, numerical operations, distance calculation, plotting, map visualization, and 
handling file paths. 
It sets up a directory (output_dir) to save the output plots. 
The optimal route is read from a shapefile and stored in the optimal_route 
variable. 
The paths to participant files (representing participant routes) are stored in the 
participant_files list. 
 
Hausdorff Distances Calculation: The code calculates the Hausdorff distances 
between each participant's route and the optimal route in both forward and backward 
directions. (i.e., from A to B and from B to A.) 
It uses the directed_hausdorff function from scipy.spatial.distance to calculate 
these distances. 
The calculated Hausdorff distances for each participant are stored in three lists: 
hausdorff_distances, hausdorff_distances_forward, and hausdorff_distances_backward. 
 
Loop 1 (Calculate Maximum Map Extent): The code iterates through each participant's 
file to calculate the maximum map extent that includes all the participant routes. 
It uses GeoPandas to read the participant's file and calculates its extent. 
The maximum map extent (max_extent) is updated with the bounding box of all routes. 
Loop 2 (Plotting and Saving Maps): The code iterates through each participant's 
file to plot their route, optimal route, and directional arrows to visualize the 
routes. It uses Contextily to add OpenStreetMap as the background map. 
The plot is customized with different markers and colors for start/end points and 
directions. The plot is saved as an image in the output_dir directory, with the 
participant's name and Hausdorff distance in the filename. 
 
Statistical Calculations: The code calculates the mean and standard deviation of 
the Hausdorff distances across all participants. It computes the mean and standard 
deviation separately for the forward and backward directions. 
The results are printed to the console. 
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3.5.2. Semantic Eye-Tracking Object Detection 

3.5.2.1. Objects and fixation 

 
After aligning the semantic segmentation outputs with the downsampled eye tracking data, objects were 
identified based on gaze coordinates within the same frame. This alignment ensured an equal amount of 
data in both the eye tracking and semantic segmentation sets, with each data row containing X and Y gaze 
coordinates present in the segmentation masks for a single point in time. 
 
In Figure 17, a single point at the coordinates (761, 668) symbolizes a gaze location of the participant. 
When this point is overlaid on the underlying semantic segmentation PNG, it intersects with a mask class 
as “building”. Thus, the code is designed to identify the corresponding class name for each gaze 
coordinate, indicating what the participant was focusing on. In the gaze dataset, certain points are found 
to be missing coordinates, arising due to various factors. This could occur when a participant blinks, 
causing the sensor to fail in detecting the eyes at those specific timestamps, or when the participant looks 
away from the screen. These instances are accounted for in the dataset, with the missing values denoted as 
‘N/A’. 
 

 
Figure 17 Finding the Gaze coordinates in Semantic Segmentation masks. In this example, the participant 

is looking at an instance of “building”. 
 
 
Additional metrics, including fixation, were computed. The Identification by Dispersion-Threshold (I-DT) 
algorithm, as outlined by Salvucci & Goldberg, (2000), was used to detect fixation. This eye-tracking 
algorithm is employed to differentiate between fixations and saccades in eye-tracking experiments. It 
requires setting a dispersion threshold and a duration threshold. When the eye-screen distance is known, 
the dispersion threshold is usually between 1/2° to 1° of visual angle. If this distance is unknown, 
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exploratory data analysis can estimate the dispersion threshold. The duration threshold commonly ranges 
between 100 and 200 ms. 
 
Taking into account the stated 1° visual angle and the 1920x1080 resolution of the computer screen, and 
considering the participants maintained a 60cm distance from the screen, fixation identification based on 
I-DT demanded that X and Y be within a 34-pixel radius on the screen for at least 200ms. Given the 
15Hz frequency of our dataset, where each row corresponds to 67ms, any three consecutive X and Y 
coordinates within a 34-pixel radius of each other were considered as a fixation.  
 
In Figure 18, a segment of a participant’s eye-tracking data is depicted on a 1920x1080 resolution screen. 
The illustration captures a series of gaze points, connected by lines to indicate their chronological 
sequence. Gaze points falling within a 34-pixel radius of one another are highlighted in green, signaling a 
fixation event. Interestingly, not all closely situated points are marked in green, underscoring the 
significance of time sequence in the identification of fixations. 

 
 

 
Figure 18 I-DT Fixation Algorithm. Green circles indicate the occurrence of fixations, while red circles indicate the 

occurrence of saccades. 

The following outlines the algorithmic steps implemented in Python to locate the gaze point coordinates 
within the semantic segmentation JSON files, and to calculate fixation. These steps describe the overall 
methodology and data processing workflow rather than specific code snippets: 
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3.5.2.2. Annotation Filtering and Correction 

 
Upon obtaining the list of objects from the previous analysis, an issue surfaced relating to the annotations 
that the semantic segmentation assigns to each object. The model’s prediction for each object showed 
significant variation, leading to an excess of unique labels. For instance, labels such as “a tall building”, “a 
building”, “building”, and “the building” fundamentally denote the same concept, i.e., “building”. 
However, the model generated these as separate, unique labels. This problem demanded a solution, but 
addressing it was challenging due to the unpredictable variety of generated annotations. The issue couldn’t 
be resolved merely by removing characters or defining dictionaries, given the vast number of frames. 
 
After exploring various methods, including techniques to find common characters among labels and 
defining dictionaries to find and group words, the Natural Language Toolkit (NLTK) was found to be 
most effective for the task. NLTK is a collection of libraries and programs designed to perform symbolic 
and statistical natural language processing (NLP) tasks, specifically for the English language, using Python. 
It provides a variety of functionalities, such as classification, tokenization, stemming, tagging, parsing, and 
semantic reasoning, that were more suited to the requirements of the project (Bird et al., 2009). 
 
Applying NLTK to the problem proved to be highly effective. It allowed the filtering and cleaning of 
annotations in different stages, with each stage eliminating a portion of the undesired data. This method 

Read Eye Gaze Data: Read eye gaze data from a TSV file named 'Participant_Gaze.tsv' 
into a pandas DataFrame called df_tsv. 
 
Process Image Segmentation Data: Iterate through JSON files in the directory. 
Extract the frame number from the filenames using a regular expression pattern and 
retrieve the corresponding x and y coordinates of the eye gaze from df_tsv. 
 
Find Fixated Objects: For each gaze point (x, y), check if it falls within any of 
the segmented objects in the corresponding frame from the JSON file. If a match is 
found, record the class name of the fixated object. 
 
Check Proximity of Gaze Points: Calculate the distance between each gaze point and 
its neighboring points (previous and next points) using the Euclidean distance 
formula. Set a '34 radius proximity' flag to 1 if the distance is less than or 
equal to 34 pixels; otherwise, set it to 0. 
 
Identify Fixations: Identify fixations as consecutive gaze points that have a '34 
radius proximity' flag set to 1 for at least three consecutive points. 
Mark these fixations with 'YES' in the 'Fixation' column of the DataFrame. 
 
Calculate Fixation Duration and Fixated Object: Set the fixation duration to a 
constant value of 67 milliseconds for each identified fixation. Determine the 
dominant class name of the fixated object for each fixation and add this 
information to the DataFrame. 
 
Save Results to a TSV File: Save the analyzed results, including frame number, 
filename, class name of the fixated object, fixation flag, fixation duration, and 
fixated object, to a new TSV file named 'Participant_ObjectDetected.tsv'. 
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outperformed the previous techniques used, such as finding common characters among labels and 
defining dictionaries to find and group words. The subsequent section details the algorithmic steps 
performed on the labels, describing the procedures used in the filtering and cleaning process. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Tokenization, in the realm of natural language processing (NLP), signifies the segmentation of a text into 
individual units or tokens, usually words or subwords (Rai & Borah, 2021). Stopwords, often excluded 
from web searches for quicker indexing and parsing, are frequent words that tend to be filtered out during 
or post natural language data processing due to their lack of significance (Rajaraman & Ullman, 2011). 
 
Part-of-speech tagging categorizes words into different parts of speech, such as adjectives, adverbs, nouns, 
and verbs, according to their semantic roles and syntactic functions in a sentence. This tagging is used here 
to identify and remove adjectives from labels. 
 
Lemmatization is a technique in NLP that groups inflected forms of a word into a single base form or 
lemma with a unified meaning (Müller et al., 2015). For instance, “running” is lemmatized to “run,” and 
“cars” to “car.”  
 
Even after employing the Natural Language Toolkit (NLTK), some issues in the labels remain due to 
inherent complexities: 

 

Importing Libraries: nltk, pandas, and specific modules from nltk (stopwords, 
word_tokenize, pos_tag, and WordNetLemmatizer). 
 
Downloading NLTK Resources: Such as the tokenizer, averaged perceptron tagger, 
WordNet, and stopwords. These resources enable specific text processing tasks 
later in the code. 
 
Text Preprocessing Function: The code defines a function preprocess_label(label) 
that standardizes the textual labels in the dataset, ensuring that equivalent 
terms are represented in a consistent manner. The preprocess_label(label) function 
takes a label as input and processes it through the following steps: 
 
Handling Missing Labels: If the label is "N/A" (i.e., missing), it returns the 
label unchanged. 
Lowercasing: It converts the label to lowercase. 
Tokenization: It breaks the label into individual words. 
Stopword Removal: It removes common English stopwords from the tokenized words, 
except for the word 'it.' (This word is retained due to its high frequency and 
relevance to the model.) 
Part-of-Speech Tagging: It assigns a part-of-speech tag to each remaining word. 
Lemmatization: It converts the words to their base or dictionary forms, focusing 
on nouns (tagged as 'NN') or the word "it." This step contracts essentially 
equivalent terms down to single, standardized versions. 
Loading the Dataset: The code loads a dataset from a TSV (tab-separated values) 
file, containing columns named "Class Name" and "Fixated_object." 
 
Applying Text Preprocessing: The preprocess_label function is applied to the 
"Class Name" column and the "Fixated_object" column in the DataFrame df, ensuring 
that the data is represented in a consistent and standardized form. 



EXPLORING PEDESTRIAN NAVIGATION IN UNFAMILIAR URBAN ENVIRONMENTS: EYE FIXATION ANALYSIS ON URBANSCAPE OBJECTS 

 

41 

1. Model-related issues: The predictive model sometimes generated labels that were nonsensical and 
didn’t pertain to any identifiable object or concept. Examples include redundant repetition of 
words or symbols, such as “a blurry blur effect effect effect effect effect...” or “metal vent vent 
vent vent vent vent...”. There were also instances where unrelated symbols were combined to 
form nonsensical labels like “thermo®®™™™™™™™™.” 

2. Environment-specific issues: Some labels were a product of the task environment itself. For 
instance, the labels like “blurry screen” or “blurry effect” were generated during the transitions 
between images in Google Street View. When the next image was loading and no clear objects 
could be detected, these placeholder annotations were created. Additionally, the predictive model 
created a multitude of labels concerning the screen when participants looked towards the edges of 
the screen or parts of the browser that were visible during the video recording of their 
performance. 

3. Inadequate NLTK processing: Certain labels did not get effectively processed during the NLTK 
cleaning stage due to structural characteristics. For example, annotations using hyphenation, such 
as “wall-stone,” posed a challenge to the cleaning process. 

4. The need for semantic grouping: There were labels that, while accurately segmented and cleaned 
by the NLTK, could be semantically grouped together for more meaningful analysis. For instance, 
the labels “street”, “pavement”, “sidewalk”, and “road” were semantically related and could be 
grouped under a larger category, “thoroughfare”. This regrouping aimed to provide a better, 
consolidated understanding of the types of objects identified by the semantic segmentation. 

5. Labels with ambiguous semantic meaning: Some labels assigned by the semantic segmentation 
didn’t carry clear semantic meaning, posing challenges for analysis. Labels like “it” and “top” are 
examples of this category. While these labels might make sense in specific contexts, they lacked 
overall clarity and failed to provide meaningful insights when analyzed in isolation. 

 
Label merging was conducted manually, aided by Python code, which tracked and recorded the changes as 
text files. Each transformation created its own text file, enabling overall change tracking across different 
labels. In Figure 19, one of the merged label groups is depicted. The figure illustrates how multiple labels 
related to vehicles, including brand-specific labels like “audi car” or “tesla car,” as well as service vehicles 
such as “police van,” have been consolidated into a single label called “vehicle.” All label changes are 
detailed in Annex 2. 

 

 
Figure 19 Example of Label Transformation 
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3.5.2.3. Heatmap and Scanpath Creation 

 
Building on the fixation and saccade metrics computed in section 3.5.2.1 , another analysis related to the 
overall fixation points across the screen during the entirety of the navigation task was carried out. This 
study, known as a scanpath analysis in eye-tracking research, plots the pattern of fixations and saccades 
generated by eye movements over a certain period (Holmqvist et al., 2011). Scanpaths, which represent the 
eye movement patterns induced by specific tasks, provide deeper insights into intricate strategies by 
depicting temporal, spatial, or both types of characteristics in more detail (Byrne et al., 2023).  
 
While the Tobii Pro Lab software does offer scanpath analyses, due to the downsampling of the dataset, 
the scanpaths were re-plotted using the downscaled data through a customized implementation. The I-DT 
algorithm, as previously described, was applied for detecting fixations. Two distinct analyses were 
conducted on fixations and scanpaths, utilizing techniques adapted to suit the specific requirements of the 
study. 
 
Scanpaths exhibit the distribution of overall fixations on the screen, connected by saccade lines. Faint grey 
lines were employed to link fixations across the screen. As fixation durations increase, the radius of the 
fixation circle slightly expands. However, when considering the entire duration of the navigation task in 
this plot, the incremental increase in the radius for each fixation is quite small, resulting in subtle variations 
in circle size. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
The second form of analysis employed on the fixation data was the generation of heat maps. This 
technique enables the visual inspection of the spatial distribution of eye movements across a given field. 
By using this, the patterns of eye movements can be revealed for individual participants or for multiple 
ones. Rather than capturing the sequence of fixations, heat maps focus on the spatial distribution of these 
fixations (Grindinger et al., 2011). These maps typically employ Gaussian Mixture Models (GMMs) to 

Data Processing: The eye-tracking data from TSV files for multiple participants 
are read and processed. It calculates the Euclidean distance between consecutive 
gaze points to identify fixation points (when the distance is within a certain 
threshold). 
Fixation durations are determined based on consecutive fixation frames. 
 
Data Scaling: Fixation durations are scaled to a range of [0, 1] using 
MinMaxScaler, a preprocessing method that transforms numerical values into a 
specific range by using the minimum and maximum values of the feature. This 
scaling helps to normalize the fixation durations, making them suitable for 
further analysis or visualization. 
 
Data Visualization: The code uses matplotlib to create a scatter plot for each 
participant. Each fixation point is represented as a small dot with a color 
corresponding to its assigned cluster. The cluster centers are plotted as '+' 
symbols with circles overlaying them. A legend is added to the plot, indicating 
the cluster number and the number of points in each cluster. 

 
Loop Through Participants: The code processes each participant's data file one by 
one in a specified directory. It extracts participant numbers from the filenames 
and incorporates them into the plot titles. 

 



EXPLORING PEDESTRIAN NAVIGATION IN UNFAMILIAR URBAN ENVIRONMENTS: EYE FIXATION ANALYSIS ON URBANSCAPE OBJECTS 

 

43 

denote the frequency of fixation points. The color intensity of the maps corresponds to the quantity of 
fixations at each point, allowing for effective comparison of areas with varying levels of visual attention 
(Hill et al., 2020). 
 
For this analysis, GMMs were initially utilized to construct heat maps of fixation data for both successful 
and unsuccessful participants. GMMs are probabilistic models that assume data points are produced from 
a finite number of Gaussian distributions with unknown parameters. Using the 
sklearn.mixture.GaussianMixture class from the sklearn library, the x and y coordinates of fixation points 
were input to generate a heat map. Each point on this map signifies the estimated density of fixation 
points at that location. 
 
After the generation of these heat maps, a process of thresholding was applied to create binary masks, 
simplifying the heat maps into high (‘1’) or low (‘0’) density regions. The optimal threshold value was 
determined using Otsu’s method, an automatic thresholding technique that calculates the threshold by 
minimizing the intraclass variance of the black and white pixels. This method classifies the pixels into two 
classes by finding a threshold that minimizes the variance within each class and maximizes the variance 
between classes, based on the image histogram (Sezgin & Sankur, 2004). 
 
Intersection over Union (IoU) was then calculated between the binary masks of successful and 
unsuccessful participants. IoU, a metric that ranges from 0 to 1, measures the overlap between two binary 
masks. The value is calculated as the area of intersection divided by the area of union, providing a 
quantifiable measure of the similarity between the fixation patterns of different groups.  
 
Finally, the centroid distance was calculated. This metric measures the Euclidean distance between the 
centers of mass of high-density regions for both groups of participants. The term “mass” in this context 
refers to the density of fixation points. The overall process executed can be summarized as follows: 
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3.5.2.4. Event-based Locomotion and Observation 

 
The task of merging different datasets, specifically the spatial data of a participant’s route and eye-tracking 
data regarding fixated objects, involves careful consideration. Both datasets have synchronicity at their 
start and end times, but this alone is insufficient. The assumption of a constant speed of movement along 
the path based on just the start and end times might not reflect the reality. To counteract this issue, two 
states, “locomotion” and “observation”, were introduced in the eye-tracking dataset. These states signify 
whether the eye-tracking fixation or saccade happened during movement (locomotion) or during a pause 
(observation). Incorporating these states helps in overlaying the two datasets by accounting for variations 
in speed and moments of stillness. However, the approach assumes a constant speed during the 
locomotion state, as the inclusion of variable speeds would necessitate complex calculations. 

Importing Libraries: It imports necessary libraries, including pandas, numpy, 
matplotlib.pyplot, scipy.ndimage.measurements, skimage.filters, 
sklearn.mixture.GaussianMixture, and glob. 
 
Process Directory Function: process_directory(directory) takes a directory path as 
input. It finds all TSV files in the directory using the glob function. 
For each file, it calls the process_file function (defined in the previous code) 
to extract fixation points. 
The fixation points from all files are combined into one array and returned. 
 
Process File Function: This function reads a TSV file, identifies fixation points, 
and returns a DataFrame of fixation coordinates. 
 
Create Heatmap Function: create_heatmap(fixations) takes an array of fixation 
points as input. It fits a Gaussian Mixture Model (GMM) with 3 components to the 
fixation points. A grid of points is created, and the densities are predicted for 
each point using the GMM. The negative log-likelihood scores are reshaped into a 
density grid and returned. 
 
Calculate IoU and Centroid Distance Function: 
calculate_iou_and_centroid_distance(successful_mask, failed_mask) takes two binary 
masks (successful and failed density maps) as input. It computes the Intersection 
over Union (IoU) between the masks, indicating the similarity of high-density 
regions. The centroid distance between the centroids of high-density regions in 
both masks is calculated. 
 
Load Fixation Data: Fixation data is loaded for successful and failed navigation 
scenarios using process_directory for both directories 'Succesful' and 'Failed'. 
 
Create Heatmaps: Heatmaps are created for successful and failed navigation 
scenarios using create_heatmap. 
 
Compute Otsu's Threshold: Otsu's threshold is calculated for the successful and 
failed density maps using filters.threshold_otsu. 
 
Apply Thresholds and Get Binary Masks: Thresholds are applied to the successful 
and failed density maps to obtain binary masks using the calculated thresholds. 
 
Calculate IoU and Centroid Distance: IoU and centroid distance are computed for 
the binary masks representing high-density regions in successful and failed 
scenarios using calculate_iou_and_centroid_distance. 
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The process of defining locomotion and observation states involved the examination of participants’ 
videos in the Tobii Pro Lab software. Two events, “StartLooking” and “StopLooking”, were marked. 
When a participant paused to examine 360° images, the “StartLooking” event was activated, and the 
“StopLooking” event was recorded when the participant chose their route. Any eye-tracking gaze 
coordinates falling between these two events were marked as observations, and gazes outside these events 
were designated as locomotions. 
 
Once these states were assigned, each point in the eye-tracking dataset fell under either the locomotion or 
observation state. By using interpolation with the spatial data, the locations of these points can be 
determined. The duration of each event also plays a part, with each row of data representing 67ms at a 
frequency of 15Hz. Thus, the length of each pause can be measured. Interpolation was carried out using 
Python code, and the following outlines the steps taken within the code. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3.5.3. Extraction of Data from Think-Aloud Transcripts 

 
After creating the segmentation codes, each transcript was thoroughly examined, with participant 
statements allocated respective codes within an Excel spreadsheet. These codes were assigned in response 
to both explicit and implicit participant statements. 
 

Load Data: It loads two data files a shapefile (shp_file_path) containing a 
LineString representing a participant's path, and a TSV file (tsv_file_path) 
containing additional information about observation and locomotion states for each 
frame in the path. 
 
Converting LineString to Points: The code converts the LineString in the shapefile 
to a sequence of points. The number of points equals the number of rows in the TSV 
file. 
 
Preparing the DataFrame: The code adds the points and the frame numbers to the TSV 
DataFrame (df) as new columns: 'geometry', 'Marked', and 'Frame'. 
 
Marking Rows for Interpolation: The code determines which rows to mark for 
interpolation based on state transitions between 'observation' and 'locomotion', 
as well as setting a fixed number of rows (N) between each 'locomotion' point. 
 
Interpolating Points: It calculates the number of marked rows and then 
interpolates points for only the marked rows based on the LineString geometry. 
 
Updating the DataFrame with Interpolated Points: The code updates the 'geometry' 
column of the DataFrame with the interpolated points for the marked rows. 
 
Creating a GeoDataFrame: A new GeoDataFrame (gdf_marked) is created, containing 
only the marked rows with their interpolated points as the geometry column. 
 
Saving as Shapefile: The GeoDataFrame containing the marked rows and interpolated 
points is saved as a new shapefile at the specified path (output_shp_file_path). 
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A Python script was employed to analyze the Excel files after coding. The script essentially quantified each 
assigned code and estimated the duration of the associated statement. The estimation of duration relied on 
the time difference between a statement and the subsequent one. 
 
However, it’s critical to acknowledge certain considerations when interpreting think-aloud data. The 
duration tied to each code during the think-aloud protocol can be influenced by various factors. These 
could include participants’ hesitation in verbalizing all their thoughts, interruptions in their thought 
process, and the timing of the next statement. Hence, the computed duration for each code may not 
always precisely reflect the actual time spent on a specific cognitive process or behavior. 
 
Given these potential limitations, it’s essential to interpret the duration data with caution and consider 
them as indicative rather than definitive measures of the exact time spent on each behavior. The think-
aloud protocol provides valuable insights into participants’ thought processes and behaviors, but it is not a 
perfect representation of real-time cognitive activities.  

3.6. Ethical Considerations 

 
This research involved human participants, making the inclusion of ethical considerations predominant. In 
addition to the specifics of this study, general principles such as respect for persons, beneficence, and 
justice were also adhered to throughout the research process. 
 
Prior to the commencement of the navigation survey, participants were informed about their rights, the 
potential risks involved in the survey, and how their data would be used. This was done to ensure 
informed consent, an integral part of ethical research involving human subjects. Each participant signed a 
consent form, signifying their voluntary participation in the study. 
 
To protect the participants’ identities and maintain confidentiality, a process of pseudonymization was 
employed. Participants were assigned unique identification codes, allowing for data analysis without 
revealing identifiable personal information. This step was taken to prevent any potential harm that could 
arise from the inappropriate use of personal data. 
 
Data was stored securely to prevent unauthorized access, and all results were reported honestly and 
accurately, with no manipulation to fit preconceived assumptions or hypotheses. Finally, at the conclusion 
of the study, all participants were debriefed and had the opportunity to ask any questions about the 
research. The ethical commitment extended beyond data collection, maintaining respect for participants’ 
rights and dignity throughout the entire research process
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4. DISCUSSION AND RESULTS 

This chapter examines the results of the navigational tasks completed by the participants. Table 2 details 
the duration of the task for each participant, categorizing their performance as success or failure. The table 
outlines the differences in completion times and outcomes across the participants, offering a clear view of 
the performance in the navigation tasks. These results may lead to further insights into the elements 
affecting navigation abilities. The following sections will provide a closer analysis of the data presented in 
Table 2. This analysis will focus on understanding the specific factors involved in successful and failed 
navigation attempts, shedding light on the underlying mechanisms. This examination aims to contribute to 
the ongoing research in navigation, focusing on the dynamics observed in this study. 

 
 
 
 

4.1. Identification of Objects and Fixations 

4.1.1. Identification of Objects 

 
After analyzing the data, the final plots indicating the various objects each participant observed during the 
navigation task were obtained. The variety of objects in each participant’s plot depended on which objects 
they looked at and the duration of their task. As shown in Table 2, which provides the task duration for 
each participant, the variety of observed objects increased for participants numbered 02, 07, 10, 11, and 
13, whose tasks took longer than those of the other participants. 

Number of Participant Duration of Task Performance 

Participant 01 00:03:57 Succeed 

Participant 02 00:14:06 Succeed 

Participant 03 00:03:05 Succeed 

Participant 04 00:07:19 Succeed 

Participant 05 00:03:24 Succeed 

Participant 06 00:04:34 Succeed 

Participant 07 00:16:18 Succeed 

Participant 08 00:02:22 Succeed 

Participant 09 00:06:55 Succeed 

Participant 10 00:14:29 Failed 

Participant 11 00:20:04 Failed 

Participant 12 00:05:57 Succeed 

Participant 13 00:19:48 Failed 

Table 2 Task duration for each participant 
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Figure 20 Participant 01 gaze and fixation on objects during navigation 

The ‘building’ object dominated the results across all participants, which is predictable considering the 
urban scene. The second most observed object varied between participants, although ‘thoroughfare’ was a 
common choice for many. However, as show in Figure 20 and Figure 21this pattern was not common 
across all participants, and participant numbers 01 and 08 did not regard ‘thoroughfare’ as the second 
most viewed object. This could be related to the fact that these two participants concluded the task in very 
short times of 00:03:57 and 00:02:22, respectively. The list of objects for all of the participants can be 
found in Annex 3. 

 
Figure 21 Participant 08 gaze and fixation on objects during navigation 

These variations in object observation, fixations, and task performance may indicate different approaches 
taken by each participant when navigating an urban environment. These differences could be a reflection 
of individual preferences or understanding of the scene. To understand the participants’ strategies, it might 
be useful to focus on the objects commonly noticed by all participants. Shared points of focus could 
provide information about common aspects that attract attention. Upon completion of the navigation task 
analysis, 16 common objects were identified that were observed by all participants. 
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Upon completion of the navigation task analysis, 16 common objects were identified that were observed 
by all participants. These include building, vehicle, street scene, suit, thoroughfare, noise, wall, image, sky, 
undetected, front, room, individuals, blank screen, computer screen, and church. 

4.1.1.1. Heatmap of Commonly Identified Objects 

 
During the study, gaze patterns of participants were captured and examined while they performed 
navigational tasks involving different objects. Distinct disparities in the frequency with which participants 
observed these objects are depicted in logarithmically scaled heatmaps of gaze counts, using the natural 

logarithm (base 𝑒) as showcased in Figure 22. The reason for using a logarithmic scale with base  

𝑒 is because certain objects, like buildings, have significantly high values. These high values can make it 
hard to understand the differences between various objects. By using this specific scale, the range of 
values is made smaller, which makes it easier to notice and compare high and low frequency observations. 
This helps us better understand the gaze data and what participants were focusing on during navigation.  
 
In the heatmap presented in Figure 22, the first three participants are those who failed the task, and they 
are followed by the rest of the participants who succeeded. This ordering provides additional context to 
the variations in gaze patterns, enhancing the insights into how failure or success in the task may be 
related to the participants’ focus on different objects during navigation. 
 
Upon examining the gaze data, it is noted that ‘building’ consistently held the highest counts among all 
participants, indicating that buildings were the objects most frequently observed during navigation. The 
reason for this may be due to ‘buildings’ large size, noticeable presence, and the critical information they 
provide about an individual’s location and the overall layout of the city. 
 
On the contrary, ‘room’ and ‘front’ were found to have the lowest counts. These low counts might suggest 
these objects were of lesser importance to the participants during their navigation, possibly because of 
their less distinctive features or their lower relevance for orientation within the city. 
 
Interestingly, a considerable variation in the viewing frequency of ‘thoroughfare’, ‘wall’, and ‘individuals’ 
was observed among participants. Certain participants (10, 11, 13) displayed high counts for these objects, 
while others (01, 03, 04, 05) recorded substantially lower counts. This discrepancy might suggest diverse 
navigation strategies or perceptual tendencies among the participants. Participants who failed in the task 
(10, 11, 13) showed greater interest in ‘thoroughfare’, ‘wall’, and ‘individuals.’ This could indicate more 
scattered gaze behavior, suggesting an attempt to gather more information from their environment 
beyond just focusing on ‘building’. It might also be the case that these participants were focusing on less 
useful things, perhaps objects with less uniqueness or location permanence (e.g., ‘thoroughfare’ or 
‘individuals’), which could have hindered their navigation success. This observation could be interpreted as 
a possible reflection of their navigation strategies, where a broad focus may not necessarily contribute to 
successful task completion. This provides valuable insight into the relationship between gaze behavior and 
task performance in navigational contexts. 
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Figure 22 Heatmap of common objects counts (logarithmic scale) 

4.1.1.2. Performance Correlation of Identified Objects 

 
In the navigation task, where the goal is to move from a starting point to an endpoint, the time taken plays 
a critical role in analyzing participant performance. The duration of time for each participant, converted 
into seconds, is utilized as a ‘performance factor.’ As shown in Table 2, this factor represents the duration 
of the task for each participant and is used as a key measure for analysis. The ‘performance factor’ allows 
us to calculate correlations between each participant’s performance and their gaze upon common objects. 
This method provides a numerical way to link the performance of participants with their attention to 
commonly viewed objects in their surroundings, giving a precise quantitative understanding of how gaze 
behavior relates to navigational success. 
 
These are interpretations based on statistical correlations and do not definitively establish cause-and-effect 
relationships. They merely suggest trends or patterns that may exist in the data: 
 

Object Correlation 

building 0.989 

vehicle 0.959 

street scene 0.916 

suit 0.886 

thoroughfare 0.883 
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noise 0.879 

wall 0.871 

image 0.869 

sky 0.858 

undetected 0.853 

front 0.826 

room 0.799 

individuals 0.622 

blank screen 0.362 

computer screen 0.263 

church 0.075 

 
 
 
Building (0.990), vehicle (0.959): A robust positive correlation exists between the performance time and 
the frequency of looking at buildings and vehicle. The results indicate that the objects participants looked 
at during the navigational task have varying degrees of correlation with the time taken to complete the 
task, representing performance. Strong positive correlations with objects such as buildings and vehicles 
suggest that participants who spent more time looking at or focusing on these objects tended to take 
longer to complete the task, indicating worse performance. This might imply that there is something about 
these objects that distracts participants or requires more cognitive processing, leading to longer 
completion times. Considering that ‘building’ is the dominant label, focusing on it may not yield 
particularly insightful results. However, the correlation with ‘vehicle’ is intriguing, suggesting that gazes on 
vehicles might play a misleading role in navigation. 
 
Street scene (0.916), suit (0.886), thoroughfare (0.883), noise (0.879), wall (0.871), image (0.869), 
sky (0.858), undetected (0.853), front (0.826), room (0.799): In these cases, the relative positive 
correlations suggest that participants who frequently observed certain objects, such as ‘street scene’ and 
‘thoroughfare,’ may have taken more time to complete the task. These relatively strong correlations imply 
that these specific objects could play a key role in understanding participant performance. On the other 
hand, moderate positive correlations with objects like ‘front’ and ‘room’ reveal a more nuanced 
relationship. Although an increased focus on these objects is associated with somewhat longer completion 
times, the connection is not as clear-cut as with the objects that have stronger correlations. As a result, 
while these objects may still be relevant to performance, they may not be as crucial or distracting. 
 
Computer screen (0.263)4 and church (0.075): A positive but weaker correlation with certain objects, 
such as the computer screen, suggests that participants who often looked at them might have taken longer 
to finish the task. Other weak positive correlations, such as the one with the church, reveal only a slight 
tendency for increased focus on these objects to be associated with longer completion times. These 
objects likely have minimal to no significant impact on performance in the navigational task. 
 

 
4 It should be noted that the revised segmentation output of the SSA model has identified the border of the browser 
on the screen as the 'computer screen'. 

Table 3 Common identified objects correlation table 
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These correlations suggest patterns but do not definitively prove causal relationships. For instance, longer 
task completion times may result from more thorough exploration rather than being hindered by looking 
at specific objects. Performance is measured by the duration taken, with longer times indicating lower 
performance, so positive correlations suggest that a higher frequency of viewing these objects is associated 
with lower performance. Negative correlations, had they been present, would have indicated the opposite. 
The analysis provides insights into how attention to different objects relates to performance in the 
navigational task. Objects with strong correlations may be key points of interest or distraction, possibly 
hindering performance. Meanwhile, objects with moderate or weak correlations offer additional context 
but may not be as directly influential. 

4.1.1.3. Hypothesis Testing 

 
In the context of eye-tracking research, “dwell time” is a term that refers to the total amount of time an 
observer’s gaze remains fixed on a particular area of interest (AOI) within the observed scene 
(Hofmaenner et al., 2021). This measure is often used to gain insight into what a participant is focusing on 
during a given task, as longer dwell times typically suggest that an individual is spending more time 
processing or considering the information in a specific area. Thus, by analyzing the dwell time, we can gain 
a better understanding of how participants visually interact with and navigate through different 
urbanscapes. 
 
The choice of statistical test used in the analysis of our data was primarily influenced by the sample size, 
and the methodological alignment with similar research in the field of eye-tracking. Given that the sample 
size for this study was relatively small, the Mann-Whitney U test was chosen as an appropriate non-
parametric test for the analysis. This test is particularly suitable for small sample sizes and does not make 
any assumptions about the distribution of the data. Furthermore, its application is well-established in eye-
tracking research, as evidenced by previous studies such as those conducted by Caldani et al., (2020) and 
Cheng et al., (2022). The Mann-Whitney U test provides a robust method for comparing independent 
samples and assessing whether there is a significant difference in the dwell time of AOIs between 
participants who successfully completed the navigation task and those who did not. This alignment with 
accepted practices in the field strengthens the methodological foundation of our analysis. 
 

AOI Object 
Mann-Whitney U 

Statistic 
p-value 

Computer Screen 7.5 0.236 
Room 8 0.271 

Thoroughfare 1 0.014 
Front 4 0.076 

Individuals 3.5 0.063 
Noise 4 0.077 
Wall 2 0.028 

Vehicle 1 0.014 
Street Scene 2 0.028 

Church 13 0.8 
Sky 5 0.112 
Suit 6.5 0.174 

Image 5.5 0.128 
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Blank Screen 6 0.15 
Building 2 0.028 

Undetected 3 0.04 
Table 4 Mann-Whitney U Test Results for Dwell Time 

In interpreting the results, the p-value is a critical factor. A p-value less than 0.05 is often considered 
statistically significant, suggesting that the observed differences are unlikely to have occurred by chance 
alone. 
 
Here, we can see that the ‘thoroughfare’, ‘wall’, ‘vehicle’, ‘street scene’, ‘building’, and ‘undetected’ AOI 
objects all have p-values less than 0.05, indicating a significant difference in dwell time for successful and 
unsuccessful participants for these objects. 
 
The other AOI objects, like ‘computer screen’, ‘room’, and ‘church’, among others, all have p-values 
greater than 0.05, indicating a lack of statistical significance in the differences observed in dwell times 
between the successful and unsuccessful participants. 
 
Based on these results, Hypothesis 1, which posits a significant correlation between the dwell time of AOI 
objects among successful and unsuccessful participants, is partially supported. A significant correlation 
exists for some AOI objects (i.e., ‘thoroughfare’, ‘wall’, ‘vehicle’, ‘street scene’, ‘building’, ‘undetected’), but 
not all. Therefore, while the hypothesis holds true for some AOIs, it is not universally applicable across all 
AOIs observed in this study. 
 

4.1.2. Fixated Objects 

4.1.2.1. Heatmap of Commonly Fixated Objects 

 
A heatmap was also created for fixation counts in this study. This visual representation highlights which 
objects not only attracted participants’ gaze but also sustained their fixation. A fixation often points to a 
higher level of visual engagement, helping us understand which objects participants deemed significant or 
engaging. 
 
According to the heatmap, ‘building’ continued to be the object most often fixated on by participants. 
This reinforces the important role buildings play in navigating a city. A high fixation count on buildings 
suggests that participants weren’t just glancing at them but taking time to gather detailed information. In 
contrast, ‘front’ showed the fewest fixation counts, which aligns with the gaze data and could indicate that 
these objects were of less interest to the participants. The variation in fixation counts for ‘thoroughfare’, 
‘individuals’, and ‘wall’ was similar to the gaze data, possibly hinting at differing navigation strategies or 
perceptual preferences among participants. 
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Figure 23 Heatmap of Common Fixated Objects Counts 

High Frequency, High Fixation: Objects such as ‘building’, ‘thoroughfare’, and ‘wall’ are high both in 
occurrence and fixation. This might suggest that these objects are highly significant or salient in the 
environment and thus draw more visual attention. 
 
High Frequency, Low Fixation: If there are objects with high frequency in the environment but low 
fixation, this could suggest that these objects are abundant in the scene but are not the focus of attention. 
 
Low Frequency, High Fixation: Conversely, objects with low frequency but high fixation could be 
unique or special items in the environment that attract a disproportionate amount of attention. 
 
Low Frequency, Low Fixation: Objects such as ‘image’ and ‘front’ that are low in both frequency and 
fixation might be of less significance to the subject or are less salient in the environment. 
 
Through a comparison of these two heatmaps, an understanding can be gained concerning the 
relationship between an object’s prevalence in the environment and its probability of attracting fixation. 
This can provide insights into the types of objects that are likely to capture attention in these settings and 
how the design of the environment may influence the focus of individuals’ gaze. 
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4.1.2.2. Performance Correlation of Fixated Objects 

 
These data present the correlations between task performance and the frequency of fixations on each 
object type. A positive correlation suggests an increase in fixation frequency is associated with a longer 
task completion time, reflecting lower spatial navigation performance as can be seen in the Table 5. 
 
Building (0.987), vehicle (0.954): There is a very strong positive correlation between performance and 
fixation frequency on buildings. This means that participants who frequently fixated on buildings tended 
to take more time to complete the task, suggesting lower spatial navigation performance. 
 

Object Correlation 

building 0.987 

vehicle 0.954 

street scene 0.902 

wall 0.879 

undetected 0.868 

thoroughfare 0.861 

sky 0.850 

noise 0.829 

image 0.827 

front 0.808 

individuals 0.544 

blank screen 0.299 

computer screen 0.235 

church 0.043 

 
 
Street scene (0.902), wall (0.879), undetected (0.868), thoroughfare (0.861), sky (0.850), noise 
(0.829), image (0.827), front (0.808), individuals (0.544): For each of these objects, the positive 
correlations suggest that participants who fixated more frequently on these objects tended to take longer 
to complete the task. The strengths of these correlations vary, with most being moderate to strong. This 
suggests that there could be a meaningful relationship between the frequency of fixation on these objects 
and task performance. 
 
It’s crucial to understand that these correlations hint at relationships, but do not establish causality. Also, it 
should be noted that in this context, longer task completion times are associated with lower performance. 
Hence, positive correlations suggest a lower performance associated with increased fixation frequency. A 
negative correlation, if present, would suggest higher performance associated with increased fixation 
frequency. 

Table 5 Common identified fixation correlation table 
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4.2. Detailed Fixation Analysis 

4.2.1. Fixation Metrics 

 
In the process of analyzing eye-tracking data, three distinct parameters were calculated to offer insights 
into the focal points of the participants. These metrics, commonly used in eye-tracking studies, can 
provide answers to the primary research question. 
 
Overall fixation duration quantifies the total amount of time a participant spent fixating on different Areas of 
Interest (AOIs) during the navigation task. It is expressed in seconds and highlights the number of 
seconds a participant focuses on, whether within or beyond the working memory capacity. The sensitivity 
of this measure extends to both actual memory load and processing load (Meghanathan et al., 2015). 
Fixation count, records the frequency with which a participant’s gaze lands on a specific AOI to read text or 
examine an object. A higher fixation count can indicate an elevated level of interest or engagement with 
that area or object. Average fixation duration takes into account both the duration and count of fixations. A 
relatively higher average fixation duration for an object may suggest increased interest or cognitive 
engagement. This metric can be especially useful when analyzing objects or areas intended to draw the 
user’s attention or deeper processing. 
 
Given that the first two metrics are time-dependent, the average fixation duration was calculated to ensure 
a holistic understanding of the results. By incorporating both the duration and count of fixations, this 
metric offers a more detailed perspective on how participants interacted with various elements during the 
navigation task. 
 
Overall Fixation Duration 
As it can be seen in Figure 24, Participant 11 was noted to have the highest overall fixation duration at 720 
seconds, closely followed by Participant 13 with 710 seconds. The extended time spent in fixation could 
indicate a higher level of information processing or possible navigational challenges. Conversely, it could 
also reflect heightened interest or engagement in the task. 
 
Participant 8 recorded the briefest fixation duration, clocking in at 85 seconds. This could imply that this 
participant was particularly adept at processing visual information or perhaps not as thoroughly engaged 
with the task as others. However, given their notably swift and successful completion of the task, it seems 
more likely that Participant 8 demonstrated high efficiency in navigation. 

 

 
Figure 24 Overall Fixation Duration of Each Participant 
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Fixation Count 
In Figure 25, it is shown that Participant 11 registered the highest number of fixations at 10,400, closely 
followed by Participant 13 with 9,950. This might indicate that these participants spent more time 
processing information or had more difficulty navigating the task, as evidenced by the increased number 
of fixations. 
 
Conversely, Participant 8, despite having the briefest overall fixation duration, registered a relatively higher 
count of fixations (1,200) than some peers. This might suggest that their gaze moved more frequently, 
potentially indicating a different strategy of scanning or exploration. 
 
On the other hand, Participant 1, with a moderate overall fixation duration of 180 seconds, recorded the 
fewest number of fixations at 2,000. This implies that this participant, while not spending an excessive 
amount of time fixating, did fixate for longer durations when they did. This could signify more time 
invested in processing each piece of visual information. 

 

 
Figure 25 Fixation Count for Each Participant 

 
Average Fixation Duration 
As illustrated in Figure 26, the average fixation duration can serve as a metric of how participants process 
visual stimuli. Brief fixation durations may indicate swift visual processing, suggesting a strategy of rapid 
scanning. Conversely, extended durations could denote a more intensive engagement, indicative of deeper 
processing. With the longest average fixation duration of 107 milliseconds, Participant 5 appeared to 
engage more deeply with each visual element, hinting at a thorough, detail-focused approach. In stark 
contrast, Participant 9 exhibited the briefest average fixation duration of 58 milliseconds, suggesting a 
more superficial engagement with the visual stimuli. This might point to a strategy of rapid scanning, 
potentially beneficial for tasks requiring broader understanding. 
 
Interestingly, Participant 7, despite exhibiting one of the longest total fixation durations and the highest 
fixation counts, recorded a relatively short average fixation duration of 82 milliseconds. This pattern could 
point towards a quick exploration strategy, with the participant frequently shifting focus across the visual 
environment. Similarly, Participant 8, who had the shortest total fixation duration, also recorded a below-
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average fixation duration of 62 milliseconds. This pattern could be interpreted as efficient visual 
processing, with less overall time spent fixating and each fixation being relatively brief. 
 
In contrast, Participant 1, with a moderate total fixation duration and the lowest fixation count, had a 
relatively lengthy average fixation duration of 85 milliseconds. This could suggest more in-depth 
engagement with each visual element. These observations suggest a diversity of visual processing strategies 
among participants. Some appear to prefer rapid scanning, while others seem to engage more deeply with 
the visual stimuli. Influences shaping these differences could range from individual cognitive styles to task 
specifics and the complexity of the visual environment. 
 

 
Figure 26 Average Fixation Duration for Each Participant 

 
While the abovementioned metrics offer a generalized understanding of participants’ fixation behavior and 
processing of their surroundings, additional analyses were performed to delve deeper into the fixation 
data. For the purpose of this study, participants were divided into two groups based on their task 
performance – ‘Passed’ and ‘Failed’. The hypothesis tested was Hypothesis 2, “there is a significant 
difference in the metrics of fixation count, fixation duration, and average fixation duration between 
participants who successfully completed the task and those who did not.” 

4.2.1.1. Hypothesis Testing 

 
To ensure that the data met the assumptions necessary for a t-test or Mann-Whitney U test, the Shapiro-
Wilk test was first conducted to statistically evaluate the normality of the data. In this test, the null 
hypothesis posits that “the sample originates from a normally distributed population.” If the p-value 
derived from this test is low, the null hypothesis can be rejected, suggesting that the data sample does not 
conform to a normal distribution. 
 

Shapiro-Wilk Test Passed Failed 

Avg. fixation duration (ms) p-value: 0.9455 p-value: 0.3027 

Overall fixation duration (s) p-value: 0.0234 p-value: 0.1269 

Fixation count p-value: 0.0185 p-value: 0.2011 
Table 6 Shapiro-Wilk Test Results 
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Average fixation duration (ms): 
For both the Passed and Failed groups, the data is likely normally distributed (p-value > 0.05). 
Overall fixation duration (s): 
For the Passed group, the data does not appear to be normally distributed (p-value < 0.05), while for the 
Failed group, the data is likely normally distributed (p-value > 0.05). 
Fixation count: 
Similar to Overall Fixation Duration, for the Passed group, the data is not normally distributed (p-value < 
0.05), but for the Failed group, it appears to be normally distributed (p-value > 0.05). 
 
Given these results, there is a combination of normally and non-normally distributed data across both 
groups.  
 
The Shapiro-Wilk test results reveal that the Average fixation duration demonstrates normality, while the two 
other metrics, Fixation count and Overall fixation duration, do not align with a normal distribution. 
Importantly, although the Average fixation duration conforms to normality, the sample size at hand is not 
large enough to adequately carry out a t-test. In the domain of eye-tracking research, smaller sample sizes 
are commonplace, necessitating the use of alternative tests that do not presume normality. As such, the 
Mann-Whitney U test, a non-parametric test, is often applied. This test enables a comparison between two 
separate groups, and its application has been validated across a variety of eye-tracking studies. (Cheng et 
al., 2022)  
 
In the realm of this research, the performance on the navigational task between two distinct groups, 
namely, the ones who “Passed” and those who “Failed”, is compared. The identical p-values for Overall 
fixation duration and Fixation count in the Mann-Whitney U test may be attributed to the limited sample size, 
especially in the ‘Failed’ group with only 3 observations. With such a small sample, the ranks in the data 
may align similarly for both measures, resulting in the same U statistic and p-value. This outcome reflects 
the underlying structure of the data in the context of a constrained sample size. The performance is 
assessed through three distinct metrics: 
 

Mann-Whitney U Test p-value U statistic 

Overall Fixation Duration (s) 0.0140 1.0000 

Fixation Count 0.0140 1.0000 

Avg. Fixation Duration (ms) 0.2867 22.0000 

Table 7 Mann-Whitney U Test Results for Fixation Metrics 

Overall fixation duration 

The results present a U statistic of 1.0 and a p-value of 0.0140. The low U statistic indicates a substantial 
divergence between the groups, as in nearly all cases, a value from the “Passed” group ranks before a value 
from the “Failed” group when all data points are organized in order. The p-value (0.0140), being less than 
the conventional threshold for statistical significance (0.05), allows the rejection of the null hypothesis 
positing no difference between the two groups. Hence, it can be inferred that the “Passed” and “Failed” 
groups demonstrate significantly different Overall fixation durations. 
 
Fixation count 

In this case, the U statistic equals 1.0 and the p-value stands at 0.0140, mirroring the figures observed for 
the Overall fixation duration. This suggests that a significant difference exists between the two groups with 
respect to their Fixation count. 
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Average Fixation Duration 
With respect to the Average fixation duration, a U statistic of 22.0 and a p-value of 0.2867 are observed. This 
higher U statistic indicates a less distinct difference between the groups that “Passed” and “Failed”, as 
compared to the other metrics. Furthermore, the p-value exceeds 0.05, which leads to a failure to reject 
the null hypothesis. Consequently, no statistically significant difference can be discerned in the Average 
fixation duration between groups that “Passed” and “Failed” the navigational task. 
 
From the given results, it can be inferred that the groups that “Passed” and “Failed” the navigational task 
significantly differ in terms of their Overall fixation duration and Fixation count, but not in their Average fixation 
duration. 
 
Given the assumption that higher Fixation counts, and longer Overall fixation durations may signify greater 
difficulty with the task, these results suggest that participants who failed the task had a tendency to fixate 
more and for longer overall durations than those who passed. However, no significant difference in the 
average duration of each individual fixation was found between the groups that passed and failed. 
 
These insights might suggest that efficiency in scanning, characterized by fewer fixations and shorter I, 
plays a crucial role in successfully completing the navigational task. This implies that participants who 
managed to quickly scan and process visual information, thereby needing fewer overall fixations and 
having shorter cumulative Fixation durations, were more successful in the task. This conclusion, if valid, has 
several implications. Firstly, it underscores the importance of the ability to rapidly and efficiently process 
visual information in navigational tasks. This could be particularly relevant in contexts where quick 
decision-making based on visual cues is vital.  
 
Secondly, it highlights the fact that the length of individual fixations is not as critical in determining 
success. Despite the common belief that longer fixation durations may allow for deeper processing of 
visual information (Schwedes & Wentura, 2016), in this particular navigational task, it did not translate 
into better performance. It suggests that participants who fixated longer might have been overprocessing 
the visual information, leading to slower reactions and decisions, which could be detrimental in fast-paced, 
dynamic navigational tasks. 
 
It should be noted that these interpretations are based on the specific context and task in this study. Other 
tasks or contexts might show different relationships between fixation characteristics and performance. As 
such, it’s crucial to corroborate these findings with additional research, ideally with a larger sample size 
and diverse tasks to increase the generalizability of the results. 

 
 

4.2.2. Scanpaths 

 
In the context of this research, scanpaths are a valuable tool for understanding participants’ visual 
exploration and behavior during the navigation task. They represent the sequence and spatial pattern of 
visual fixations and saccades (rapid eye movements between fixation points) made by the participants 
while interacting with the environment. (Davies et al., 2016) In the current research, scanpaths were 
continuously recorded from the start to the end of the navigation task. This comprehensive tracking led to 
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a large volume of trajectories, making detailed analysis challenging due to the complexity and density of 
the paths. However, this rich data also allows for insightful observations regarding the distribution of the 
participants’ attention. While the specific trajectory details might be difficult to discern in such a busy 
visualization, we can still discern broader patterns or trends in attention allocation across the navigation 
environment. These overall trends provide valuable insight into areas where participants tend to focus 
their visual attention during navigation tasks. 
 
The following sections provide a selection of participant scanpaths, illustrating some of the observed 
attention allocation trends. However, it should be noted that these are merely samples, and the underlying 
scene keeps changing as the person moves through the Google photospheres. These scan paths are within 
the person’s field of view on the monitor, reflecting their navigational choices and gaze behavior as they 
interact with the dynamic environment. A complete collection of the scanpaths for all participants can be 
found in Annex 4. 
 
 

 
Figure 27 Scanpath of Participant 02 

In the scanpath of Participant 02, Figure 27 fixations appear to be relatively homogeneously dispersed 
across the screen, indicating an evenly distributed pattern of attention allocation during the task. This 
broad attentional coverage might suggest an exploratory strategy, as the participant did not fixate intensely 
on any specific area. However, a moderate concentration of fixations can be observed towards the center 
of the screen. This central bias is a common finding in eye-tracking research, reflecting a general tendency 
to explore the central region of visual fields (Tatler, 2007). Nonetheless, in this case, the absence of any 
extreme focal points in the scanpath implies that Participant 02 did not consistently concentrate on a 
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single point or area in their field of view. This behavior might indicate a broad, but not in-depth, approach 
to gathering visual information during the navigation task. 
 

 
Figure 28 Scanpath of Participant 03 

 
The scanpath of Participant 03, who performed exceptionally well by completing the task quickly, reveals 
a distinctive pattern. A substantial focus is evident on the center to lower part of the screen, where the 
pavement of the scene is predominantly situated. This heavy fixation on the thoroughfare suggests that 
the participant may have utilized this element of the urbanscape as a primary reference point or cue for 
navigation. Alternatively, they might have been looking for the user interface arrows that Google provides, 
using them as tools to guide their way through the task. 
 
The trajectories, predominantly moving in and out from this central-lower region, further reinforce this 
interpretation. The participant’s eye movements seem to “anchor” on the thoroughfare and then branch 
out to other parts of the scene, only to return to the thoroughfare again. This suggests an iterative visual 
strategy, perhaps continuously referencing the street while exploring other aspects of the environment. 
 
The rest of the scanpath exhibits a more uniformly distributed pattern with no specific focal points. This 
part of the scanpath could represent a secondary level of information gathering, where the participant 
looks beyond the primary reference point (the thoroughfare) to gather additional visual cues from the 
wider urbanscape. It indicates that while the participant prioritizes certain features for navigation, they do 
not ignore the other aspects of the scene. This strategic approach might explain their success and 
efficiency in completing the navigation task. 
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Figure 29 Scanpath of Participant 07 

 
The scanpath of Participant 07, who completed the task but took a relatively long time, demonstrates a 
different pattern from those who performed well. The participant’s fixations appear evenly distributed 
across the screen with no particular focal points. This dispersion may indicate a lack of a solid strategy or a 
clear reference point, contributing to the participant’s less efficient performance. 
 
Notably, a high number of trajectory lines are apparent within the scanpath. This abundance of lines 
signifies an elevated rate of saccades - rapid, jerky movements of the eyes as they shift focus between 
points. Such a high frequency of saccadic activity may be an indicator of the participant’s restlessness or 
anxiety while navigating. In line with the think-aloud data, Participant 07 mentioned feeling lost multiple 
times during the task. The anxious, frantic searching for visual cues, as represented by the numerous 
saccades, may indeed be a response to this feeling of disorientation. This interpretation offers a plausible 
link between the subjective experience of feeling lost and the objective measures derived from the 
scanpath, reinforcing the complexity and emotional context of navigation tasks. 
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Figure 30 Scanpath for Paricipant 10 

Participant 10’s scanpath presents a slightly different pattern compared to others. This participant’s 
fixations are widely scattered across the entire screen. While most participants tend to concentrate their 
attention within the central area, Participant 10 displays a high degree of fixation activity across all areas, 
including the corners of the screen. This behavior, combined with the participant’s unsuccessful 
completion of the task, suggests a lack of a focused navigation strategy or difficulties in effectively utilizing 
visual cues from the environment. 
 
A noteworthy aspect of this participant’s scanpath is the apparent linear formation of fixations running 
from the lower-center towards the middle of the screen, which corresponds with thoroughfare in the 
scene. This may indicate a reliance on the pavement as a navigational reference, yet it does not seem to be 
sufficient to aid the participant in successful task completion. 
 
Additionally, the scanpath exhibits trajectories that extend in all possible directions. Contrary to other 
participants who predominantly have trajectories moving outwards and then back towards the screen 
center, Participant 10’s eye movements are significantly more disordered and unpredictable. This chaotic 
pattern may reflect a state of confusion or uncertainty, corroborating with the participant’s unsuccessful 
task completion. This observation underlines the potential impact of the lack of a consistent and effective 
visual strategy on task performance. 
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4.2.3. Fixation Clustering 

 
In this study, the use of Gaussian Mixture Model (GMM) for fixation clustering was extended to 
distinguish between successful and failed attempts at the navigation task. This allowed for a separate 
examination and comparison of the scanpaths between these two groups. The attention patterns, in the 
form of fixation clusters, were identified individually for participants who successfully completed the task 
and those who failed to do so. This distinction provided deeper insights into the variances in visual 
attention and navigation strategies between the successful and unsuccessful participants. 

  
Figure 31 GGM for Successful Participants 

 
Figure 32 GGM for Failed Participants 

 
The Intersection over Union (IoU) is a metric used to quantify the percentage overlap between two 
clusters. A higher IoU score indicates a larger overlap. In this case, the IoU of 0.683 suggests a substantial 
overlap between the fixation clusters of successful and unsuccessful participants, indicating that both 
groups exhibited similar patterns of visual attention during the navigation task. This result could also be 
reflective of the central bias in eye tracking, where participants have a natural tendency to focus on the 
center of the screen, regardless of their success in the task. 
 

Metric value 
Intersection over Union:  0.6831610044313147 

Centroid Distance:  8.43967318551894 px 
Table 8 IoU and Centroid Distanc Results for GMM 

 
Centroid distance, on the other hand, measures the distance between the centers (or ‘centroids’) of two 
clusters. In this analysis, the centroid distance is 8.44 px, implying that there is some divergence between 
where successful and unsuccessful participants fixated most frequently. However, given the high IoU, this 
divergence might not indicate a significant difference in overall attention distribution. In other words, 
both successful and unsuccessful participants tended to focus on similar areas of the urbanscape, but the 
most concentrated points of fixation (the centroids) were somewhat distanced. 
 
To summarize, these results suggest that while there are some minor differences in exact fixation points, 
successful and unsuccessful participants exhibited largely similar patterns of visual attention during the 
navigation task. This finding provides valuable insights into the shared strategies used by participants, 
irrespective of their task success. Further investigation is needed to understand the subtleties that might 
differentiate successful navigation from unsuccessful attempts. 
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4.3. Hausdorff Distance Results 
 
In the present analysis, deviation from the optimal path is quantified using the Hausdorff distance. This 
measure indicates the extent to which a participant deviated from the optimal path, defined here as the 
shortest route between start and end points of the navigation task. A lower Hausdorff distance signifies a 
closer adherence to the optimal path, whereas a higher Hausdorff distance reveals a greater deviation from 
that path. It’s important to note, however, that a greater deviation from the shortest distance does not 
necessarily imply inefficiency. Participants could reach the destination very efficiently through an alternate 
path, such as by using a parallel street. Thus, the use of Hausdorff distance, while valuable, may not fully 
encapsulate the complexity of individual navigation strategies in the task. 
 
The analysis of Hausdorff distances reveals varying degrees of path efficiency among the participants. As 
can be seen in the Figure 33 and Figure 34 Participants 03 and 09 demonstrate the smallest Hausdorff 
distances (71.49m and 71.55m respectively), indicating that they adhered more closely to the optimal path 
compared to other participants. 

 

 
Figure 33 Map of Hausdorff distance for Participant 03 

 
Figure 34  Map of Hausdorff distance for Participant 09 

 
Participants 06 and 08 also display relatively small Hausdorff distances, which suggests they too followed 
efficient paths that deviated minimally from the optimal trajectory. 
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Figure 35  Hausdorff Distance for Participant 06 

 
Figure 36  Hausdorff Distance for Participant 08 

 
For Participants 01, 04, and 05, their Hausdorff distances were moderate. For Participant 04, the 
Hausdorff distance was moderate, despite taking a lot of back-and-forth movements in the pathfinding. 
This indicates that, although there were many directional changes, the participant did not deviate 
significantly from the optimal route. 
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Figure 37 Hausdorff Distance for Participant 01 

 

 
Figure 38 Hausdorff Distance for Participant 04 

 

 
Figure 39 Hausdorff Distance for Participant 05 

 
Figure 40 Hausdorff Distance for Participant 12 

 
In contrast, Participants 02, 07, 11, and 13 recorded high Hausdorff distances, suggesting they significantly 
deviated from the optimal path and their chosen routes were likely less efficient. 
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Figure 41 Hausdorff Distance for Participant 02 

 

 
Figure 42 Hausdorff Distance for Participant 07 

 

 
Figure 43 Hausdorff Distance for Participant 11 

 
Figure 44 Hausdorff Distance for Participant 13 

 
Most notably, Participant 10 recorded a Hausdorff distance of 1240.18, the largest among all participants. 
This high value indicates a substantial deviation from the optimal path, hinting at a possibly inefficient 
navigation strategy employed by this participant. 
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Figure 45 Hausdorff Distance for Participant 10 

 
In the Table 9, the directed Hausdorff distances are calculated in two directions: the forward distance 
from the optimal route to the participant’s route, and the backward distance from the participant’s route 
to the optimal route. In this study, the mean Hausdorff distance is found to be equal to the mean forward 
Hausdorff distance, at 421.19m. This occurs because the final Hausdorff distance for each comparison is 
taken as the maximum of the forward and backward distances, and in this case, the forward distance is 
greater for each comparison. The term ‘forward’ refers to the directed distance from the optimal route to 
the participant’s route, while ‘backward’ refers to the directed distance from the participant’s route to the 
optimal route. These directional measures provide a comprehensive comparison, capturing the 
dissimilarity in both directions, which is particularly relevant in the comparison of routes. The statistical 
analysis reveals certain patterns in the participants’ navigational abilities: 
 

Metrics Value 
Mean Hausdorff distance 421.19m 

Mean forward Hausdorff distance 421.19m 
Mean backward Hausdorff distance 157.92m 

Standard deviations of Hausdorff distances 338.82m 
Standard deviations of forward Hausdorff distances 338.82m 

Standard deviations of backward Hausdorff distances 97.45m 
Table 9 Hausdorff Distance Descriptive Statistics 
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The average Hausdorff distance, which measures deviation from the optimal path, is 421.19m for all 
participants. This indicates that, on average, participants’ paths deviated by 421.19m from the most 
efficient route. However, the standard deviation of Hausdorff distances is relatively high at 338.82m, 
suggesting considerable variation among participants’ navigation skills. This large standard deviation 
implies a wide disparity in path selection, with some participants closely aligning with the optimal path and 
others veering significantly off course. 
 
Interestingly, the mean forward Hausdorff distance, measuring from the optimal route to the participant’s 
route, is equal to the mean Hausdorff distance at 421.19m. The mean backward Hausdorff distance, 
measuring from the participant’s route to the optimal route, is significantly lower at 157.92m. This 
discrepancy suggests that the dissimilarity is more pronounced when considering the distance from the 
optimal route to the participant’s route. The standard deviations for forward and backward Hausdorff 
distances stand at 338.82m and 97.45m, respectively, indicating a higher degree of variation in the 
participants’ alignment with the optimal route in the forward direction. This could reflect differing levels 
of proficiency or strategy among the participants in navigating towards the optimal path. 
 

4.3.1. Hypothesis testing 

4.3.1.1. Mann-Whitney U Test for Hausdorff Distance 

 
The Mann-Whitney U test has been applied to assess the relationship between Hausdorff distance and the 
performance outcome of the participants (either ‘passed’ or ‘failed’). The U statistic of 2.0000 suggests a 
distinct difference between these two groups. A smaller U statistic indicates a more significant difference 
between the two groups. The p-value is 0.0344, which is less than 0.05, indicating that there is a 
statistically significant difference in Hausdorff Distance between participants who ‘Passed’ and those who 
‘Failed’. We can infer that the ‘Passed’ and ‘Failed’ groups follow significantly different paths from the 
optimal route.  
 
The results obtained from the Mann-Whitney U test suggest a significant relationship between Hausdorff 
distances and task success. This affirms the hypothesis that adherence to the optimal path is associated 
with task performance. Simply put, lower Hausdorff distances, implying less deviation from the optimal 
route, are observed more frequently among participants who successfully completed the task. Conversely, 
higher Hausdorff distances, indicating greater deviations, are observed more often among those who did 
not complete the task successfully. 
 
These findings underscore the significance of route optimization in navigational tasks. Such implications 
could extend to real-world applications, such as in the design of navigational tools, the establishment of 
training programs, and the development of strategies to improve navigational efficiency across various 
contexts, from driving to trekking to traversing intricate facilities. 
 
Notably, while the statistical test does highlight a significant difference, it does not elucidate the magnitude 
or practical significance of the observed difference. The correlation between Hausdorff distance and task 
performance, while statistically significant, does not necessarily imply that all individuals with higher 
Hausdorff distances will fail, or that all with lower Hausdorff distances will succeed. The existence of 
other influential factors should be considered, and the possibility of individuals overcoming deviation 
through problem-solving strategies or other skills cannot be dismissed.  
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4.3.1.2. Spearman’s Rank Correlation 

 
The selection of Spearman’s Rank Correlation as the statistical method for this dataset and research 
objectives was driven by its unique advantages suitable for the specific characteristics of the data at hand. 
As a non-parametric statistical procedure, Spearman’s correlation is ideal for this study due to the 
relatively small sample size, suggesting that the data may not strictly adhere to a normal distribution. 
 
This method’s distinctive sensitivity to data rankings, not absolute values, proves beneficial when 
examining relationships between variables measured on different scales or units, such as the Hausdorff 
distance and Overall Fixation Duration in the present study. Furthermore, unlike Pearson’s correlation, 
Spearman’s correlation has the capacity to identify both linear and non-linear monotonic relationships, an 
ability that is particularly advantageous given the possible non-linear relationships between variables in the 
dataset. 
 
Another essential factor in choosing Spearman’s correlation is its robustness against outliers. Since the 
computation of Spearman’s correlation relies on data ranks rather than raw data, it demonstrates stronger 
resistance against potential outlier values, thereby enhancing the reliability of the analysis. Thus, in light of 
the nature and objectives of the current study, Spearman’s Rank Correlation was considered the most 
judicious selection, bearing in mind that the choice of statistical test largely depends on the dataset’s 
specific characteristics and research goals. 

 
Hausdorff Distance and Overall Fixation Duration 
The correlation coefficient is 0.7318, which is a strong positive correlation. This suggests that as the 
Hausdorff Distance increases (meaning participants deviate further from the optimal path), the Overall 
Fixation Duration also increases. The p-value is 0.0045, which is less than 0.05, indicating a statistically 
significant correlation. This result implies that there is a significant relationship between the path deviation 
and the overall fixation duration. 

 
Hausdorff Distance and Avg. Fixation Duration 
The correlation coefficient is -0.0770, suggesting a weak negative correlation, indicating that as the 
Hausdorff Distance increases, the Average Fixation Duration slightly decreases. However, considering the 
p-value of 0.8025, which is larger than 0.05, we fail to reject the null hypothesis. This result means there’s 
no statistically significant correlation between Hausdorff Distance and Average Fixation Duration. Hence, 
the extent of deviation from the optimal path doesn’t significantly impact the average duration of 
fixations. 

 
Hausdorff Distance and Fixation Count 
The correlation coefficient between Hausdorff Distance and Fixation Count is 0.6713, suggesting a 
moderately strong positive correlation, indicating that as the Hausdorff Distance increases, the Fixation 
Count also increases. The p-value is 0.0120, which is less than 0.05, indicating a statistically significant 
correlation. While this correlation implies a significant association between the amount of deviation from 
the optimal path and the number of fixations, it is worth considering that the correlation may also be 
influenced by other factors. Specifically, as pointed out by the supervisors, this correlation might be 
expected due to the time taken to complete the task and the opportunities to look around as a result of 
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wandering more. A person who wandered more would naturally have had more time and street space to 
look around, which may contribute to the observed correlation. Therefore, while the correlation is 
statistically significant, the interpretation should be made with an understanding of these underlying 
dynamics that might also be at play. 
 
Additionally, this deviation is significantly correlated with both the Overall Fixation Duration and the 
Fixation Count. This implies that participants deviating more extensively from the optimal path tend to 
demonstrate a higher number of fixations and a lengthier overall fixation duration. Such observations 
could be interpreted as an indication that the navigational task becomes increasingly demanding for 
participants straying from the optimal route, prompting more frequent and longer fixations as they 
attempt to navigate. 
 
However, it is worth noting that there was no substantial difference observed in the Average Fixation 
Duration between participants deviating more from the optimal path and those staying closer. This 
suggests that while the total duration and number of fixations tend to increase with greater deviation, the 
duration of individual fixations remains relatively consistent. This may indicate that as participants face 
more complex navigational tasks, they tend to examine their environment more frequently and for longer 
overall durations, but without extending the duration of individual fixations. This trend might suggest a 
heightened need for environmental scanning or surveying, rather than an increased depth of processing or 
interpretation at each point of interest.  
 
These findings collectively provide support for the Hypothesis 3, suggesting that the way participants 
visually engage with their environment (as indicated by fixation metrics) is indeed related to the efficiency 
of their navigational choices (as indicated by the deviation from the optimal path). 

4.4. Analysis of Think-Aloud Responses 

 
Analyzing the table provides valuable insights into the relationship between participants’ performance 
(Succeed/Failed), their pathfinding activities, and instances of disorientation during the think-aloud tasks. 
 

Participant Group 
Pathfinding 
Instances 

Pathfinding 
Duration (s) 

Disorientation 
Instances 

Disorientation 
Duration (s) 

01 Succeed 6 54 3 24 
02 Succeed 22 141 16 77 
03 Succeed 14 93 2 13 
04 Succeed 17 78 11 39 
05 Succeed 13 66 4 30 
06 Succeed 9 78 1 4 
07 Succeed 28 148 14 50 
08 Succeed 9 65 0 0 
09 Succeed 19 105 4 12 
10 Failed 24 252 12 89 
11 Failed 55 222 13 52 
12 Succeed 20 92 1 4 
13 Failed 59 325 24 182 

Table 10 Think-Aloud Code Counts and Durations 
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Pathfinding Instances and Duration: It’s observed that participants who failed the task generally had 
more pathfinding instances and spent longer periods on pathfinding compared to those who succeeded. 
Participant 11 and 13, who failed the task, had the highest number of pathfinding instances (55 and 59, 
respectively) and spent the longest time on pathfinding activities (222 and 325 seconds, respectively). This 
suggests a possible difficulty in understanding or navigating the task environment, which may have 
contributed to their failure. 
 
Disorientation Instances and Duration: Similarly, participants who failed the task had a higher 
frequency of disorientation instances and spent a more extended time disoriented. This is particularly 
noticeable for Participant 13, who experienced 24 disorientation instances with a total duration of 182 
seconds - the highest across all participants. This indicates a strong relationship between the frequency 
and duration of disorientation and task failure. In contrast, Participant 8 who successfully completed the 
task had no disorientation instances, suggesting a clear understanding and smooth navigation of the task 
environment. 

 
 
Interplay between Pathfinding and Disorientation: Participants who struggled with pathfinding also 
seemed to experience more disorientation. The correlation between high pathfinding instances and high 
disorientation instances, particularly among those who failed the task, suggests these two factors may work 
in tandem, affecting a participant’s ability to succeed in the task. 
 
Successful Participants’ Behavior: Successful participants generally had fewer pathfinding and 
disorientation instances, and they spent less time on these activities. However, it’s worth noting that the 
relationship between these variables and success is not straightforward. For instance, Participant 7 
succeeded despite having 28 pathfinding instances (the highest among those who succeeded) and spending 
148 seconds on pathfinding. This could indicate other factors at play, such as the effectiveness of the 
pathfinding strategies used, rather than just the number of instances or duration. 
 

Spearman’s rank correlation value 
Pathfinding and Disorientation Instances 0.7959 
Pathfinding and Disorientation duration 0.7342 

Table 11 Spearman’s rank correlation between think-aloud’s codes 
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As shown in Table 11, the Spearman’s rank correlation coefficients between instances of pathfinding and 
disorientation, and between pathfinding duration and disorientation duration, were found to be 0.7959 
and 0.7342, respectively. These values reveal intriguing relationships among the measured variables. The 
strong positive correlation of 0.7959 between instances of pathfinding and disorientation indicates that 
participants who frequently engaged in pathfinding also experienced more instances of disorientation. This 
could reflect a complexity in navigation or perhaps a link between the very act of pathfinding and the 
occurrence of disorientation. Similarly, the moderately strong positive correlation of 0.7342 between 
pathfinding duration and disorientation duration suggests that participants who took longer to find their 
paths also tended to be disoriented for more extended periods. This relationship might imply that the 
longer time spent in pathfinding is associated with an increase in confusion or uncertainty during 
navigation. Both correlations highlight a complex interplay between pathfinding and disorientation, 
whether in instances or duration, revealing a nuanced understanding of participants’ navigation skills and 
strategies. 

 
This analysis underscores the importance of considering both the quantitative and qualitative aspects of 
task navigation. While the number of instances and the time spent on pathfinding and disorientation can 
provide a quantitative measure of participants’ struggles, qualitative analysis might reveal more about the 
nature of these struggles, the strategies used to overcome them, and why these strategies were or were not 
effective.  
 
Though the standalone analysis of “think-aloud” results may not highlight specific problems, further 
investigation is undertaken to provide a clearer understanding. By combining “think aloud” data with 
other information, the following sections aim to draw more comprehensive insights. The purpose of this 
integrated approach is to yield a richer interpretation of the results. 

4.5. Comprehensive Data Fusion: Integrating Spatial Data, Eye-Tracking, and Think-Aloud Data 

 
The analysis and interpretation conducted in this research primarily involved visual methods, comprising 
several datasets to deliver a detailed, comprehensive understanding. These datasets were mainly used to 
capture and analyse specific moments during a navigational task where participants paused to assess their 
environment. Each participant’s route was visualized in a three-dimensional plot to enhance the 
distinction of observation points. This graphical representation utilized the X and Y axes for geographic 
coordinates and the Z axis for normalized fixation duration at each point. Normalization in this context 
ensures that fixation durations across various observation points are standardized, allowing for easy 
comparison and interpretation. By transforming the raw durations into relative values, the process 
emphasizes the patterns or trends in participants’ behaviors rather than the absolute values, providing a 
clearer understanding of the underlying phenomena. Essentially, each bar in the plot represented a unique 
observation point. 
 
Furthermore, each of these observation points was enriched with a stacked bar chart. This chart illustrated 
the duration of fixation on various objects at each point. While an attempt was made to include all objects 
from the navigation task in the plots, certain objects might not be clearly visible due to limitations in 
visualization. 
 
A notable analytical challenge was presented when participants chose to retrace their steps along the same 
path. This resulted in overlapping lines and data points, thereby obscuring the clarity of individual paths 
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and associated think-aloud data. Despite this recognized limitation, solutions to this issue are beyond the 
scope of the current research. 
 
Another layer of the analysis encompassed the think-aloud data, adding a further dimension to the 
understanding of the participants’ experiences. For this part of the analysis, the verbal responses were 
classified into two categories - pathfinding and disorientation. Represented by the colours green and red 
respectively, these categories were included in all of the plots. However, it is important to note that the 
spatial accuracy of these codes may not be completely precise due to participants’ delay in verbal response 
or their inability to articulate their exact thoughts. 
 
Detailed plots for each participant are provided in Annex 5, with a select few discussed below for better 
understanding. 

 

 
Figure 46 Fixation and Think-aloud Data Fusion for Participant 02 

In Figure 46, Participant 02’s route shows increased fixation duration at the start of the survey. This 
suggests that the participant was gathering more information about their environment before proceeding. 
There was a significant amount of pathfinding at the intersections and around the cathedral in Florence, 
which is noticeable as a loop in the middle of the map around the coordinates 600, 250. This participant 
exhibited a tendency to circle around the cathedral while trying to locate the third landmark. The 
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participant felt disoriented at this point, as reflected by the disorientation codes recorded. The participant 
also retraced their steps after entering an alley, marking another instance of disorientation. 
 
 

 
Figure 47 Fixation and Think-aloud Data Fusion for Participant 05 

In Figure 47, it is evident that Participant 05 followed a relatively short path to the endpoint. Two distinct 
features are noticeable in this path: first, there is an observation point where the participant appears to 
have felt disoriented, fixating on the street scene for an extended period, likely in search of a visual cue. 
Second, close to the cathedral of Florence at a turning point in the route, the participant fixated for a more 
extended duration on the church object, specifically the cathedral of Florence. This behavior suggests an 
effort to recognize the landmark and navigate towards the final destination. 
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Figure 48 Fixation and Think-aloud Data Fusion for Participant 10 

 
Participant 10’s performance, depicted in Figure 48, showed a tendency to take straight routes until 
reaching boundaries, after which the participant relied more heavily on decision-making at intersections. 
This change in strategy, marked by a visible increase in disorientation codes, coincided with the participant 
feeling increasingly lost. 
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Figure 49 Fixation and Think-aloud Data Fusion for Participant 11 

 
In Figure 49, Participant 11 took a different approach. The participant took the time to understand the 
environment, pausing frequently and demonstrating varied fixations on different objects at observation 
points. However, as the participant got closer to the end of the task, the participant felt increasingly 
disoriented and was unable to complete the task. 
 
Participant 13, represented in Figure 50, exhibited a clear pattern of trying out different routes until the 
participant felt disoriented, at which point the participant would decide to either change the route or 
retrace the steps. As the task progressed, a noticeable decrease in fixation duration suggests a growing 
sense of fatigue or confusion. 
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Figure 50 Fixation and Think-aloud Data Fusion for Participant 13 

 
To conclude, this visual analysis provides valuable insights into how participants navigated their routes, 
their decision-making processes, and the challenges they encountered. These findings underscore the 
importance of examining spatial and temporal data to better understand human navigation behaviours, 
thereby contributing to ongoing research in this field. 
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5. CONCLUSION AND FUTURE WORK 

5.1. Conclusions 

 
n this research, an integrated approach was employed to gain a comprehensive understanding of visual 
behavior and navigation strategies in a navigation task setting. The core of this methodology involved the 
use of eye-tracking data, interpreted in conjunction with semantic segmentation, allowing for the 
identification and analysis of fixated objects in the urbanscape. In addition to visual analysis, the study 
incorporated spatial consideration. The following sections provide responses to the research questions 
posited at the beginning of this study. 
 
1. What are the urbanscape objects that pedestrians tend to fixate on during the process of self-
navigation in an unfamiliar urban environment with a nearby mapped destination, and without 
defined routes or navigational tools? 
The primary focus of this research was to identify the objects that individuals fixate on while navigating an 
unfamiliar urban environment. Buildings emerged as the most commonly observed and fixated objects, 
suggesting their pivotal role as navigational guides in unfamiliar territories. However, individual variations 
in navigational strategies were uncovered, with different participants fixating on various objects such as 
thoroughfares and vehicles. Limitations with the use of Google Street View present challenges in fully 
capturing the real experience of urban navigation. Future research involving mobile eye trackers in an 
actual physical environment could provide more comprehensive insights. Additional exploration of 
secondary objects might further contribute to our understanding of pedestrian navigation. 
 
2. What are the patterns in duration and frequency of fixations seen across pedestrians, how do 
they differ among individuals, and how do these patterns reflect the navigational behaviors of the 
participants? 
The examination of fixation behaviors and visual processing strategies revealed subtle and individualized 
patterns among pedestrians. Statistically significant differences were uncovered between participants who 
“Passed” and “Failed” the task in terms of overall fixation duration and fixation count, challenging 
conventional assumptions about fixation being indicative of better performance. This study highlights 
both shared and individual strategies in navigation and processing information, emphasizing the 
importance of efficiency in scanning. Overall, the research presents a view of navigation where rapid and 
efficient visual engagement might be more critical than previously thought, opening doors for further 
investigation. 
 
3. What is the relationship between pedestrians’ fixation patterns on urbanscape objects and their 
navigation performance in terms of successful reaching of the mapped destination? 
The analysis of navigation performance and relationships between fixation patterns offered valuable 
insights. Distinct differences were identified between participants who successfully completed the task and 
those who did not. The findings affirm that closely following the optimal path leads to more successful 
navigation, while greater deviations are associated with failure. The study also identified correlations 
between deviation from the optimal path and various aspects of fixation behavior. These insights have 
profound implications for real-world applications, including the design of navigational tools and training 
programs. The results reflect the nuanced nature of navigation and open avenues for further exploration 
in various scenarios. 
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4. Based on the understanding of the key urbanscape objects that attract pedestrians’ visual 
attention during self-navigation, what insights and recommendations can be provided for urban 
design and planning? 
Addressing the research question, the current study reinforces the idea that buildings, especially their 
facades, play a vital role in shaping an individual's understanding of an urban landscape. However, it's 
crucial to recognize that nuances of facade distinction may require further exploration. Future research 
might shed more light on how these architectural elements influence navigation. Thoroughfares also 
emerged as significant points of fixation. The study suggests the potential value in incorporating unique 
navigational cues into pedestrian pathways, adding to the importance of pedestrian-friendly cities. The 
insights provided here are context-specific, and further research will be instrumental in forging 
comprehensive and nuanced guidelines for urban design and planning. 
 
This research contributes an analysis that examines the complex relationship between urban architecture, 
and human navigation. It also revealing insights into human visual processing and navigation. The study 
acknowledges certain limitations, such as its reliance on a 2D environment, highlighting potential areas for 
further exploration that may enhance both theoretical understanding and practical application in the field. 
The findings lay a foundational understanding upon which future research can expand, potentially 
impacting urban planning in a broader context. 

 

5.2. Future Directions and Limitations of the Research 

 
This study presents several limitations that must be considered. First, the use of a 2D environment based 
on Google Street View does not entirely capture the complexity of navigating in a real 3D city. The results 
may be influenced by this difference in dimensionality. Future work could employ immersive 3D 
platforms or even consider mobile eye tracking in actual urban contexts for more realistic and robust 
findings. 
 
Secondly, both the semantic segmentation model and the NLTK label classifications used in this study, 
though proficient in their tasks, have room for improvement. The segmentation model could benefit from 
enhanced object detail recognition, providing more granular classifications beyond broad categories like 
“building.” Likewise, more refined NLTK label classifications could yield a richer understanding of the 
data. 
 
The third limitation is related to the computational demands and downsampling to lower FPS. The slow 
processing speed of the semantic segmentation model not only restricted the sample size but might have 
obscured patterns in the data. Additionally, the cost of the hardware required for optimal performance 
could be a barrier for some researchers. 
 
Future research directions should address these limitations. Adopting 3D environments or actual on-site 
mobile eye tracking, using more sophisticated semantic segmentation models capable of recognizing 
intricate object details, and improving NLTK label classifications would be promising avenues. 
Additionally, employing faster or more efficient models and leveraging higher frequency and precision 
data would enable studies with larger sample sizes and more accurate results. 
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These advancements would not only mitigate the current study’s limitations but also contribute to a 
deeper understanding of the complex interplay between urban design and human navigation. By focusing 
on these areas, future research can build on this study’s foundation, offering valuable insights and tools for 
both researchers and practitioners in the field. 
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APPENDIX 

Annex 1: Eye-Tracking Study on Navigation in an Unfamiliar Urban Environment Protocol 
 

Protocol Eye-Tracking Study on Navigation in an Unfamiliar Urban Environment 
Objective The objective of this study is to understand how individuals navigate in an unfamiliar 

urban environment using eye-tracking technology. 

Participants University students will be recruited on campus to participate in the study. 

Materials Computer with internet access 
API of Google Street View (Local server) 
Eye-tracking device (Tobii Fusion pro) 
Microphone 
Mouse and Keyboard 

Introduction Participants will be greeted by the researcher. 
An overview of the study’s objective will be provided, emphasizing the focus on 
understanding navigation in unfamiliar urban environments using eye-tracking 
technology. 
Participants will be introduced to the eye-tracking technology and its role in monitoring 
eye movements during the navigation task. 

Task Participants will be presented with an environment created using the Google Street 
View API, with the bottom left corner map removed. 
The main task objective will be clearly communicated: to navigate from Point A, 
situated in front of Basilica di San Lorenzo, to Point B, located in front of Piazza della 
Signoria. 
The navigation task will conclude when the participant detects the third landmark and 
positions themselves in the plaza in front of it. 

Introductory 
Video 

A video will be shown to enhance participants’ familiarity with the study area, featuring 
a 2D map of Florence and marking the start and end points. 
Three landmarks will be introduced during the video to assist participants in navigation. 
 

Landmark 
Descriptions 

Visual descriptions of each landmark will be provided, highlighting their distinctive 
characteristics. 
Basilica di San Lorenzo: 

 Medium dome visible from various angles. 

 Brick walls surrounding the building. 

 A long wall attached to the building. 
 
Florence Cathedral: 

 White marble building with distinctive features. 

 A prominent dome that can be seen from various locations. 

 A large adjacent tower. 
 
Piazza della Signoria: 
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 A tower attached to a building in the vicinity. 

 Brick exterior around the plaza. 

 A spacious plaza serving as the final point of the navigation task. 
Navigation 
Instructions 

Participants will use a mouse or keyboard to control movement within the virtual 
environment. 
Alternative methods for movement (arrow keys or arrow shapes on the pavement) will 
be advised in case images do not function optimally during navigation. 
Participants will be made aware of possible image rotations between each image and 
encouraged to adapt their movements to maintain accurate spatial orientation. 
The use of the mouse scroll function will be discouraged to avoid potential errors in 
research data. 

Calibration and 
Eye-Tracking 

Setup 

Participants will be seated comfortably in front of the eye tracker to minimize 
unnecessary movement. 
The “Tobii Pro Eye Tracker Manager” software will be used to assess the eye tracker’s 
detection of participants’ eyes and ensure optimal positioning. 
A calibration process will be conducted, where participants follow a moving dot on the 
screen with their eyes, establishing accurate and personalized gaze mapping. 

Think-Aloud 
Analysis 

Participants will engage in a “think-aloud” process, articulating their thoughts, 
decisions, and strategies aloud during navigation. 
The researcher may prompt participants with relevant questions if continuous 
verbalization is lacking. 

Think-Aloud 
Prompts 

During the navigation task, if a participant forgets to maintain the think-aloud 
verbalization, the researcher will use the following prompts to encourage participants to 
express their thoughts explicitly: 
 

 “What are you thinking right now?” 
 “Where do you want to go?” 
 “What do you think of this place?” 
 “Do you feel you’re on the right track?” 
 “Do you know where you are going?” 
 “Do you feel lost?” 

 
The prompts will be used to facilitate the continuous expression of participants’ 
thoughts and ensure a consistent stream of verbalization throughout the navigation 
task. 

Duration Participants will be informed that the navigational task has no predetermined time limit. 
However, the researcher may conclude the task if certain conditions are met, such as 
significant distance from the endpoint, task duration exceeding 20 minutes, or 
participant feeling completely lost. 

Instructions and 
Support 

Participants will have the opportunity to ask questions and seek clarification before 
beginning the task. 
Necessary instructions and support will be provided as needed. 

Confidentiality 
and Data Usage 

Participation in the study will be optional, and data will be treated confidentially for 
research purposes. 
Pseudonyms will be used instead of personal information to protect participants’ 
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privacy. 
Data collected will include demographic information, eye tracking data, and audio 
recordings during the think-aloud process. 
Participants will be asked to provide informed consent to participate in the survey. 

Post-Survey 
Results Sharing 

After completing the survey, participants will be shown eye tracking data and given a 
visual representation of their navigation. 
Participants will receive a small token of appreciation (e.g., chocolate) for their 
involvement. 

Conclusion Upon the completion of the study, the researchers will analyze the eye tracking data to 
gain insights into how individuals navigate in an unfamiliar urban environment. The 
findings will be shared with relevant stakeholders to contribute to the understanding of 
human navigation and eye movement patterns in such environments. 
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Annex 2: Overal Label Change 
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Annex 3: Figures related to Participants Gaze and Fixation on Objects During Navigation. 
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Annex 4: Figures related to Participants Eye movement and Fixation Throughout Navigation Survey 
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Annex 5: Figures related to Fixation and Think-aloud Data Fusion for Participants 
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