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Abstract

The Global Positioning System (GPS) has become the de facto standard for outdoor
positioning, but it has several shortcomings when used indoors. To overcome these
limitations, Indoor Positing Systems (IPSs) have been developed. Although various
technologies are available for IPSs, no single standard has been established. Blue-
tooth Low Energy (BLE), a technology known for its global usage, low cost, and
power efficiency, is one such technology. The introduction of the direction finding
feature in BLE has significantly improved the accuracy of position estimation.

The Bluetooth SIG does not assign a specific algorithm for direction finding,
which opens up opportunities for exploring Direction of Arrival (DoA) estimation al-
gorithms within the context of Bluetooth technology. This thesis primarily focusses
on Uniform Rectangular Arrays (URAs), as Uniform Linear Arrays (ULAs) are exten-
sively covered in literature. It compares the theoretical accuracy with results from a
commercially available URA. Additionally, the computational complexity of DoA es-
timation algorithms was examined, providing an analysis among the algorithms as
well as between a ULA and URA. Furthermore, this thesis explores potential config-
urations based on the Bluetooth Core Specifications and investigates techniques to
reduce the argument spread to potentially improve the accuracy.

The thesis starts with the background theory, introduces BLE with an emphasis
on the direction finding feature. It delves into the principle behind direction finding,
starting with a ULA and extending to a URA. Furthermore, data models for both
arrays are defined for use throughout the thesis.

Based solely on the Bluetooth Core Specifications, eight configurations of tag
and anchors were identified. These configurations were dependent on the com-
munication mode, direction finding method, and antenna composition. The rate at
which a Constant Tone Extension (CTE) could be retrieved was also investigated,
as it determined the rate at which the incident angle could be estimated. This rate
was found to be dependent on the communication mode, either connectionless or
connection-oriented, with a minimum time of 7.5 ms between two packets containing
a CTE in the case of a single packet per interval.

Four DoA estimation algorithms were analyzed, including two spectral-based
methods and two parametric methods. The computational complexity of these meth-

\'



Vi ABSTRACT

ods was evaluated for both ULAs and URAs. Spectral-based methods exhibited
higher computational costs, primarily because the entire spectrum needs to be eval-
uated. Shifting from a ULA to a URA resulted in an increase in the spectrum by a
factor of 180 times, a change which was reflected in the computational complexity. In
contrast, parametric methods demonstrated a lower computational complexity, with
less than twofold increase when shifting from a ULA to a URA.

The impact of frequency offset and drift were explored through simulation. Sev-
eral frequency compensation algorithms were introduced and evaluated. The Linear
Least Square (LLS) algorithm proved to be most effective when frequency offset
was present, but less effective in the case of frequency drift. The algorithm was
evaluated on the collected data yielding a Root-Mean-Square Error (RMSE) of less
than 1.2°at a transmit power of 8.5 dBm.

The theoretical accuracy of the DoA estimation algorithms was assessed through
simulations by varying three key parameters: Signal-to-Noise Ratio (SNR), number
of snapshots, and number of antennas. The resulis revealed that increasing the
number of snapshots or antennas only approached a limit, which was dependent on
the SNR.

Field measurements were conducted by using a commercially available antenna
arrays in two anechoic chambers, one without and one with a positioner to accurately
set the incident angle. These measurements allowed for the variation of the three
key parameters. The SNR was varied by adjusting the transmit power. However,
the range in transmit power was insufficient, as the SNR remained excessively high
across all levels of transmit power. A misalignment between tag and anchor was
also observed, leading to counterintuitive results. Despite these challenges, the
influence of the key parameters on accuracy were discernible.

Finally, two methods of antenna compensation were proposed to reduce the ar-
gument spread. Their effectiveness was assessed using the data collected in the
anechoic chamber. Additionally, the influence of the snapshot count on the improve-
ment was evaluated. The findings suggest that the improvements were more signif-
icant at a lower snapshot count.
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Chapter 1

Introduction

1.1 Motivation

The Global Positioning System (GPS) has revolutionized the way individuals nav-
igate and determine their location in outdoor environments. As a well-established
technology, GPS has become the standard for outdoor localization. However, de-
spite its widespread use and success in outdoor environments, GPS is not without
its limitations. When used indoors, GPS often lacks precision or fails entirely. This
is due to a variety of factors, including obstruction from buildings and other physical
barriers.

In order to address the limitations of GPS in indoor environments, Indoor Po-
sitioning Systems (IPSs) have been developed. These systems utilize a range of
technologies to provide accurate location information within indoor spaces. Among
the most commonly employed technologies for indoor positioning are Wi-Fi, Zigbee,
Bluetooth, Radio-Frequency Identification (RFID), and Ultra Wideband (UWB) [1].
Each of these technologies offers unique advantages and capabilities, making them
well-suited for indoor localization. However, unlike outdoor positioning where GPS
is widely accepted as the primary technology, there is no single technology that
dominates the field of indoor positioning.

One technology that is widely used as a positioning technology addressing the
increasing demand for high-accuracy indoor localization is Bluetooth Low Energy
(BLE) [2]. One of its primary design goals is to meet the needs of devices with low
power requirements. This makes it an ideal solution for a wide range of applica-
tions. Furthermore, the widespread availability of Bluetooth on most devices has
driven manufacturing costs down, making BLE an accessible and cost-effective op-
tion. With the introduction of Bluetooth Core Specification v5.1 a new capability that
supports high-accuracy direction finding is added [3]. This allows devices equipped
with an antenna array to accurately determine the direction at which the incoming
signal impinges on the antenna array.
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The directions from which signals impinge on an antenna array can be deter-
mined using algorithms known as Direction of Arrival (DoA) estimation algorithms.
These algorithms have been the subject of extensive research in the field of di-
rection finding. In academic literature, the primary focus has been on the Uniform
Linear Array (ULA) antenna. As a result, other types of array antennas, such as
the Uniform Rectangular Array (URA) and Uniform Circular Array (UCA), are not as
widely discussed.

As stated by the Bluetooth Special Interest Group (Bluetooth SIG),

“The Bluetooth SIG will not designate one algorithm as the standard di-
rection finding algorithm, and so the choice of algorithm is left to the
application layer to address. It is believed that this is an area in which
manufacturers and developers can compete.” [4].

This allows for the exploration and evaluation of various DoA estimation algorithms
in the context of Bluetooth technology.

1.2 Research Objective and Questions

This research aims to evaluate the performance of a URA within the context of Blue-
tooth technology and compare it, where appropriate, with a ULA. Given the aim of
this research, several research questions are defined:

1. Based solely on the Bluetooth Core Specifications, what are the unique con-
figurations of tags and anchors, and what rate can the angle of incidence be
estimated?

2. How do computational costs of DoA estimation algorithms compare between
ULA and URA?

3. Considering the Bluetooth technology, what accuracy is theoretical achievable
using DoA estimation algorithms in combination with a URA and how does this
compare to the accuracy of commercially available URAs?

4. What techniques can be used to reduce the argument spread between Blue-
tooth packets on different channels, and how do they affect the accuracy?

In order to ensure feasibility, certain constraints have been established for this re-
search. Firstly, only hardware that complies with the Bluetooth Core Specifications
shall be utilized. Secondly, the anchors and tags will be deployed in an indoor en-
vironment where a Line of Sight (LoS) can be assumed. Lastly, the tag shall be
portable, implying physical and energy constraints.
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1.3 Thesis Outline

The structure of this thesis is organized as follows:

Chapter 2 provides an introduction to BLE, with a special focus on the direction
finding feature. It also explains the general principles of direction finding and
the key assumptions and data models used in this thesis.

Chapter 3 explores and discusses the the unique configurations of tags and
anchors that are possible by BLE and its direction finding feature. It further
investigates the rate at which samples can be collected for estimating the angle
of incidence.

Chapter 4 introduces array signal processing techniques and the DoA estima-
tion algorithms used in this thesis. Additionally, it analyzes the computational
complexity of common operations and algorithms.

Chapter 5 evaluates the performance of DoA estimation algorithms through
simulations. It also examines the effectiveness of frequency compensation
algorithms.

Chapter 6 describes the environmental setup and procedure of the conducted
measurements. It then presents and analyzes the results.

Chapter 7 discusses the primary findings and implications of this thesis.
Chapter 8 concludes the thesis by summarizing the main outcomes. It also
provides recommendations for future work.



CHAPTER 1. INTRODUCTION




Chapter 2

Theoretical Background

2.1 Bluetooth Low Energy

Around since the year 2000, Bluetooth technology revolutionized the way data was
exchanged between two devices [5]. The first version of Bluetooth technology,
known formally as Bluetooth Basic Rate (BR), was incorporated into the earliest
Bluetooth products and provided a raw data rate of 1 Mb/s.

BLE was introduced in version 4.0 of the Bluetooth Core Specification with a
primary design goal of reducing power consumption. This allows devices to operate
for extended periods on battery power. Other design objectives included low cost,
reliability, security, and ease of deployment.

2.1.1 Physical Layer

BLE operates within the 2.4 GHz Industrial, Scientific and Medical (ISM) band, which
ranges from 2400 — 2500 MHz. This band is divided into 40 radio frequency chan-
nels, each with a channel spacing of 2 MHz [6]. The center frequency of each
channel can be defined as 2402+ k-2 MHz, for k € [0, ..., 39]. Of these 40 channels,
three are designated as primary advertising channels. These channels are specifi-
cally selected to minimize the interference from IEEE 802.11 wireless networks [7].
The remaining 37 channels can be used either as secondary advertising channels
or as data channels. These channels are also referred to as general-purpose chan-
nels. Figure 2.1 presents a overview of the BLE channels, detailing their center
frequencies and specific purposes.
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BLE Channels
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Figure 2.1: BLE’s channels and center frequencies

BLE employs Gaussian Frequency Shift Keying (GFSK) modulation with a bandwidth-

bit period product of 0.5. According to the BLE specifications, the modulation index
must fall within the range of 0.45 to 0.55. To represent a binary one, a positive fre-
quency deviation is used. Consequently, a negative frequency deviation is used to
represent a binary zero.

Three modulation scheme variants, where each variant is also referred to as
PHY, are defined [5]. The first variant, LE 1M PHY, uses a symbol rate of 1 Msym/s.
The support of this PHY is mandatory for any BLE device. The second variant, LE
2M PHY, uses a symbol rate of 2 Msym/s. The support of this PHY is optional.
These two PHYs are also referred to as the LE Uncoded PHY. The last variant, LE
Coded PHY, uses the same symbol rate as LE 1M PHY but uses a coding called
Forward Error Correction (FEC). The support for the LE Coded PHY is optional.

One of the challenges faced by wireless technologies is interference. To en-
hance immunity to interference, BLE employs a spread spectrum technique known
as Adaptive Frequency Hopping (AFH). This technique involves changing the chan-
nel based on a channel map at regular intervals. The channel map indicates which
channels are used and which are unused. If a channel performs poorly due to inter-
ference or other sources of noise, it is marked as unused. This helps to maintain the
integrity of the wireless connection and minimize the impact of interference. Table
2.1 provides a concise overview of the key characteristics of BLE.
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Table 2.1: Characteristics Bluetooth Low Energy

Characteristic Details

Frequency band 2.4 GHz ISM band

Channels 40 Channels with 2 MHz spacing
Channel usage AFH

Modulation GFSK

Modulation schemes and data rates LE 1M PHY (mandatory): 1 Mb/s
LE 2M PHY (optional): 2 Mb/s
LE Coded PHY (S=2): 500 kb/s
LE Coded PHY (S=8): 125 kb/s

Modulation index 0.45-0.55

Bandwidth-bit period product 0.5

2.1.2 Link Layer Packet Structure

The LE Uncoded PHY uses the same packet structure across all physical channels.
The structure is comprised of four mandatory fields and one optional field. The
mandatory fields include the Preamble, Access Address, Protocol Data Unit (PDU),
and Cyclic Redundancy Check (CRC). The optional field is the Constant Tone Ex-
tension (CTE). A detailed illustration of this packet structure is shown in Figure 2.2.

Preamble Access Address PDU CRC CTE .
(1 or 2 bytes) (4 bytes) (2-258 bytes) (3 bytes) (16 to 160 ps)

Figure 2.2: LE Uncoded PHY packet structure

The length of the preamble can vary depending on the used PHY. Specifically,
the preamble is one byte for the LE 1M PHY and two bytes for the LE 2M PHY. The
preamble consists of a fixed sequence of alternating zeros and ones and serves
several important functions. These include frequency synchronization, symbol tim-
ing estimation, and Automatic Gain Control (AGC) training.

The second field is the access address, which consists of four bytes. This field is
used by receivers to determine the relevance of the packet. For instance, connected
devices will use the same access address to communicate.

The access address is followed by the PDU. The value of this field is dependent
on the type of the packet. For example, when a packet is transmitted on the primary
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advertising channel, the PDU shall be of the type Advertising Physical Channel.
For a transmitted packet containing data, the PDU shall be of type Data Physical
Channel. The length of this field is dependent on the type and can range from 2 and
258 bytes.

The final mandatory field is the CRC. This field is calculated over the PDU and is
used to detect transmission errors. To avoid long sequences of zeros or ones, BLE
employs data whitening.

The CTE is an optional field that is defined as a constantly modulated series of
unwhitened ones. The duration of the CTE can range from 16 us to 160 ps.

2.1.3 Direction Finding Methods

With the introduction of the Bluetooth Core Specifications Version 5.1 a new direc-
tion finding feature is introduced [8]. This feature offers two methods based on the
same underlying principle. Both methods require one of the devices to be equipped
with an array of antennas. In the first method, Angle of Arrival (AoA), the receiver is
equipped with multiple antennas. These antennas are switched during the reception
of a Bluetooth packet. In the second method, Angle of Departure (AoD), the trans-
mitter is equipped with multiple antennas. In this case, the transmitter switches the
antennas while sending a Bluetooth packet.

Receiver Transmitter

— ~— ~— ~—
N N N S
N NN A A S

N

RN

N

[ Transmitter ] [ Receiver ]
(a) Angle of Arrival (b) Angle of Departure

Figure 2.3: The two BLE direction finding methods

2.1.4 Constant Tone Extension

The CTE is an optional field in the packet structure of the LE Uncoded PHY. The
duration of the CTE can vary between 16 ps and 160 ps. Since no whitening shall
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be applied, the CTE can be seen as a sinusoidal wave with a positive frequency
deviation.

The CTE starts with a 4 us guard period, which is followed by an 8 us reference
period. During this reference period, a sample is collected every microsecond on the
same antenna. Subsequently, the reference period is then followed by a sequence
of alternating switch and sample slots, both of identical length. The duration of these
slots can be either 1 ps or 2 ys and is also referred to as slot duration. The support
for a 2 us slot duration is mandatory, while the 1 ps slot duration is optional.

The direction finding methods allow different configurations for the transmitter
and receiver as shown in Figure 2.4. In the case of AoA, the transmitter consists of
a single antenna sending the CTE. The receiver has to switch and sample according
to the predefined slot duration. In the case of AoD, the transmitter, consisting of mul-
tiple antennas, has to switch its antennas according to the predefined slot duration.
The receiver, consisting of a single antenna, has to sample the signal according to
the predefined slot duration.

Preamble Access Address PDU CRC CTE '
(1 or 2 bytes) (4 bytes) (2-258 bytes) (3 bytes) (16 to 160 pus) !

r T

Continuous transmission
AoA transmit
Guard period Reference period Switch |Sample | Switch |Sample | Switch [Sample [ Switch [Sample| ___ | Switch [Sample| Switch [Sample
AoA _< (4 ps) (8 ps) slot slot 1 slot slot 2 slot slot 3 slot slot 4 slot |slot 73| slot | slot 74
AoA receive: 1 ps slot duration
Guard period Reference period Switch Sample Switch Sample - Swiich Sample
(4 us) (8 ps) slot slot 1 slot slot 2 slot slot 37
x_ AoA receive: 2 ps slot duration
/- Guard period Reference period Switch |Sample | Switch | Sample | Switch | Sample | Switch |Sample| | Switch | Sample [ Switch (Sample
(4 ps) (8 ps) slot slot 1 slot slot 2 slot slot 3 slot slot 4 slot |slot73| slot |slot74

AoD transmit: 1 ps slot duration

Guard period Reference period Sample Sample Sample Sample| __. Sample Sample
(4 ps) (8 ps) slot 1 slot 2 slot 3 slot 4 slot 73 slot 74

AoD receive: 1 ps slot duration

Guard period Reference period Switch Sample Switch Sample . Swiich Sample
(4 us) (8 ps) slot slot 1 slot slot 2 slot slot 37

AcD transmit: 2 ps slot duration

Guard period Reference period Sample Sample I Sample
(4 ps) (8 ps) slot 1 slot 2 slot 37

’\ AoD receive: 2 ps slot duration

Figure 2.4: Structure of the Constant Tone Extension
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2.1.5 Antenna Switching

The switch slots are used to switch between the antennas according to a predefined
pattern. This pattern dictates which antenna is employed during each sample slot.
During the reference period, the first antenna in the pattern is used. Subsequently,
the second antenna in the pattern is employed during the first sample slot. This
procedure continues until the pattern is completed. If the pattern is exhausted before
the end of the CTE, the pattern is repeated from the beginning. The pattern may
comprise any combination of antennas, allowing for the repeated use of the same
antenna or the exclusion of certain antennas.

2.1.6 1Q Sampling

The receiver performs In-phase and Quadrature (IQ) sampling when it receives a
valid Bluetooth packet containing a CTE. It may also perform 1Q sampling even
though the CRC is incorrect. It is crucial that the CTE is sampled at a precise point
during each sample slot. This sample must fall within the 1Q Sampling Window,
which starts 0.125 pus after the beginning and ends 0.125 ps before the end of each
microsecond period. For the 2 ps sample slot, the sampling must be performed
on the latter microsecond. Figure 2.5 illustrates the IQ Sampling Window for both
sample slots.

1 s sample slot

0.125 ps 0.75 ps (IQ Sampling Window) 0.125 ps

< >

1 us slot duration

2 ps sample slot

< >

1us 0.125 ps 0.75 ps (IQ Sampling Window) 0.125 ps

2 s slot duration

Figure 2.5: 1Q sampling slot for a 1 us and 2 ps sample slot
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2.2 Principle of Direction Finding

This section aims to provide a comprehensive explanation on the fundamental prin-
ciples behind direction finding. The concepts and techniques presented are applica-
ble to a wide range of technologies, and as such, the focus will not be limited to BLE
alone. This section begins by outlining the key assumptions used for direction find-
ing and which will be maintained throughout. Subsequently, the concept of direction
finding with a ULA is introduced. This concept is then extended to a URA. Finally, a
data model for both ULA and URA is defined.

2.2.1 Key Assumptions

Before delving into direction finding, several assumptions are made:

1. Far-field assumption. The signal sources are located at a sufficient distance
from the antenna array such that each signal can be considered as a pla-
nar wavefront. The far-field region, also known as the Fraunhofer region, is
typically defined as being at distances greater than 2D?/) from the antenna
array [9]. In this equation, D represents the overall dimension of the antenna
array and X is the wavelength of the signals.

2. Narrowband assumption [10]. The signals emanating from the signal sources
vary slowly over time in amplitude and modulated phase. As a result, the
antennas within the array perceive consistent phase and amplitude. Further-
more, it is assumed that the information conveyed by these signals is confined
to a narrow frequency band in close proximity to the carrier frequency.

3. Additive White Gaussian Noise (AWGN). The noise received at each antenna
in the array is assumed to be independent of the noise received at other an-
tennas. The noise follows a normal distribution with a mean of zero.

4. Isotropic and nondispersive transmission medium. The transmission medium
between the signal source and the antenna array is assumed to be isotopic
and nondispersive. This implies that the physical properties of the medium are
consistent in all directions and do not vary with the direction of signal propaga-
tion. Furthermore, the speed at which the signal travels through the medium
is independent of its frequency.
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2.2.2 Direction Finding using a ULA

SOURCE

ANT1 ANT 2 ANT 3 ANTM

Figure 2.6: Uniform Linear Array

Consider a ULA consisting of M antennas and let d denote the inter-element
spacing. The narrowband signal generated by the source impinges on the antenna
array at an unknown angle 6. Since electromagnetic waves travel at the speed of
light (c) in free space [9], it takes additional time before it reaches the consecutive
antenna. This is illustrated in Figure 2.6. Therefore, a delayed version of the signal is
received by the consecutive antenna. More generally, the delay 7; before it reaches
the ith element is ,

(t—1)r

=" forie[l,..., M|
C

where r denotes the distance that the signal needs to travel between two consecu-
tive antennas.

Using trigonometry, the unknown angle ¢ and the angle between the wavefront
and horizontal axis are congruent. Consequently, the unknown angle can be calcu-
lated as .

@ = arcsin (3>

Measuring the time-based delay between two consecutive antennas is impracti-
cal, as the signal needs to be captured at the speed of light. An alternative method
is to measure the phase difference ¢, between the two antennas. Using an ideal
sinusoidal signal, the distance can be expressed as a function of the phase differ-

ence.:
oA
7"—_

2
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where \ denotes the wavelength of the sinusoidal signal. The relationship between
the wavelength and its frequency f is A = ¢/f. To prevent ambiguity, the distance
between consecutive antennas must be less than or equal to half the wavelength.

It is assumed that the phase of the signal is sampled simultaneously at the anten-
nas. Otherwise, the time difference At between consecutive samples will introduce
a phase offset ¢,sss:. This phase offset is a function of the angular frequency w of
the sinusoidal signal and can be written as

¢offset =At-w

Substituting the distance based on the phase difference, the unknown phase be-

comes
6 = arcsin ﬂ
27d

2.2.3 Direction Finding using a URA

Figure 2.7: Uniform Rectangular Array

The ULA can be extended to a two-dimensional array resulting in a URA antenna.
Consider a URA consisting of M, - M, antennas where d, and d, denotes the inter-
element spacing in specified direction as depicted in Figure 2.7.

Similar to the polar coordinate system used in a ULA, the spherical coordinate
system can be used for a URA. The direction at which the source impinges on the
antenna array can be described using two unknown angles. The angles ¢ and ¢
will be referred to as the azimuth and elevation, respectively. Given a radius r, the
spherical coordinates can be converted to Cartesian coordinates [11]:

x =r-cos(f) - sin(¢)
y =7 -sin () - sin (¢)

z=1-cos(¢)
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Given a Cartesian coordinate, Euler’s formula [11], ¢/* = cos («) + j sin (a), can
be used to determine the azimuth and elevation. Assuming that the radius is one
or the Cartesian values have been scaled accordingly, the Cartesian coordinate can
be expressed as

C=x+7y
= sin (¢) - el?
Consequently, the azimuth angle 6 and elevation ¢ can be obtained

0 — arg (C)
¢ = aresin (|¢])

Where arg (-) and |-| denote the argument and absolute value of a complex number,
respectively.

2.2.4 Data Model ULA

Let s, (¢) be the transmitted narrowband signal coming from the source. This signal
can be expressed as

se(t) = A(t) - cos (2mfet + 1) (1))
where A (t) and v (t) represent the amplitude and phase of the modulated signal,
respectively, while f. denotes the carrier frequency of the signal. The narrowband

assumption states that, for a small time delay 7, the amplitude and phase stay ap-
proximately the same. Mathematically, this implies that

V() = (t—7)
Ay~ A(t—r1)
The complex signal representation of the transmitted signal s, (t) can be ex-

pressed as
5=A (t) eIV | pi2mfat
such that
so=R{A(1)- eIV €j27rfct}

where R {-} denotes the real part of the complex signal. In the equation, A(t) -
eV =3, (t) is defined as the complex envelope also called the complex baseband
equivalent representation of the signal. The narrowband assumption implies that a
small delay 7 only results in a phase offset in the complex envelope

S(t—T)=At—T1)- IV(t=7) | gi2mfe(t—T)
~ A () - el L eminler | it

= Som (t) . e—]27rf07 . eﬂﬂfct
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Before the signal impinges on the first element, the signal must travel a distance
dgq. This will introduce a delay in the signal of 7, = d;/c. Therefore, the complex
signal received by the first element of the ULA array can be expressed as

ST(t) =38 (t —1y)
—= genv (t — Td) . €j27rfc(t77-d)

The extra delay that the signal needs to travel to impinge on the ith antenna
compared to the first antenna can be expressed as

dsin (6)

C

Consequently, the signal received by the ith element can be expressed as

§i (1) = 51 (t =)
& Senp (t _ Td) cei2nferi | pi2mfe(t=Ta)

Observe that %l sin (6) = #4sin (6) is a constant if both the source and des-
tination are stationary. Additionally, the wavelength A\ and inter-element spacing d
must remain constant.

Let the complex envelope signal received by the first element be defined as
s(t) = Senw (t —714). The complex envelope signals received by the M elements

can be expressed in vector form as

z1 (1) 1
- 27d i
o (t ef]Tsm(Q)
O e
T (t) eﬁ(Mﬂ)@gin(e)
=s(t)-a(0)

The vector @ (0) is also referred to as the array steering vector.

Let p be the number of sources that impinge on the antenna array at different
angles with uncorrelated noise. For an M element array, the received complex en-
velope signals in vector form becomes

=1

=A0)-5(t)+7(t)

—

where A(0) is the M x p steering matrix with

0=[o0 0. - 0,



16 CHAPTER 2. THEORETICAL BACKGROUND

and

—

A@) = |aor) @) - a,)

The vectors 5(t) and 7 (t) contain the p signal sources and the uncorrelated noise
associated with the signal, respectively.

If the signals are sampled at ¢t = t,,, each snapshot consists of M samples. Given
N snapshots, the data model becomes

X =|Z(t) Z(t) - f(tN)]T

X1 (tl) T (tl) e TMm (tl)
ks (t2)  wa(t) - xum(t2)
x1 (ty) 22 (tn) -+ xum (tN)

2.2.5 Data Model URA

The data model for a ULA can be extended to a URA to estimate both azimuth ¢
and elevation ¢. The two-dimensional array consisting of M,, - M, elements can be
expressed in a comparable way. In an ideal scenario, the received data at ¢t = t,, on
the array element (k,, k,) can be expressed as

— . 7j(szl)2ﬁle' cos(0)sin(p) | ,—j(ky—1) ZW)\dy sin(#) sin(¢)
xkz,ky (tn) S (tn) e (&

As discussed, the received data depends on the phase offset in both directions.
The data that is received at t = t,, by the M, - M, antenna array can be represented
as a matrix

10 (te)  xi2(tn) -0 wim (n)
T(t,) - o1 (tn) @22 (tn) -+ wom, (tn)
Tan (tn) a2 (tn) oo Tam, (o)

=5 (tn) - @ (0,0) - @, (6,0)

Where a, (0,¢) € CM= and a, (0,¢) € CM» are the steering vectors in x- and y-
direction, respectively. The steering vectors are defined as

27

T
a (0,¢) = [1 oI 5 cos(9) sin(e) efj(Mfl)%cos(e)sm(@}

and

2rdy 2mdy

i, (0, ¢) = [1 e sin@)sin(8) L pi(My—1) 2 sinw)sin(aa)}

respectively. Where (-)” denotes the transpose.
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Again, let p denote the number of sources. The data matrix considering uncorre-
lated noise at sample time ¢ = ¢,, becomes

p

T (t) =Y do (05,0:) - Gy (05, 0) - i (ta) + N (L)

i=1

= B(0,9) - 5 (ta) + N (t,)

In this case, B(f,¢) € CM=*My and N (t,) € CM=*My gre the steering matrix and
noise matrix, respectively. For the two-dimensional array to be conform with the data
model specified for a one-dimensional array, the M, x M, matrix must be translated
to a single-column vector. The columns of the data matrix T (¢,,) can be stacked
column-wise using the vector mapping operator vec {-}. As a result, the data column
vector becomes

T (t,) =vec{T (t,)}

The same operation can be applied to the steering vector

a(0;, ;) = vec{B (6;,¢;:)}

a, (0i, ;)" ® d, (0;, b:)

where the symbol ® represents the Kronecker product.
The steering matrix A for the p impinging signals can be written as

AG.6) = [@(61,01) @(60262) - @(0),0,)

Consequently, the data model for N samples becomes

T
X = [#(t) #(t) - ()]
v () xo1(t) o0 waa(t) zi2(t) o0 wagm, (B1)
w10 (t2) w2 (t2) - waga(t2) z12(t2) - @ag,m, (t2)

10 (ty) 221 (In) -+ @aa (Ey) 212 (tn) - 2w, (EN)
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Chapter 3

Capabilities of BLE and its Direction
Finding Feature

The device whose position is to be estimated is referred to as a tag, while the device
that performs the estimation is referred to as an anchor. The anchor has a known
and fixed location, while the tag can be mobile and has an unknown location. The
tag also has limited power, both in terms of energy and computation, and should be
convenient to carry around.

The position estimation relies on receiving Bluetooth packets that contain a CTE.
The rate at which these packets are received is termed as the update rate. The
update rate relies on the communication mode, which is either connectionless or
connection-oriented. Both of these mode will be examined in detail. Additionally, the
unique configurations of tags and anchors will be discussed along with the relevant
performance metrics.

3.1 Connectionless Mode

In connectionless mode, packets within a periodic advertising train may contain a
CTE [6]. Such a train consists of advertisements transmitted at fixed intervals. The
PDUs utilized for a sequence of advertisements in a periodic advertising train are
AUX_SYNC_IND and AUX_CHAIN_IND. Where the latter PDU is capable of holding
additional advertising data from the former. The AUX_SYNC_IND PDU may contain
advertising data, a CTE, and a pointer to an AUX_.CHAIN_IND PDU. The interval
between the start of two consecutive packets containing the AUX_-SYNC_IND PDU,
also known as the periodic advertising interval, ranges from 7.5 ms to 81.91875 s
with increments of 1.25 ms. Packets within the periodic advertising train can only be
transmitted on the secondary advertising channels. The periodic advertising interval
is fixed and cannot be altered while enabled. Additionally, two periodic events for the

19



20 CHAPTER 3. CAPABILITIES OF BLE AND ITS DIRECTION FINDING FEATURE

same periodic advertising train must not overlap. The periodic advertising train with
Bluetooth packets are illustrated in Figure 3.1

>T_MAFS >T_MAFS
AUX_SYNC_IND AUX_CHAIN_IND AUX_CHAIN_IND AUX_SYNC_IND AUX_CHAIN_IND -

Periodic Advertising Interval ’ Periodic Advertising ...

I

Periodic Event #1 Periodic Event #1 Periodic Event #2
tart End Start

_——

®

Figure 3.1: Periodic advertising interval

When a periodic event consists of multiple packets, the AuxPtr field is utilized to
indicate the subsequent packet. The most important components of this field are
the offset time and channel index. The offset time contained in the AuxPtr field is
measured from the start of the packet containing the AuxPitr till the start of the packet
it indicates. This offset time must be at least equal to the length of the packet plus
the minimum AUX frame space (T_MAFS). T_-MAFS is defined as the minimum time
interval between a packet containing an AuxPtr and the auxiliary packet it indicates.
This time is fixed at 300 ps. The auxiliary packet shall not be transmitted earlier than
the offset time and no later than the offset time plus one offset unit. Where the offset
unit is either 30 us or 300 ps.

For a Bluetooth device to be able to synchronize with a periodic advertising train,
at least one advertisement packet on the primary advertising channels is required.
This packet shall have the ADV_EXT_IND PDU. During an advertising event, a max-
imum of one packet may be transmitted on each primary advertising channel. Af-
terwards, when in low duty cycle mode, the device needs to wait before transmitting
other packets on the primary channels. The time between the start of two consecu-
tive advertising events (advEvent) can be computed as follows

advEvent = advInterval + advDelay

The advertising interval (advInterval) can vary from 20 ms to 10,485.759375 s
with increments of 0.625 ms. The advertising delay (advDelay) is a random value
and shall be within the range 0 ms to 10 ms. Figure 3.2 provides an illustrative
example of these advertising events.
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ADV_EXT_IND

<10 ms

ADV_EXT_IND

<10 ms

ADV_EXT_IND

Channel index = 37
>

Channel index = 38

Channel index = 39

ADV_EXT_IND

<10ms

ADV_EXT_IND

<10ms

Channel index = 37

advEvent = advinterval + advDelay

Channel index = 38
>

advEvent = advinterval + ...

!

Advertising
Event #1
Start

T

T

Advertising  Advertising

Event #1

End

Event #2
Start

Figure 3.2: Advertising event

Each packet that contains an ADV_EXT_IND PDU also includes an AuxPtr field
to point to the packet containing an AUX_ADV_IND PDU, as depicted in Figure

3.3. The advertising packets on the primary advertising channels point to the same
AUX_ADV_IND PDU.

—

Actual
Offset "
nnnnnnnnnnnn
ADV_EXT_IND ADV_EXT_IND ADV_EXT_IND ADV_EXT_IND Time (4) e
<10ms <10ms l l
Aux Offset (4) | L
| A
Aux Offset (3) | |
(R 1
Aux Offset (2) | | |
1 H 1
Aux Offset (1) | |
T 1
| :
I 1
Offset Unit
Advertising Advertising Advertising Advertising (30 s or 300 s) AUX_ADV_IND
Event #1 Event #1 vent #2 Event #2
Start End Start End

Figure 3.3: AuxPir offset time

The AUX_ADV_IND packet on the other hand contains a Syncinfo field to point
to the AUX_SYNC_IND PDU. lts structure is similar to the AuxPtr field and includes
an offset time and offset unit. Additionally, it provides information about the interval
of the periodic advertising train. This information is used to synchronize with said
periodic advertising train. A detailed representation of offsets can be found in Figure

3.4.
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Actual
Offset T e
AUX_ADV_IND Time ransmission
Time

Lo

Sync Packet Offset N E |
| v

L Periodic Advertinsing Interval o Periodic Advertinsing Interval : Periodi
< >. e ..

Offset Actual
AUX_SYNC_IND AUX_SYNC_IND Time Tfa“?m'ss'°“ AUX_SYNC_IND
ime

o

»l L
1 I

Offset Unit
(30 ps or 300 pis) AUX_CHAIN_IND

Aux Offset

Figure 3.4: Syncinfo offset time

Every time the periodic advertising trains is enabled; it is required to transmit at
least one AUX_ADV_IND PDU indicating the first AUX_SYNC_IND PDU of the peri-
odic advertising train. Afterwards there is no obligation to transmit PDUs indicating
subsequent packets in the periodic advertising train. The procedure for connecting
with a periodic advertising train is illustrated in Figure 3.5.

AAAAAAAAAAAAAAAA
AUX_ADV_IND AUX_CHAIN_IND

> T_MAFS >T_MAFS
> —

Sync Packet Offset
AUX_SYNC_IND AUX_SYNC_IND
Periodic Advertising Interval Periodic Advertising Interval

Figure 3.5: Periodic advertising train

During the configuration of the Bluetooth device enabling the connectionless
mode, the number of packets containing a CTE can be specified. This allows for
transmission of additional AUX_CHAIN_IND packets containing a CTE without the
need of any additional data. If circumstances prevent the transmission of specified
number of packets containing the CTE, the device should transmit as many packets
as possible.



3.2. CONNECTION-ORIENTED MODE 23

The information that is included in the packets containing a CTE consists of the
length and type of CTE. The length of the CTE must be between 16 us and 160 ps,
in increments of 8 us. The type of the CTE is determined by the direction finding
method that is deployed. This can be either AoA or AoD. In the case of AoA, the
master can specify the slot duration to be either 1 us or 2 ps.

Concluding, when synchronized with a periodic advertising train, the minimum
time between two packets that contain a CTE is the length of the packet plus the
T_MAFS of 300 ps. If only packets containing the AUX_SYNC_IND PDU are used,
the update rate is 7.5 ms at maximum.

3.2 Connection-Oriented Mode

In connection-oriented mode, first a connection between the Bluetooth devices must
be established. There are two possibilities for establishing a connection. The first
option is transmitting advertisement packets containing an ADV_IND or
ADV_DIRECT_IND PDU on the primary channels. The initiator, the device which
initiates the connection, will transmit a connect request (CONNECT_IND). This pro-
cess is illustrated in Figure 3.6

ADV_IND ADV_IND CONNECT_IND

<10 ms T_IFS
< > =
Channel index = 37 Channel index = 38
< > < >
Advertising Advertising
Event Start Event End

Figure 3.6: Connection advertisement using the primary channels

The second option is using the secondary channels for advertisement, which is
similar to the procedure used in connectionless mode. Different advertising packets
containing an ADV_EXT_IND PDU are transmitted on the primary advertising chan-
nels. These will point to the AUX_ADV_IND PDU. If the event type is connectable
undirected or connectable directed, the initiator can transmit a connection request
(AUX_.CONNECT_REQ PDU). The connection is created when the initiator receives
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a response packet (AUX_.CONNECT_RSP PDU) from the advertiser. Both packets
are transmitted on the same channel index and the delay between these packets is
referred to as the inter frame space (T_IFS) and defined to be 150 us. This process
is illustrated in Figure 3.7

ADV_EXT_IND [ ADV_EXT_IND ] [ ADV_EXT_IND ] { AUX_ADV_IND } [AUX‘CR%T)NECT} [Aux_c:sr;NECT}

<10ms <10ms > T_MAFS T_IFs T_IFS
«> «—> «>

Channel index = 37, Channel index = 38 Channel index = 39, Secondary channel index = x

Figure 3.7: Connection advertisement using the secondary channels

In a connection two roles are defined: master and slave. The master is the
device which initiated the connection while slave is the advertising device. The
connection is only considered established once a data physical channel packet is
received. During a connection request the master provides a connection interval
and slave latency. These two parameters determine the timings of a connection
event. The connection interval is defined to be in the range 7.5 ms to 4.0 s with
steps of 1.25 ms. The slave latency allows the slave to skip consecutive connection
events. This implies that the slave is nonobligatory to listen for the master each
connection interval. During a connection event the same channel index shall be
used and consists normally of at least one packet transmitted by the master. An
example of the connection interval and packets between master and slave can be
seen in Figure 3.8.

TIFS TIFS TIFS

Figure 3.8: Connection interval

To obtain direction information, the master can request a CTE from the slave
during a connection event using the LL_.CTE_REQ PDU. The master can specify
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two parameters: minimum length of the CTE and type of the CTE. The length of the
CTE between must be between 16 ps and 160 ps, with increments of 8 us. The type
of the CTE depends on the deployed direction finding method, which is either AoA
or AoD. In the case of AoD, the master can specify the slot duration to be either 1 us
or 2 us. In response to the master device’s request for a CTE, the slave will transmit
a LL_CTE_RSP PDU with specified CTE parameters.

In summary, when a connection is established, the minimum time between two
packets that contain a CTE is the sum of the lengths of a packet containing a
LL_CTE_REQ PDU, a packet containing a LL_.CTE_RSP PDU, and twice the T_IFS
of 150 us. If only a single packet can be transmitted during a connection interval,
the maximum update rate is 7.5 ms.

3.3 Bluetooth Direction Finding Configurations

Various configurations can be implemented by utilizing the available direction finding
methods and communication modes as shown in Table 3.1. Because the tag needs
to be mobile and easy to carry, it mainly consists of a single antenna. Therefore, the
anchor must consist of multiple antennas.

The process of computing the three-dimensional coordinates of the tag requires
the involvement of multiple anchors. One possible method to be used is AoA, in
which the tag transmits a CTE that can be simultaneously received and sampled by
multiple anchors. The samples can be used to estimate the angles of the incoming
signals, which are subsequently used to determine the three-dimensional position
of the tag. The other possible method is AoD, in which the anchors transmit a CTE
that is sampled by the tag. Since the tag has limited computational power, it cannot
perform angle estimation by itself and has to transmit the samples to a central node
for further processing. In this method, only the CTE of one anchor can be sampled
at a time by the tag. This is undesired since the tag may move between the sampling
of different anchors, resulting in inaccurate position estimation.

Two communication modes are available for the interaction between the anchors
and tags. The first mode is connection-oriented, in which each anchor establishes
a connection with every tag. This mode has the advantage of allowing the anchor
to change the rate at which it requests the CTE from the tag. The disadvantage
of this mode is that each anchor needs to keep track of the connection information
of each tag such as connection interval and connection supervision timeout period.
The second mode is connectionless, in which the tag broadcasts a CTE at a fixed
periodic advertising interval. The anchors have to synchronize to such periodic ad-
vertising train. Depending on the required update rate, the anchor does not have to
sample each packet from the tag. However, it needs to keep track of each packet in
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order to determine the channel index of the next packet.

Table 3.1: Possible Bluetooth direction finding configurations

Config | Tag Anchor Method Mode
1 Single antenna Multiple antennas AoA Connectionless
2 Single antenna Multiple antennas AoA Connection-oriented
3 Single antenna Multiple antennas AoD Connectionless
4 Single antenna Multiple antennas AoD Connection-oriented
5 Multiple antennas Single antenna AoA Connectionless
6 Multiple antennas Single antenna AoA Connection-oriented
7 Multiple antennas Single antenna AoD Connectionless
8 Multiple antennas Single antenna AoD Connection-oriented

3.4 Performance Metrics

The performance of indoor positioning systems depends on various metrics that re-
flect their quality and efficiency. One of these metrics is the scalability characteristic,
which has two aspects: geographic scale and density scale. The geographic scale
refers to the area that is covered by the system. This area is influenced by the
number of anchors, the device characteristics, the presence of obstacles and other
sources of interference. The device characteristics include factors such as the re-
ceiver sensitivity and transmission power. Using a ULA instead of a URA requires
additional anchors to cover a given area. The density scale is a measure for the
number of devices located per unit area within a time period. As the density of tags
increases, the system performs more computations to estimate the angles, reducing
its update rate. Moreover, increasing the number of tags will result in spectrum con-
gestion. However, this is heavily dependent on the used configuration. The optimal
scenario is for the tags to sample the CTE contained in the periodic advertising train
and estimate the incident angle. This ensures that increasing the number of tags
will not result in an increased utilization of the spectrum.

Cost is another metric that determines the quality and efficiency of indoor posi-
tioning systems. It depends on various factors such as money, time, space, weight,
and energy. The money factor encompasses the cost of hardware and software
components as well as operational expenses. For instance, the manufacturing cost
of a URA is higher than that of a ULA due to its more complex design. However, a
higher number of ULAs are required for determining the three-dimensional position
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of a tag. Tags may have constraints on the weight and dimensions. For example,
limiting the tags to consist of a single antenna will reduce the number of possible
configurations. Energy is another crucial factor. Some tags require to operate on
batteries for extensive periods of time. This will affect how frequently the tag can
receive or transmit a packet, resulting in a lower update rate.
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Chapter 4

Array Signal Processing Techniques

Array signal processing techniques are methods for determining the direction of
incoming signals by using an array of antennas [12]. These techniques can be
classified into two categories: spectral-based methods and parametric methods.
Spectral-based methods use the spatial spectrum of the received signals to estimate
the directions of multiple impinging signals. There are two types of spectral-based
methods: beamforming and subspace methods. Beamforming uses a spatial filter
to scan and measure the output power for each direction. Where the output power is
proportional to the spatial spectrum of the received signals. Subspace methods on
the other hand uses the eigenstructure of the spatial covariance matrix. The spatial
covariance matrix can be decomposed into a signal subspace and noise subspace.
The signal subspace is spanned by the eigenvectors corresponding to the largest
eigenvalues, while the noise subspace is spanned by the eigenvectors correspond-
ing to the smallest eigenvalues. The spatial spectrum is obtained by projecting a
steering vector onto the noise subspace and measure its orthogonality. Parametric
methods use a mathematical model to describe the relationship between the re-
ceived signals and the unknown source angles. This usually requires solving an
optimization problem to find the optimal value to fit the model for the given data. An
overview of these techniques is shown in Figure 4.1.

4.1 Computational Complexity

Understanding the DoA estimation algorithms is an essential aspect of their analy-
sis, particularly in terms of computational resources. The computational resources
required to perform the calculations involved in theses algorithms are often mea-
sured in terms of their computational complexity. A common approach for describing
their computational complexity is by measuring the number of operations or Floating
Point Operations (FLOPs). This approach has several advantages, including being
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Array Signal Processing
Techniques

A 4 Y

Spectral-Based Parametric
Methods Methods
Y Y
. Subspace
Beamforming Methods

Figure 4.1: Overview of array signal processing techniques

independent of specific hardware and software, providing a consistent measure of
complexity.

To apply this method, certain assumptions must be made concerning the execu-
tion time of basic arithmetic operations such as addition and multiplication. These
operations are assumed to have a constant execution time. This assumption is not
limited to real numbers but also extends to complex numbers. By expressing the
complexity of DoA estimation algorithms in terms of FLOPs, it becomes possible to
compare different algorithms and determine their relative efficiency. In the subse-
quent chapters, the derived data model will be referred to as X.

The dimensions of this data model are dependent on the number of snapshots N
and number of elements in the antenna array M. The rows of the data model span
the number of snapshots, while the columns span the total number of antennas. For
a URA, the total number of antennas is dependent on the number of antennas in the
x- and y-direction, which are denoted )/, and M,, respectively. The total number of
elements is M = M, - M,,. The data model is said to be X € CV*M,

Matrix Multiplication

Matrix multiplication is a fundamental operation in linear algebra and scientific com-
putation. It is considered as one of the primary building blocks for a wide range of
numeric algorithms that are used in various fields [13]. The efficiency with which
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matrix multiplication is performed has a considerable impact on the computational
complexity of these algorithms.

Given two matrices A € C>J and B € C/** of different lengths parameterized
as

a1 Gir2 ... 41 bl,l b172 ce bl,k

21 A22 ... Agj bg,l b272 . b27k
A= and B= |

i1 Qi ... Qg bi,l bi72 e b@k

Their product C = AB can be computed using the row multiplying column proce-
dure. Each row of matrix A is multiplied by each column of matrix B. For instance,
the computation of the first index ¢; ; of the resulting matrix C'is

ci1 = a11big +arpboy + -+ ay by

This result includes j multiplications and j — 1 additions. Repeating this proce-
dure for each row of matrix A requires ¢ iterations. Similarly, performing this opera-
tion for each column of matrix B takes k iterations. Consequently, the total number
of operations consists of ijk multiplications and ijk — ik additions, which results in a
total of 2ijk — ik operations. In the event where the matrices are square, such that
i = j = k = n, a total of n® multiplications and n® — n? additions are required. Hence
a total of 2n® — n? operations.

Transpose and Complex Conjugate

The complex conjugate of a complex number is defined as reversing the sign of the
imaginary part. Given a complex number z = a + bi, the complex conjugate of z is
often denoted by z and is mathematically expressed as

Z=a—b

For matrices composed of complex numbers, the complex conjugate is defined
as the element-by-element conjugate. The number of operations depends on the
number of elements. Given a matrix A € C**/, a total of ij operations are required.
For a square matrix : = j = n, the number of operations is n?.

The transpose of matrix, denoted by (-)”, is defined as the operation of reflecting
the matrix over its main diagonal. This results in an interchange of the row and col-
umn indices for each element in the matrix. Mathematically, this can be expressed

) W] ~[a]

Given an i x j matrix A, a total of ij operations are required to transpose the
matrix. Note that the position of the diagonal elements within the matrix remains
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unchanged. Furthermore, two elements may be simultaneously interchanged given
their respective row and column indices. The transpose of a square matrix only
requires % operations. For non-square matrices, the number of operations is
dependent on the dimensions of the matrix. Such a matrix can always be partitioned
into two matrices, one square matrix and its remainder. If i > j, the number of
operations is J(JT‘” + (i —j)j. Conversely, if i < j, the number of operations is
L 4 ()i

The conjugate transpose or Hermitian transpose, denoted by (')H, is defined as
taking the complex conjugate of a matrix followed by its transpose. The number of
operations required to perform this operation is the sum of the operations required
for each individual step. For an n x n square matrix, this will result in gnQ — $n Oper-
ations. For a non-square matrix with dimensions i x j, this number is dependent on
the dimensions. If i > j, the total number of operations is 2ij — %jQ — %j. Conversely,

1

if i < j, the total number of operations is 2ij — $i* — 1.

Matrix Multiplication with Hermitian Transpose

Some DoA estimation algorithms require the multiplication of a matrix with its Hermi-
tian transpose. This can be expressed mathematically using two matrices A € C/*
and B € C/** such that their product C = A" B. The procedure of taking a Her-
mitian transpose followed by matrix multiplication can be optimized. Rather than
transposing the matrix prior to multiplication, the matrix can be transposed during
the multiplication process. This entails switching the row and column indices during
the indexing of a matrix. A similar approach can be employed for the complex con-
jugate, whereby the sign is inverted during multiplication. Applying these optimiza-
tions yields a total of 2ijk —ik operations, which is equivalent to matrix multiplication.

Matrix Inversion

Matrix inversion is a fundamental concept in the field of linear algebra. It involves the
determination of the inverse of a matrix such that, when multiplied with the original
matrix, the resulting product is the identity matrix. There exist several techniques for
performing matrix inversion, one of which is using Gauss-Jordan elimination, also
known as row reduction. This technique uses elementary row operations and re-
quires 2n? operations for an n x n square matrix A [14]. The resulting inverse matrix
is commonly denoted as A™".

Spatial Covariance Matrix

The calculation of the covariance matrix is an essential step in some DoA estimation
algorithms. The signals received by the antenna array are often corrupted by noise.
It is assumed that the noise sources at the elements have a zero mean and equal
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variance. Additionally, the noise is considered to be uncorrelated, while the signal
received by the antennas is correlated. This property can be exploited to obtain
information about the direction of arrival of the signals. The covariance matrix of the
data received by the antenna array is

R=E [Z(t) 7" (t)]
= ASA" 4 o1

Where E [-] denotes the expectation and S = E [5(¢) 5 (¢)] is the signal covariance
matrix.

In practical applications, the estimation of the covariance matrix is limited by
the availability of a finite number of snapshots. Given the predefined data model
X € CV*M the spatial covariance matrix is defined as

L=, g
1%%N;umx%)

1
~ XX
N

The process of computing the spatial covariance matrix involves several mathe-
matical operations, including taking the Hermitian transpose, performing matrix mul-
tiplication, and multiplying the resulting matrix by a constant. The first two steps can
be combined as previously discussed. The resulting matrix will be a square matrix
with dimensions M x M. The final step involves dividing each element by N, which
requires M? operations. In total, the number of operations required to compute the
spatial covariance matrix is 2A/2N.

Eigendecomposition
Given an n x n square matrix A, a vector v is considered an eigenvector if it satisfies
the linear equation

AT = \U

Where ) is a scalar known as the eigenvalue corresponding to the eigenvector.
This equation is also referred to as the eigenvalue problem and can be solved for
the eigenvalues using
det (A —\I) =0

This results in an nth order characteristic polynomial. In this equation, I'isann x n
identity matrix. Solving this characteristic polynomial yields less than or equal to n
distinct solutions. The collection of eigenvalues is referred to as the spectrum of A.
For each eigenvalue \;, a specific eigenvalue equation exist

(A= NI)T=0
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If there are n distinct solutions, it follows that there are n linearly independent
eigenvectors. Often the eigenvectors are normalized such that ||v]| = 1. Where || - ||
denotes the norm or length.

The Abel-Ruffini theorem state that there is no algebraic solution to general poly-
nomial equations of degree five or higher with arbitrary coefficients [15]. As a result,
eigenvalue algorithms have been developed to find eigenvectors and eigenvalues.
One such algorithm is the QR algorithm, which has been recognized as one of the
top ten algorithms of the 20th century [16]. The QR algorithm is an iterative algo-
rithm that requires 9n> operations for an n x n square matrix [17].

4.2 Averaging

The Averaging (AVG) algorithm stands out for its simplicity. The basic idea behind
this algorithm involves averaging the phase difference between the antenna ele-
ments. First, a mathematical explanation of the AVG algorithm is provided for a
ULA, and this is subsequently extended to a URA. The complexity of this algorithm
is then evaluated for each stage for both types of antenna arrays.

Given the predefined data model X € CV*¥ consisting of IQ samples. In this
model, N is the number of snapshots, while A indicates the number of antenna
elements in the ULA. The first step is obtaining the argument of each 1Q sample in
the data model. Given an 1Q sample, the argument can be calculated as follows

(9

Taking the argument of each element in the data model results in the matrix
X e € CV*M which is defined as

o1 (t) d2(t1) - om(t)

X = ¢>1Ft2) b2 (t2) ¢M.(t2)

¢1(tn) @2 (tn) -+ oumr(tw)

The phase difference between two consecutive antennas is dependent on the
angle at which the signal impinges on the antenna array. The phase difference ¢4; ¢
of the ith element at sample time ¢,, in the matrix can be mathematically written as

Gaiff, (tn) = Gi1 (tn) — @i (t,), 1<i<M -1

Note that this will result in a matrix X 4;;; € CNV*M=1),
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Next, the average phase difference of the samples can be computed. This aver-
age is computed over all the phase differences in a snapshot and subsequently over
all the snapshots. Mathematically, this can be expressed as

N M-1

1
AVG = NGI—T) Z Z Daify; (L)

i=1 j=1
The average phase difference can be used to obtain the angle at which the signal
impinges on the antenna array. This angle can be calculated as follows
AVG - A
2md

6 = arcsin (

The AVG algorithm for a ULA can be extended to a URA. For visualization pur-
poses, the given data model X € CV*M s split into two separate data models,
namely X, and X,. Here, the total number of elements in the URA M is the prod-
uct of the number of elements in each direction M, - M,. Each snapshot in the
original data model becomes a matrix. The dimensions of this matrix are dependent
on the number of elements in the x- and y-direction. The dimensions are M, x M,
and M, x M, for data model X, and X, respectively.

P1a(t) o1 (ts) -+ Oaa(tr)
P12 (t1) oo (ts) -+ O (th)

b1, (t1)  P2ar, (B1) -+ bagy o, (t1)

XCL‘ = .
$11(ty) P21 (tw) -+ O (tw)
Pr2(ty)  Po2(tn) -+ Om,2(tn)
REZRYS (tn) dom, () -+ Oarom, (EN) ]
[ P11 (1) dia(t) - d1my, (t1) |
P21 (t1) P22 (tr) -+ Pom, (1)
Paren (t1) Oarp2 (1) -+ Paraon, (1)
X, = :
¢11(tn)  dr2(tn) -+ Orm, (En)
Po1 (tn) 22 (tn) -+ dom, (tN)
| 1O () Oar2 (En) -+ Onrpna, (En) ] |

Note that each matrix associated with a snapshot in X, is the transposed version
of corresponding matrix in X ,, and vice versa. The first step is to compute the
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argument of each IQ samples in the original data model. Afterwards, the phase

difference between two consecutive antennas is taken. It is important that the phase

difference has to be taken in the x- and y-direction, resulting into two matrices.
Afterwards, the average for the two matrices can be computed

Using these averages, the azimuth and elevation can be calculated using

AVG, - A
H= 21d,
L AVG, - A\
- 27d,
C=p+vy
such that
0 = arg (C)

¢ = arcsin (|C])

4.2.1 Computational Complexity AVG

The AVG algorithm for a ULA can be summarized using four distinctive steps. The
initial step is taken the argument of each element in the data model. Since each
snapshot in the data model consists of M antenna elements and the matrix consists
of a total of N snapshots, the number of operations required is NM. The second
step is to calculate the phase difference between two consecutive antennas. This
will result in N (M — 1) subtract operations. The third step is taking the average
of each snapshot resulting in a total of M arithmetic operations. More specific,
this consists of M — 1 subtractions and one division. As this process needs to be
performed for each snapshot, this results in NM + 1 operations. The last step is
calculating the angle. This consists of two multiplications, one division and one
inverse trigopnometric function. The steps and their complexity are summarized in
Table 4.1.
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Table 4.1: Computational complexity AVG ULA

Algorithm 1: AVG ULA Procedure

1. Get arguments NM
2. Obtain phase diff i h

btair p erence in eac NM N

direction
3. Averaging of each direction NM +1
4. Calculate azimuth and elevation 4
Total complexity:
3SNM — N +5

The AVG algorithm for a URA can be summarized again using the four distinc-
tive steps. The first step is computing the argument of each element in the data
model. Given that each snapshot in the data model consists of M, - M, = M
antenna elements and the matrix includes a total of N snapshots, the number of
operations required is NM. The second step is calculating the phase difference
in each direction. Starting with the x-direction, the operation count for calculating
the phase difference equals N, M, — NM,. The same applies for the y-direction,
which equals N M, M, — NM,. This results in a total of 2N M, M, — N (M, + M,)
arithmetic operations. The third step is computing the average in each direction. For
the x-direction, first M, — 1 additions and one division are performed, resulting in
M, operations. This procedure is then repeated for each partial array in the antenna
array, resulting in M, M, +1 operations. Finally, this procedure is performed for every
snapshot, resulting in N, M, + N +1. The same applies for the y-direction resulting
in the same number of operations. To calculate the average in both directions, the
number of operations required is 2N M, M, + 2N + 2. The final step is to determine
the azimuth and elevation. This requires four multiplications, two divisions and two
inverse trigonometric functions and one modulus. A summary of these steps and
their complexity can be found in Table 4.2.
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Table 4.2: Computational complexity AVG URA

Algorithm 1: AVG URA Procedure

1. Get arguments NM

2. Obtain phase difference in h
P eac ONM — N (M, + M,)

direction
3. Averaging of each direction 2NM + 2N +2
4. Calculate azimuth and elevation 9

Total complexity:
5NM — N (M, + M, —2)+ 11

4.3 Minimum Variance Distortionless Response

The Minimum Variance Distortionless Response (MVDR) beamforming, also known
as Capon beamforming, was introduced in 1969 [18]. This method aims to minimize
noise and spectral leakage from signals impinging from undesired angles, while
maintaining a fixed gain in the desired direction. This is achieved by designing a
weight vector, denoted as «, which is used to linearly combine the received data
x (t,) attime t = ¢,, from an antenna array to form a single output signal:

y(t) ="z (1)

The total averaged output power from an antenna array over N snapshots can
be expressed as

P@) =5 3 Iyt

= " R
The weight vector is chosen such that it minimizes the average output power, or
in other words, minimizes the variance, while maintaining a unity gain in the looking
direction [19]. The looking direction is represented by the steering vector @ (0). This
minimization can be written as

min { P ()} subject to " @ (0) = 1
such that the resulting weight vector is given by
R ' ()
atl () R™'a ()

WMVDR =
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By substituting the optimal weight vector into the averaged output power, the
spatial power spectrum becomes

1
Puvor(9) = =5 (0) R (0)

Figure 4.2 presents the MVDR spectrum for a ULA. It is constructed using a
snapshot count of 100, a Signal-to-Noise Ratio (SNR) of 25 dB, and a ULA consist-
ing of four elements. The spectrum features three incident angles, specifically -50°,
25° and 60°.

-10

-20

-30

Azimuth [°]

=50

—100 =75 -50 =25 0 25 50 75 100

Pmvdr [dB]

Figure 4.2: MVDR spectrum for a ULA

Capon’s beamformer can be extended to a URA in order to obtain both the az-
imuth and elevation. The key distinction is that the steering vector @ (0, ¢) is depen-
dent on both the azimuth ¢ and elevation ¢. As a result, the spatial power spectrum

becomes |

at (9,9) R™'a(0,9)

Figure 4.3 presents the MVDR spectrum, which is constructed using a snapshot
count of 100, a SNR of 25 dB, and a four by four URA. The spectrum reveals three
distinct incident angles. These angles, presented in the format (azimuth, elevation),
are as follows: (45°, 75°), (-90°, 60°), and (-165°, 30°).

PMVDR (9, Qb) =
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Pmvdr [dB]

Figure 4.3: MVDR spectrum for a URA

4.3.1 Computational Complexity MVDR

The MVDR algorithm can be summarized using four distinctive steps. The first step
is calculating the spatial covariance matrix k. Given the data model X € CM*M|
the required number of operations is 2M/?N. The resulting dimensions of the spatial
covariance matrix is M x M. The second step requires calculating the inverse of
the spatial covariance matrix. Using the Gaussian elimination method, this requires
approximately 2A/7° arithmetic operations. The third step is computing the spatial
power spectrum. This requires the construction of a steering vector @ (§) € CM, re-
sulting in M operations. The number of operations required for matrix multiplication
calculating @” () R™'a () is 2M?+ M — 1. Taking division into account, the spectrum
obtained using MVDR requires 2M? + 2M operations.

The last step is finding the peaks corresponding to the p impinging signals in
the MVDR spectrum. One of such algorithms which can be used is linear search.
The resolution of the spectrum is dependent on the stepsize §. For a ULA, the
incident angle is in the interval [—90°,90°]. This implies that the spectrum of the
MVDR algorithm must be evaluated approximately % times. For detecting a single
impinging signal, the maximum power can be tracked. However, to detect multiple
impinging signals, additional criteria must be established. In the case of Bluetooth
direction finding only one signal is considered to impinge the antenna array at a
given time.
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Table 4.3: Computational complexity MVDR for a ULA

Algorithm 2: MVDR ULA Procedure

1. Calculate covariance matrix 2M?2N
2. Inversion of the covariance ma-
. 2M3
trix
3. Compute the MVDR spectrum 2M? + 2M
4. Find peaks 360M2;-360M

Total complexity:
M3 + M? (32 +2N) + 22 M

The same procedure can be taken to obtain the MVDR spectrum using a URA.
The main differences are the steering vector and the angle interval of the impinging
signals. A URA can be used to determine two angles; azimuth 6 and elevation
¢. Constructing a steering vector @ (6, ¢) € CM, which still consists of M elements,
results in 2)M operations. The interval of the two angles are (—180°, 180°] and [0°, 90°]
for the azimuth and elevation respectively. Using linear search and a stepsize of 4,
the spectrum must be evaluated % times.

Table 4.4: Computational complexity MVDR for a URA

Algorithm 2: MVDR URA Procedure

1. Calculate covariance matrix 2M?*N
2. Inversion of the covariance ma-
. 2M3
trix
3. Compute the MVDR spectrum 2M? +2M
; 4800 M 2 +64800M
4. Find peaks 64800M~464800M 5“’ 800

Total complexity:
2M3 + M2 (64?00 + 2N) + 64200M
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4.4 Multiple Signal Classification

The MUItiple Signal Classification (MUSIC) algorithm was proposed by Schmidt [20].
The algorithm relies on the decomposition of the spatial covariance matrix into a
signal subspace and noise subspace using eigendecomposition. It exploits the or-
thogonality property to isolate the signal and noise subspaces [21].

Consider an ULA consisting of M antennas with p impinging signals. The spatial
covariance matrix R corresponding to the data model can be expressed as

R=ASA"+ N

where S is the signal correlation matrix, IN is the noise correlation matrix and A
is the array steering matrix. The noise correlation matrix can also be expressed in
terms of the noise variance as 0% I. The spatial covariance matrix can be decom-
posed in M eigenvalues, where the largest p eigenvalues correspond to the signal
subspace while the other M — p eigenvalues represent the noise subspace. Given
the eigenvalues {\y,---, Ay} it can be stated that

det (R—MNI) =0
Substitution of the spatial covariance matrix results in
det (ASA" + o3I — N\I) =0

If ASA" has the eigenvalues e;, then it can be stated that

ei =\ — O

The steering vectors that make up the steering matrix A are linearly indepen-
dent. In other words, the steering matrix is full column rank. When S is nonsingular
and the number of incident signals p is less than the number of elements M, it is
guaranteed that the matrix AS A" is positive semidefinite with rank p. This implies
that M — p of the eigenvalues e¢; of AS A" are zero. Consequently, the M — p eigen-
values of R are equal to the noise variance o%. Note that the signal correlation
matrix is nonsingular as long as the incident signals are not highly correlated [22].

For the eigenvectors ¢; associated with the M — p smallest eigenvalues it can be
stated that A”¢; = 0. The eigenvectors are therefore orthogonal to the p steering
vectors that compose A. Let V,, be the eigenvectors corresponding to the noise
subspace

V,= [€7p+1 CTM]

Since the steering vectors corresponding to the signal components are orthogo-

nal to the noise subspace eigenvectors, @ (9) V,,VZa (9) = 0, for § = §;. The MUSIC
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spectrum can be constructed taking the inverse

1
a0) Vv,V i)

Pyusic (0) =

Figure 4.4 presents the MUSIC spectrum for a ULA. It is constructed using a
snapshot count of 100, a SNR of 25 dB, and a ULA consisting of four elements. The
spectrum features three incident angles, specifically -50°, 25°, and 60°.
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Figure 4.4: MUSIC spectrum for a ULA

The MUSIC algorithm can be extended to a URA in order to obtain the azimuth
and elevation [23]. The steering vector for a URA is dependent on the azimuth and
elevation. For this reason, the MUSIC spectrum becomes

1

Pyusic (0, ¢) = atl (0,9)V,VEa (9, ¢)

Figure 4.5 presents the MUSIC spectrum, which is constructed using a snapshot
count of 100, a SNR of 25 dB, and a four by four URA. The spectrum reveals three
distinct incident angles. These angles, presented in the format (azimuth, elevation),
are as follows: (45°, 75°), (-90°, 60°), and (-165°, 30°).
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Pmusic [dB]
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Figure 4.5: MUSIC spectrum for a URA

4.4.1 Computational Complexity MUSIC

The MUSIC algorithm for a ULA can be summarized using five distinctive steps.
The first step is calculating the spatial covariance matrix R. Given a data model
X € CV*M the required number of operations is 2M/2N. The second step is to de-
compose the spatial covariance matrix into its eigenvalues and eigenvectors. Using
the QR algorithm, this will result in 9M?3 operations. The third step is to compute
the MUSIC spectrum. This step can be further divided into two smaller steps. The
first of these involves multiplying the noise subspace V, € CM*? with its Hermi-
tian transpose, V,,VZ ¢ CM*M This will result in M?p operations. Afterwards the
MUSIC spectrum can be calculated. This requires the construction of a steering
vector @ (9) € CM, resulting in M operations. The number of operations required for
matrix multiplication calculating @ (0) V,,V¥a(0) is 2M? + M — 1. The same steer-
ing vector can be used during the matrix multiplication. Accounting for the division,
calculating the MUSIC spectrum result in a total of 2M/2 + 2M operations.

The last step is finding the peaks corresponding to the p impinging signals in
the MUSIC spectrum. Similar to the MVDR, linear search can be used to track the
maximum value. Given the stepsize § and the interval [—90°,90°] for a ULA, the
MUSIC algorithm must be evaluated approximately £° times.
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Table 4.5: Computational complexity MUSIC for a ULA

Algorithm 3: MUSIC ULA Procedure

1. Calculate covariance matrix 2M2N
2. Eigenvalue decomposition 9M>3
3. Eigenvector multiplication M?p
4. Compute the MUSIC spectrum 2M? + 2M
5. Find peaks 360M2+360M

5

Total complexity:
IM? 4+ M? (320 + 2N 4 p) + 20M

The same procedure can be performed for computing the MUSIC spectrum using
a URA. Similar to the MVDR, the primary distinctions are the steering vector and
the interval of the incident angle. Constructing a steering vector a (9, ¢) € CM, which
still consists of M elements, results in 2) operations. The interval of the two angles
are (—180°,180°] and [0°, 90°] for the azimuth and elevation respectively. Using linear
search and a stepsize of §, the spectrum must be evaluated 2% times.

Table 4.6: Computational complexity MUSIC for a URA

Algorithm 3: MUSIC URA Procedure

1. Calculate covariance matrix 2M2N
2. Eigenvalue decomposition 9M3
3. Eigenvector multiplication M?p
4. Compute the MUSIC spectrum 2M? + 2M
5. Find peaks 64800M° +64800

0

Total complexity:
9M3 + M2 (64?00 +2N—|—p) + 64(8500M
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4.5 Estimation of Signal Parameters via Rotational
Invariance Techniques

The Estimation of Signal Parameters via Rotational Invariant Techniques (ESPRIT)
algorithm was introduced in 1986 [24]. It is classified as a parametric method and
falls under the category of subspace-based methods. The fundamental concept of
the algorithm is based on the presence of identical subarrays. The spacing between
these subarrays is known and their structure is identical, thus satisfying the condition
of rotational invariance in space.

The data model employed in the ESPRIT algorithm differs from predefined data
model. Specifically, the data model used for the ESPRIT algorithm is a transposed
version. This entails that the rows denote the number of antennas and the columns
denote the number of snapshots. The subspace is estimated based on the covari-
ance approach of X X, which corresponds to X X for the predefined data model.

Subarray 1

Subarray 2

Figure 4.6: Subarrays ULA

Consider a ULA consisting of M elements, with p representing the number of
signals impinging on the array. Various subarray configurations are suitable for
ESPRIT. The subarrays may overlap and an antenna may be a member of both
subarrays. The subarray with maximum overlap is used, such that each subarray
contains m = M — 1 antennas as illustrated in Figure 4.6. The selection matrices for
the subarrays can be given by

J, = [Im o} e R™M
and
Ty — [0 Im} e R™M

The selection matrix J, is used to select the first m rows of the array steering

—

matrix A(0), while J, is used to select the last m rows. Due to the fixed displacement



4.5. ESTIMATION OF SIGNAL PARAMETERS VIA ROTATIONAL INVARIANCE TECHNIQUES 47

between the two subarrays, the array steering vector of the second array J,ad (¢;) is
a scaled version of the array steering vector of the first subarray J,a (6;). This can
be expressed as

J1@ (0;) e 750 = J,q(0;), 1<i<k
The shift-invariance property for all array steering vectors a (6;) can be expressed
in a compact matrix form as
J AP =J,A

where ® represents a p x p diagonal matrix with the values
[e—j¥sin(91> e—j¥sin(9ﬂ] on the main diagonal. These elements contain the
desired direction of arrival information in their phases.

Analogous to the MUSIC algorithm, the covariance matrix can be decomposed
into two distinct subspaces: the noise subspace and the signal subspace. The
signal subspace is characterized by the p largest eigenvalues, while the remaining
eigenvalues associated with the noise subspace. Let us denote the eigenvectors ¢;
that correspond to the signal subspace as V,. Thus, the signal subspace can be
expressed as

V,= [(ji e g, }

—

The columns of the array steering matrix A(6) span the p-dimensional signal
subspace. As a result, there exists a nonsingular p x p matrix T' such that A = V., T
is satisfied. This allows for the expression of the shift-invariance property in terms
of the eigenvectors corresponding to the signal subspace as

J1VST¢ = JQVST — les‘;[l = JQVS

where ¥ € CP*? is the signal subspace rotating operator. The eigenvalues of the
subspace rotating operator can be determined through its eigendecomposition, as it
satisfies
V=TT
Consequently, the eigenvalues of ¥ represent estimates of the phase factors
- 27d

e~7757sn(%) Once these estimates have been obtained, the corresponding values of
0; can be determined via the relationships

A

2md

- 27d

o; = arg <e_]T sin (91)> and 6; = arcsin (— ) , 1<i<p

The ESPRIT algorithm can be extended to accommodate a URA for the purpose
of obtaining both azimuth and elevation [25]. Once again, it is necessary to trans-
pose the predefined data model for a URA. Let us consider a URA that is composed
of M = M, - M, antennas, with p impinging signals.
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Figure 4.7: Subarrays URA

The approach for the two-dimensional problem involves decomposing it into two
independent one-dimensional problems. This can be achieved by partitioning the
rectangular array into two pairs of subarrays. Once again, the subarrays are selected
such that they exhibit maximum overlap, as illustrated in Figure 4.7. With respect to
the x-direction, the selection matrices become

Jlez IMx—l 0

and

Joy, = |0 Iy,

In a comparable manner, the selection matrices in the y-direction can be de-
scribed as

T
T, = | Ty 0]

and
T
Ty, = [0 Tu, ]
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Given the array steering matrix B (¢;, ¢;), the invariance relation can be ex-
pressed as

i 274z ¢0s(0.) sin(o;
T 10, B (0:, ;) e 757 @) — 3, B (6;, ¢1)

B (0;, ¢;) JlMy e 270 sin(6;) sin(i) _ B (0;, ¢;) J2]\/Iy

The data model employed for a rectangular array is defined as the column-wise
stacking of the received data. To achieve this, the vec {-} operator was utilized. The
same result can be achieved for the selection matrices using the Kronecker product.
Specifically, the selection matrices can be represented as

Jo =TIy, @ T, and J o = Iy, @ oy,
JylzJT ®IMmandJy2:JT (X)I]\/[:r

1]\/jy llbfy

- =

The predefined array steering matrix, denoted as A(6, ¢), satisfies the following
two invariance equations

JAD, = Jn A
J AD, = J,A

where &, and ®, are the rotational operators in specified direction with the values

|:67.j 27\';199 cos(@l)sin(qSl) .. e*j% COS(@Z)) sin(¢>p):| and
[e—j T sin0)sin(@1) ... i 3 sin@)sin(é) | on its main diagonal, respectively. The

signal subspace rotating operators, denoted by ¥, and ¥,, can be determined by
performing eigendecomposition. This is achievable due to the mathematical rela-
tionship
v, =TV, T 'and ¥, =TV, T
As a result, the eigenvalues of ¥, represents estimates of the phase factors
eI Cos(fiism(@). Similarly, the eigenvalues of ¥, represents estimates of the phase

factor e=7 7= sin(%)sin(¢)  Upon obtaining these estimates, the corresponding azimuth
0; and elevation ¢; can be derived as

B A
2md,

2ndy

arg <eij s cos(6;) sin((bi)) and ﬁz = -

Q; = arg <67j% sin(@i)sin(¢¢))

27d,
Such that

0; = arg (a; + j ;) and ¢; = arcsin (|a; + j5;]) for1 <i<p

4.5.1 Computational Complexity ESPRIT

The ESPRIT algorithm for a ULA can be summarized in four distinctive steps. The
initial step involves calculating the spatial covariance matrix R of the sampled data.
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It is important to note that the ESPRIT algorithm employs a different data model,
such that calculating the covariance matrix becomes X’ X for the predefined data
model. Given a data model X € CV*¥ the required number of operations is 2A/2N.

The subsequent step involves performing eigendecomposition of the spatial co-
variance matrix. This decomposes the matrix into its signal subspace and noise
subspace. Depending on the number of impinging signals p, the eigenvectors cor-
responding to the signal subspace is V', € CM*r. Using the QR algorithm, this will
result in 9M3 operations.

The third step involves solving the invariance equation for ¥ given the signal sub-
space V, and the selection matrices J, € C™*™ and J, € C™*. The invariance
equation can be expressed as

les‘Ij ~ JQVS

The signal subspace rotating operator can be calculated using the least-squares
technique such that

-1
U~ ((les)T J1VS> (V)T TV,

This requires five matrix multiplications and one matrix inversion. The first two mul-
tiplications are the selection matrices times the signal subspace. Note that the
complexity of this multiplication is dependent on the number antennas in the sub-
arrays. This requires a total of 4mMp — 2mp operations. The next multiplications
are (J,V,)" J,V, and (J,V,)" J,V,. Assuming that the translation is performed
during the multiplication, a total of 4mp* — 2p? operations are required. Next, the ma-
trix (J,V,)" J,V, is inverted which requires 2p* operations. Lastly, the last matrix
multiplication is performed resulting in 2p* — p? operations. The number operations
required using the least-squares technique is 4mMp + 4mp? + 4p> — 2mp — 3p?.

The last step is to calculate the eigenvalues of the signal subspace rotating op-
erator using eigendecomposition. This requires 9p® operations when using QR de-
composition. Afterwards, the angle 6; can be obtained for all impinging signals p.
This requires 4p operations, considering —\/2xd as a constant. The steps and their
respective computational complexity are summarized in Table 4.7.
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Table 4.7: Computational complexity ESPRIT for a ULA

Algorithm 4: ESPRIT ULA Procedure

1. Compute the spatial covariance

. 2M2N
matrix
2. Eigendecomposition of the spa- oM
tial covariance matrix
3. Solving the invariance equa-
tions using the least-squares 4mMp + 4mp* + 4p® — 2mp — 3p?

technique

4. Eigendecomposition of the sig-
nal subspace rotating operator 9p* + 4p
and computing the angles

Total complexity:
OM?3 + 2M2N + 4mMp + 4mp? +
13p3 — 2mp — 6p? + 4p

The ESPRIT algorithm for a URA, similar to that of a ULA, can be summarized
in four distinctive steps. The initial step entails the calculation the spatial covariance
matrix, requiring 272N operations. In the second step, the spatial covariance matrix
is decomposed into its signal subspace and noise subspace. The signal subspace
is denoted by V', € CM*?, where M = M, - M, is the number of antennas comprising
the array and p represents the number of impinging signals. This step requires 973
operations when using the QR algorithm.

The third step is solving the invariance equations for the signal subspace rotating
operators ¥, and ¥,. This is accomplished by using the signal subspace V; and
the four selection matrices: J,, J.2, J,1, and J,». These selection matrices have
the dimensions m, M, x M and m,M, x M in the x- and y-direction, respectively.
The invariance equations can be expressed as

JCCIVS\IIQT ~ J:CQVS
Jyle\I'y ~ JyQVS

In order to solve these equations, the least-square technique may be employed.



52 CHAPTER 4. ARRAY SIGNAL PROCESSING TECHNIQUES

This yields the subsequent solutions:
-1
‘I’JJ ~ ((Jxlvs)T Ja:lvs> (JmIVS)T JJ:QVS
-1
O, (T V) TuVe) TV InV,

Similar to a ULA, the computation of the signal subspace rotating operators ¥, and
W, requires 4m, M, Mp-+4m, M,p*+4p> —2m, M,p—3p? and 4m, M, M p+4m, M,p*+
4p* — 2m,M,p — 3p* operations respectively.

The last step is determining the azimuth and elevation. This is achieved by first
performing eigendecomposition on the signal subspace rotating operators, which
requires 18p® operations. Afterwards, the angles can be determined. Assuming that
—\/2nd, and —\/2nd, are constant, this requires 11p operations. A summary of the
steps and their respective computational complexity can be found in Table 4.8.

Table 4.8: Computational complexity ESPRIT for a URA

Algorithm 4: ESPRIT URA Procedure

1. Compute the spatial covariance

. 2M?2N
matrix
2. Eigendecomposition of the spa- o
tial covariance matrix
3. Solving the invariance equa- Am, My Mp + 4m, M, Mp +
tions using the least-squares 4m, M,p* + 4m, M,p* + 8p® —
technique 2m, M,p — 2m, M,p — 6p

4. Eigendecomposition of the sig-
nal subspace rotating operator 18p® + 4p
and computing the angles

Total complexity:
9M? + 2M?N + 4m, M, Mp +
4my, M, Mp + 4m, M,p* + 4m, M,p* +
26p® — 2m, M,p — 2m, M,p — 6p* + 11p

4.6 Overview and Comparison

In this chapter, array signal processing techniques and their computational complex-
ity are examined. Two methods are explored: spectral-based and parametric. The
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examined spectral-based methods include the MVDR and MUSIC algorithms, while
the parametric methods include the AVG and ESPRIT algorithms. A comprehen-
sive overview of the computational complexity of these DoA estimation algorithms
for both a ULA and URA is provided in Table 4.9.

Table 4.9: Overview computational complexity DoA estimation algorithms

DoA Estimation
Complexity ULA Complexity URA
Algorithm prexity prexity
SNM —
AVG SNM — N +5

N (M, + M, —2)+11

2M?2N 2M?2N
MVDR 2 (360 360 y 2 (64800 64800 y
M? (39 4 2N) + 2007 D2 (4500 4 o) 4 84800 3y
9M?3 + 9M?3 +
MUSIC M? (30 42N +p)+  M* (B0 42N +p) +

360 64800
S M s M
9M?3 + 2M>*N +
OM?3 + 2M?2N + 4mMp + 4dmy My M p—+4m, M, Mp+
ESPRIT dmp® + 13p* — 2mp —  4dm,M,p* + 4m, M,p* +
6p* + 4p 26p® — 2m, M,p —
2my, M,p — 6p* + 11p

To compare the computational complexity of these methods, a common ground
for both ULA and URA is established. It is assumed that both ULA and URA have an
equal number of antenna elements (M), snapshot count (), number of impinging
signal (p), and stepsize (§). Additionally, for a URA, an equal number of antenna
elements in each direction is assumed.

With these parameters set, the dominant terms for spectral-based methods,
MVDR and MUSIC, are primarily determined by the spectrum that needs to be eval-
uated. This is typically significantly larger than the number of antenna elements and
snapshot count. For a URA compared to a ULA, the increase of the spectrum that
needs to be examined is 180 times, which is reflected in the computational complex-
ity.

In contrast, parametric methods do not require the evaluation of an entire spec-
trum. Their complexity is primarily determined by the snapshot count and number of
antenna elements. For the AVG algorithm, the increase in computational complexity
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is less than a factor of two between a ULA and URA. For the ESPRIT algorithm, this
increase is even smaller, as the dominant terms 9M?2 + 2M?N remain constant.



Chapter 5

Simulation

This chapter delves into the exploration and verification of DoA estimation algorithms
through comprehensive simulations. The primary objective is to assess their accu-
racy and performance under a variety of conditions. Key parameters such as the
number of snapshots, number of antenna elements, and the SNR are examined.
Additionally, simulations are conducted to assess the effectiveness of frequency
compensation algorithms in the presence of frequency offset and frequency drift.

1Q Sample Generation
or
Collected Data

DoA Estimation
Y i
— Algorithms

A

Configuration Main
Program
<
_ Frequency
A Compensation
Algorithms

Plot
Generation

Figure 5.1: Simplified overview of the software components

Figure 5.1 offers a simplified overview of the software blocks utilized in the sim-
ulations. These blocks, coded in Python [26], form the fundamental components of
the simulation process. A modular design approach has been adopted to enhance
flexibility and increase reusability. The software blocks will be discussed in more
depth in the subsequent sections.

55
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5.1 1Q Sample Generation

The simulating of various DoA estimation algorithms necessitates the generation
of 1Q samples. A streamlined approach is adopted, focusing on the generation of
these 1Q samples without the need of simulating both the receiver and transmitter.
Ideal 1Q samples are generated and manipulated to achieve the desired results. The
generation of these 1Q samples is not arbitrary but strictly adheres to the Bluetooth
Core Specification.

Three primary parameters outlined in the Bluetooth Core Specification influence

the generation of ideal 1Q samples:

1. Length of the CTE: This parameter, an integer ranging from 2 to 20, corre-
sponds to a CTE duration from 16 to 160 ps. It can be defined as 8 - k ps
Jfork € [2,...,20]. The length of the CTE determines the maximum number of
sample slots within a Bluetooth packet.

2. Slot duration: This parameter specifies the time of the switch and sample slots,
which subsequently determines, in combination with the CTE length, the num-
ber sample slots within the CTE. The slot duration can be either 1 or 2 ps.

3. PHY mode: The PHY mode, in combination with the slot duration, determines
the fixed phase difference between 1Q samples from consecutive sample slots.
The PHY mode can be either LE 1M PHY or LE 2M PHY.

Upon generation of the ideal IQ samples, additional parameters such as initial phase,
frequency offset, frequency drift, incident angle(s), and noise can be incorporated.
Assuming unity amplitude, the signal describing the IQ samples which include the
PHY mode, initial phase, frequency offset, and frequency drift at a certain time ¢ in
microseconds can be described as

s(t) = o (Oinirt2m(mode-250-10%+ for pact+farife-t) t)j

Where:
* 0:.:: represents the initial phase of the signal in radians.
* mode denotes the PHY mode used, which is either 1 for LE 1M PHY or 2 for
LE 2M PHY.
* forrset 1S the frequency offset in hertz.
* farise 1S the frequency drift in hertz per second.

The initial phase, frequency offset, and frequency drift are all selected from a uniform
distribution. The initial phase is restricted to the interval [0, 27) radians. The intervals
for the frequency offset and drift, on the other hand, are user-defined. The values for
these parameters are selected from a uniform distribution that spans the respective
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intervals. Subsequently, the IQ samples can be manipulated to incorporate the inci-
dent angle. For a ULA the phase difference (¢A) between two consecutive antenna

is defined as ord
da = % sin(0)

In an ideal world, the phase difference between consecutive antennas is fixed, im-
plying that the phase difference can be multiplied with the antenna index to get the
correct phase difference. The same procedure can be applied to a URA. The only
difference is that the phase difference between antennas is the sum of its x- and
y-direction components. This is mathematically defined as

ba, = 27;% cos(#) sin(¢)
ba, = 27;dy sin(0) sin(¢)

Again, in an ideal world, these direction dependent phase differences can be added
based on the antenna index in each direction.

Bluetooth provides the capability to utilize 36 channels for the transmission of
packets that contain a CTE. The selection of these channels in simulation is not
arbitrary but is instead drawn from a uniform distribution. This method is employed
to mimic the frequency hopping technique inherent to the Bluetooth technology. As
the wavelength is dependent on the channel, this will alter the phase difference
between antennas in an antenna array.

Finally, AWGN can be incorporated into the IQ samples. This is to simulate real-
world conditions where signals are often subject to noise. The level of noise added
is contingent upon the desired SNR.

In Figure 5.2 the unwrapped arguments of the IQ samples for a 4x4 antenna
array are depicted. The parameters used to generate these 1Q samples are as
follows: a slot duration of 2 us, a PHY mode of LE 1M PHY, and a CTE length of 9,
which corresponds to a duration of 72 ps. A total of 1000 snapshots are generated
utilizing all 36 Bluetooth channels with a SNR of 15 dB. The incident angle was set
at 90° azimuth and 45° elevation. No frequency offset and drift were applied in the
generation of the 1Q samples.

5.2 Simulation of Direction of Arrival Estimation Al-
gorithms

The generated 1Q samples, as described in the preceding section, serve as the
input for the DoA estimation algorithms. This thesis includes four DoA estimation
algorithms: AVG, MVDR, MUSIC, and ESPRIT. Each algorithm operates on similar
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Figure 5.2: Unwrapped arguments versus sample index

parameters, which include IQ samples, wavelength and inter-element spacing. An
additional parameter, the number of incident angles, is required for the algorithms
MUSIC and ESPRIT. The output of these algorithms is the estimated incident an-
gles.

The simulations are conducted under a set of assumptions and considerations.
Firstly, the presence of only one impinging signal is assumed. This assumption is
justified by the fact that a Bluetooth device can only synchronize with a single other
Bluetooth device in both connection-oriented and connectionless mode. Secondly,
only a LoS is assumed to limit the scope.

During the simulations, a slot duration of 2 us and the PHY mode LE 1M PHY
are used. These values are specifically selected as Bluetooth devices supporting the
direction finding feature shall at least support this PHY mode and slot duration. Fur-
thermore, DoA estimation algorithms only consider a single wavelength to estimate
the incident angle. A wavelength of 0.122795 meters is selected, as it corresponds
to the center frequency of the usable Bluetooth channels. Finally, the inter-element
spacing is fixed at 0.0360 meter, matching with the inter-element spacing of the
antenna array used during the field measurements.

The primary objective of these simulations is to examine the results for the key
parameters: SNR, number of snapshots, and number of antenna elements. To
compute the Root-Mean-Square Error (RMSE), a total of 1000 runs are executed
for each result.
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5.2.1 Signal-to-Noise Ratio

The SNR is a crucial factor in the successful reception of Bluetooth packets and con-
sequently in the ability to estimating the incident angles. Unfortunately, the Bluetooth
Core Specification does not explicitly define a minimum SNR. Instead, it specifies
a minimum sensitivity level for which at least a Bit Error Rate (BER) of 0.1% must
be achieved. This sensitivity level shall not exceed -70 dBm when using the LE Un-
coded PHYs [6]. In practice, typical Bluetooth implementations achieve a receiver
sensitivity level of -95 dBm or better [27]. The receiver sensitivity level can be used to
approximate the minimum SNR required to achieve the defined BER. The minimum
SNR can be calculated using the following formula [28]:

SNR,mn == Smin - ]{,’BT()B - NF

The terms kgTyB is also referred to as mean power of the standard noise that is
available at the input of the receiver, where kg is the Boltzmann constant, T is
the mean noise temperature in Kelvin, and B is the receiver bandwidth in hertz.
Assuming a standard noise temperature of 290 K and a bandwidth of 1 MHz, which
corresponds to the LE 1M PHY, the k3T, B approximates -114 dBm. The noise factor
(NF') depends on the architecture of the Bluetooth device. A noise factor around 8
dB is assumed, as BLE devices in literature deviate around this value [29]. For
a minimum sensitivity levels (S,.:,) of -70 dBm and -95 dBm, the minimum SNR
becomes approximately 5.83 dB and -19.17 dB, respectively.

Simulations were conducted over a SNR range from -25 to 25 dB. The snapshot
count was maintained at 25 throughout the simulations. The antenna array was
configured in a 4x4 grid, resulting in a total of 16 antennas. The results of these
simulations are depicted in Figure 5.3.

The performance of the AVG algorithm is noticeably inferior compared to the
other three algorithms when the number of snapshots and antennas are held con-
stant. The AVG algorithm’s performance begins to deteriorate rapidly once the SNR
falls below 10 dB. On the other hand, the other three algorithms exhibit almost iden-
tical behavior. Their performance primarily starts to decline when the SNR drops
below 0 dB. This indicates that the AVG algorithm is not as robust, which limits its
applicability in real-world scenarios where low SNR conditions are expected.
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Figure 5.3: RMSE for azimuth and elevation as a function of the SNR

5.2.2 Number of Snapshots

The number of snapshots is a critical factor in accurately determining the incident
angle. Increasing the number of snapshots can enhances the precision by facilitating
a more accurate determination of the noise. However, this increase in snapshots
inversely affects the update rate of the estimated incident angles, thereby presenting
a trade-off.

Simulations were conducted to evaluate the performance of the DoA estimation
algorithm in relation to the number of snapshots. The number of snapshots was
varied incrementally from 1 to 100. Utilizing a 4x4 antenna array and a SNR of 5 dB,
the results depicted in Figure 5.4 were obtained.

A careful analysis of the results reveal that all DoA estimation algorithms con-
verge towards a fixed RMSE limit as the number of snapshots increases. This is
particularly noticeable for the AVG algorithm, where beyond a certain threshold, an
increase in the number of snapshots does not further decrease the RMSE, given
that the SNR and antenna count remain constant. This limit is nearly reached for
both azimuth and elevation when the number of snapshots is approximately 25 or
more. Furthermore, the disparity between the RMSE for azimuth and elevation for
the AVG algorithm aligns with the observation from the SNR simulations.



5.2. SIMULATION OF DIRECTION OF ARRIVAL ESTIMATION ALGORITHMS 61

10 10

DoA Algorithm DoA Algorithm
— AVG — AVG
MVDR MVDR
8 —— MusIC 8 —— MUSIC
—— ESPRIT — \/\ —— ESPRIT
o oL
C
s 6 S 6
2 %
£ 2
N (]
< w
L
uoa w4
= =
o o
2 2
O1 10 20 30 40 50 60 70 80 90 100 O1 10 20 30 40 50 60 70 80 90 100
Number of Snapshots [-] Number of Snapshots [-]

Figure 5.4: RMSE for azimuth and elevation as a function of the snapshot count

5.2.3 Number of Antennas

The final parameter under consideration is the number of antennas. The maximum
number of antennas is primarily constrained by the number of available sample slots.
With a slot duration of 2 ps, there are up to 38 sample slots available. This allows
for a maximum antenna array consisting of 6x6 elements, assuming only antenna
arrays are considered with equal number of antennas in both directions.

Simulations were conducted to evaluate the performance of the DoA estimation
algorithm in relation to the number of antennas. The number of antennas was varied
such that there were equal antennas in both directions, ranging from 2 to 6 antennas.
With a constant snapshot count of 25 and a SNR of 5 dB, the results depicted in
Figure 5.5 were obtained.

The results indicate that as the number of antennas increases, the RMSE grad-
ually approach a fixed limit, with the exception of the MVDR algorithm. This pattern
is similar to the simulation where the number of snapshots is altered. The limit is
influenced by the SNR and the number of snapshots. During these simulations, it
is assumed that the antennas are ideal, which implies that no imperfections of the
antennas are taken into consideration. Consequently, resulting only in an augmen-
tation of samples for each snapshot.
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Figure 5.5: RMSE for azimuth and elevation as a function of the number of antennas

5.3 Evaluation of Frequency Compensation through
Simulation

A series of simulations have been conducted to evaluate the effectiveness of fre-
quency compensation algorithms in the presence of frequency offset and drift. Ini-
tially, the algorithms are evaluated in presence of only frequency offset. As per the
Bluetooth Core Specification, the deviation in the center frequency during a Blue-
tooth packet is not permitted to exceed +150 kHz. Figure 5.6 offers a visual rep-
resentation of the unwrapped arguments of the generated IQ samples for a single
antenna element when a frequency offset is applied. The applied frequency offset
has a uniform distribution, with offsets ranging from 48 kHz to 52 kHz. In addition, a
total of 1000 Bluetooth packets are depicted, each with a SNR of 30 dB.

During the reference period, eight IQ samples are collected from the reference
antenna at an interval of 1 us. These reference samples serve as a basis for es-
timating the frequency offset. Three frequency offset compensation algorithms -
Median, Average, and Linear Least Squares (LLS) - are evaluated using these ref-
erence samples. Additionally, the LLS algorithm is also assessed using the initial
four data samples, corresponding to the sample indices 0, 1, 2, and 3. The resulting
RMSE for these algorithms, when applied to either the reference or data samples,
is depicted in Figure 5.7.

The LLS algorithm outperforms both the Median and Average algorithms when
only reference samples are used. The improvement over the Average algorithm
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Figure 5.6: Unwrapped arguments with frequency offset
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Figure 5.7: Performance of the Average, Median, and LLS frequency compensation
algorithms across sample indices

is relatively small, around 10° in the best-case scenario, while the improvement
compared to the Median algorithm is almost 50°. Interestingly, substituting data
samples for reference samples in the LLS algorithm further improve the results.
However, even in this scenario, the worst-case RMSE is still approximately 20°.
Despite these improvements, the RMSE continues to rise for all algorithms as the
sample index increases. This suggests that using sample indices at the start of
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the CTE is insufficient for accurately determining the frequency offset in a noisy
environment.

In an attempt to further improve on these results, the sample indices at the end
of the CTE are also taken into consideration. Given its superior performance, only
the LLS algorithm is employed for this simulation. Three distinct sets of samples are
used. In the first set, only data samples corresponding to the sample indices 0, 1, 36,
and 37 are used. The second set is similar but also includes all reference samples. It
should be noted that the last reference sample (reference sample index 7) is identical
to the first data sample (data sample index 0), hence, to prevent duplication of 1Q
samples, the first data sample is excluded. The third set is akin to the second set,
but only the reference samples corresponding to the sample indices 0 and 7 are
considered.

Figure 5.8a shows the performance of LLS algorithm for the three datasets. The
performance of the three sets exhibits a close correlation, making it evident that the
utilization of a larger number of samples yields better results. As the sample index
increases, the performance of the datasets begins to converge. This convergence
is due to the use of identical sample indices at the end, specifically sample index
36 and 37. This is in contrasts with the start sample indices, where the number of
samples used varies per dataset. Consequently, a trade-off emerges between the
number of samples used for frequency compensation and those used for estimating
the incident angles. However, it is noteworthy that increasing the number of sam-
ples does not significantly enhance the performance. The maximum improvement
observed between the three datasets is a mere approximately 0.2°.

The superior algorithm and dataset are applied to correct the IQ samples of the
1000 Bluetooth packets. This involves using the LLS algorithm with all reference
samples and data samples corresponding to the sample indices 1, 36, and 37. The
unwrapped argument resulting from this correction is depicted in Figure 5.8b. The
frequency offset is effectively eliminated in this process, leaving only observable
noise.

The Bluetooth specifies also specify a maximum frequency drift of 400 Hz/us,
with a maximum drift of £50 kHz within a Bluetooth packet. To evaluate the perfor-
mance of the algorithms under these conditions, frequency drift is added to each
packet. This drift is uniformly distributed between 75 and 100 Hz/us and is added in
addition to the frequency offset. In this scenario, a constant frequency drift through-
out the CTE is assumed.

The frequency drift is applied to the 1000 Bluetooth packets. When applying the
LLS algorithm with the three predefined datasets, the RMSE as depicted Figure 5.9
was observed. The results reveal a parabolic shape after frequency compensation.
This outcome aligns with expectations, as only samples at the start and end of
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Figure 5.8: Performance comparison and unwrapped arguments for the three
datasets (frequency offset)

the CTE are used, thereby allowing only for linear interpolation. This essentially
allows exclusively for the determination and correction of frequency offset. For a
more precise estimation of the frequency drift, quadratic interpolation is required.
This implies that samples, preferably uniformly distributed, throughout the CTE are
necessary.
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5.4 Conclusion

This chapter has presented a comprehensive evaluation of the performance of four
DoA estimation algorithms, considering three key parameters: SNR, snapshot count,
and number of antennas. The generation of IQ samples, in compliance with the
Bluetooth Core Specification, was explained. Rather than simulating both transmit-
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ter and receiver, the IQ samples were manipulated to yield the desired results.

The performance of the AVG algorithm was noted to deteriorate when the SNR
dropped below 10 dB during the simulation. A similar trend was observed for the
other three DoA estimation algorithms, whose performance began to decline when
the SNR fell below 0 dB. The snapshot count was held constant at 25 for these
simulations, and a 4x4 antenna array was used.

It was observed that the RMSE converged to a fixed limit as either the snapshot
count or number of antennas increased. Beyond approximately 25 snapshots, no
further improvement in RMSE was observed when using a 4x4 antenna array and
a SNR of 5 dB. The number of antennas is limited by the sample slots defined
by the Bluetooth Core Specification, leading to improvements across all antenna
configurations. Although, these improvements diminish as the number of antennas
increases.

The chapter also assess the impact of frequency offset and drift. Three fre-
quency compensation algorithms - Average, Median, and LLS - were evaluated.
The LLS algorithm proved to be superior. However, it was concluded that the ref-
erence samples alone are insufficient to accurately determine the frequency offset.
Instead, samples at the start and end of the CTE are required.

A RMSE of less than 2.0° was achieved after frequency compensation using the
LLS algorithm with all reference samples and data samples corresponding to the
sample indices 1, 36, and 37. This result was obtained under the conditions where
a SNR of 30 dB was used and a frequency offset uniformly selected in the range of
48 to 52 kHz.

The frequency compensation algorithms were found to be ineffective when fre-
quency drift is present due to their reliance on linear interpolation. Consequently, in
instances where frequency drift is present, a parabolic shape was observed upon
applying these algorithms.
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Chapter 6

Measurement Setups and Results

In the previous chapters, the DoA estimation algorithms and theories behind direc-
tion finding and Bluetooth itself are introduced. Furthermore, simulations are per-
formed to provide an evaluation of the expected performance and behavior of the
algorithms. In this chapter measurement setups used for field measurements are
described. This includes the hardware, software, and information about the setup
and data collection. Afterwards, the collected data is evaluated.

6.1 Hardware and Software for Data Collection

In the process of data collection, a variety of hardware components were utilized.
In this section the hardware and software components used for data collection are
discussed.

Primary Anchor: BG22-RB4191A

The primary anchor used is the BG22-RB4191A, a 4x4 dual polarized antenna array
from Silicon Labs [30]. This antenna array is specifically designed for evaluation and
development purposes using the direction finding feature introduced in Bluetooth
5.1.

At the core of this antenna array is the EFR32BG22 wireless System-on-Chip
(SoC) from Silicon Labs [31]. Alongside the hardware components, Silicon Labs
has developed a Python package known as PyBGAPI [32]. This package provides
a means to interface with the SoC via a serial interface. In this setup, the SoC
is responsible for running the Bluetooth stack and handling all low-level operations
related to Bluetooth communication. On the other hand, the application runs on a
separate host device, such as a PC. A debug adapter board is required to let the
host device communicate with the SoC on the antenna array.

69
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(a) Top view (b) Bottom view

Figure 6.1: Antenna array BG22-RB4191A

Secondary Anchor: CHW1010-ANT2-1.0

The secondary anchor utilized is the CHW1010-ANT2-1.0 antenna array from CoreHW
[33]. This is a 4x4 antenna array composed of patch antennas. The selection of
these antennas is facilitated by SP16T antenna switch, which is incorporated on the
antenna array. An external Bluetooth transceiver, which can be connected using a
U.FL connector, is required for this system.

(a) Top view (b) Bottom view

Figure 6.2: Antenna array CHW1010-ANT2-1.0
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Tag: SLTB010A

As tag the SLTB010A from Silicon Labs is utilized [34]. This development board is
also centered around the ERF32BG22 Wireless SoC. It can be powered via either
the micro USB connector or a CR2032 coin cell. The SLTB010A contains a ceramic
PCB antenna, with its reference design and radiation pattern depicted below.

270° 90° 270°

(b) Radiation pattern - XY (c) Radiation pattern - XZ

Figure 6.3: SLTBO10A with normalized radiation pattern [35]

6.2 Experimental Setups

In order to gather the necessary data for analysis, measurements are conducted in
two distinct environments. The initial setup was the anechoic chamber at the Univer-
sity of Twente. The final setup, where the concluding measurements are conducted,
was located in the anechoic chamber at ASTRON.
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Experimental Setup at University of Twente

-~ Anchor

Figure 6.4: Measurement setup University of Twente

The initial experiments and measurements were conducted in the anechoic chamber
at the University of Twente. As depicted in Figure 6.4, the measurement setup
consists of two main components: the anchor and the tag.

The anchor, depicted on the left side of Figure 6.4, is mounted to a camera tri-
pod. This setup allows for the rotation of the anchor to modify the angle of incident
as needed. Two types of antenna arrays, namely BG22-RB4191A and CHW1010-
ANT2-1.0, are utilized for the anchor. The anchor is connected to a debugger, which
in turn is connected via a USB cable to a laptop outside the chamber. This connec-
tion facilitates not only the configuration of the anchor but also enables immediate
processing of the captured IQ samples.

The tag, depicted on the right side of Figure 6.4, is mounted to an adjustable
pedestal. The SLTBO10A is used for the tag. Both the tag and anchor are posi-
tioned at equal height, ensuring that the tag aligns with the center of the antenna
array. Furthermore, careful attention has been paid to align their polarizations.
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Experimental Setup at ASTRON

Anchor

(BG22-RB4191A)
Tag
(SLTB010A) r} Debugger
|I'IH ....................................

g —

Computer to Control

Laptop for
Data Acquisition

Roll L\

|

Figure 6.5: Measurement setup ASTRON

For the final measurements, the anechoic chamber at ASTRON was made avail-
able. This chamber is equipped with a positioner that allows the incident angle to be
adjusted precisely. The positioner operates based on a roll-over-yaw mechanism,
which allows for the adjustment of both roll and yaw angles within a range of -90°to
90°.

Considering that the DoA estimation algorithms yield the estimated azimuth (6)
and elevation (¢), a translation between these systems is necessary. For azimuth in
the range of 0° < § < 180° and elevation in the range of 0° < ¢ < 90°, the conversion
to roll and yaw angles can be accomplished using the following formulas:

yaw = ¢
roll = 6 — 90°

For azimuth in the range of —180° < # < 0° and elevation in the range of 0° <
¢ < 90°, the conversion can be achieved using:

yaw = —
roll = 0 + 90°

The antenna array is mounted onto the positioner such that its x-axis is oriented
towards the tag and its z-axis towards the ceiling, as depicted in Figure 6.5 and
Figure 6.6. Similarly, the tag is positioned such that its x-axis is oriented towards the
center of the antenna array and the z-axis points to the ceiling. In this configuration,
the horizontal port of the dual polarized antenna array aligns with the polarization of
the tag. The procedure for aligning the tag and anchor can be found in Appendix A.
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(a) Antenna array with coordinate axes (b) Roll, pitch, and yaw

Figure 6.6: Antenna array with corresponding roll, pitch, and yaw

6.3 Data Collection

During the data collection process at ASTRON, certain parameters are maintained
constant throughout the measurements. These parameters include a slot duration of
2 us and the PHY mode LE 1M PHY, both of which are mandatory for any Bluetooth
device that supports the direction finding feature. A slot duration of 2 us allows for
a maximum of 38 sample slots per CTE. Additionally, all 36 Bluetooth channels are
used, over which transmission of packets containing a CTE is allowed.

The data collection process primarily involves three types of measurements. The
first measurement is conducted to verify the effectiveness of frequency compen-
sation in eliminating frequency offset and drift. During this measurements, 1000
Bluetooth packets are captured using only the reference antenna ANT13. Both the
horizontal and vertical ports are used, and the transmits powers of 8.5, 2.0, and -
8.5 dBm are used. The subsequent measurements, namely antenna compensation
measurements and data measurements, will be elaborated upon in the following
sections.

6.4 Antenna Compensation Measurements

The objective of the antenna compensation measurements is to acquire data that
can be used for antenna compensation. For these measurements both ports, hor-
izontal and vertical, are used. A total of 1000 Bluetooth packets are captured on
each port, covering all 36 Bluetooth channels. The measurements are conducted
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for the transmit powers 8.5, 2.0, and -8.5 dBm.

The incident angles are adjusted while preserving the polarization alignment,
which implies a roll of O degrees. This corresponds to an azimuth of either +90 or
-90 degrees. The elevation is varied according to a predetermined sequence: 0,
15, 30, 45, 60, 75, and 85 degrees. To avoid redundancy, data is collected at an
elevation of 0 degrees only once, resulting in a total of 13 unique incident angles.

To optimize the use of the available 38 sample slots, the following antenna switch-
ing pattern is employed:

[ANT13, ANT13, ANT13, ANT13, ANT14, ANT14, ANT15, ANT15, ANT16, ANT16,
ANTO, ANT9, ANT10, ANT10, ANT11, ANT11, ANT12, ANT12, ANT5, ANTS,
ANTG6, ANT6, ANT7, ANT7, ANT8, ANT8, ANT1, ANT1, ANT2, ANT2, ANTS,

ANT3, ANT4, ANT4, ANT13, ANT13, ANT13, ANT13]

The collected data is stored in a pickle file using the specific naming convention:

comp_data_[date] _pkts_[packets]_pol_[polarization]_az_[azimuth]_el_[elevation]
_pwr_[power]_-whole_antenna.pkl

The variables within the square brackets are set according to the specified value.
Where:

» Date: The date when the data was obtained in the format YYYY_MM_DD.

» Packets: The number of Bluetooth packets obtained.

 Polarization: Can be either “HORIZ” or “VERT” for horizontal and vertical port,
respectively.
Azimuth: The azimuth angle in degrees.
Elevation: The elevation angle in degrees.
» Power: The transmit power of the tag. Must be divided by ten to obtain the

original transmit power in dBm.

The pickle module [36] is used for serialization and deserialization of Python objects.
Each pickle file contains four Python objects:

1. Data: The 1Q samples obtained during the sample slots.

2. Reference: The 1Q samples obtained during the reference period.

3. Channel: Channel index at which each Bluetooth packet is obtained.

4. RSSI: The Received Signal Strength Indicator (RSSI) for each Bluetooth packet.

6.5 Data Measurements

The final set of measurements, referred to as data measurements, share similari-
ties to the antenna compensation measurements. Both ports and identical transmit
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powers are utilized. However, a distinction lies in the number of captured Bluetooth
packets. For these measurements, only 500 packets are captured, as opposed to
1000, across the 36 Bluetooth channels.

During the data measurements, adjustments are made to both azimuth and ele-
vation. This change in azimuth results in a misalignment of the antennas’ polariza-
tion. The elevation is varied according to a predetermined sequence: 0, 15, 30, 45,
60, 75, and 85 degrees. Conversely, the azimuth angles are adjusted according to
the sequency: -75, -60, -45, -30, -15, -5, 5, 15, 30, 45, 60, and 75 degrees. This
results in a total of 84 unique incident angles.

A slightly different antenna switching pattern is also employed:

[ANT13, ANT13, ANT13, ANT14, ANT15, ANT16, ANT9, ANT10, ANT11, ANT12,

ANTS, ANT6, ANT7, ANT8, ANT1, ANT2, ANT3, ANT4, ANT13, ANT14, ANT15,

ANT16, ANT9, ANT10, ANT11, ANT12, ANTS5, ANT6, ANT7, ANT8, ANT1, ANT2,
ANT3, ANT4, ANT13, ANT13, ANT13, ANT13]

The collected data is stored in a pickle file. The naming convention is similar to
the antenna compensation measurements with the exception that the prefix “comp_”
is omitted.

6.6 Frequency Compensation

The effectiveness of frequency compensation on captured IQ samples is evaluated
utilizing the same antenna throughout the entire duration of the CTE. These mea-
surements are conducted at ASTRON, where a total of 1000 Bluetooth packets
are captured at each transmit power level, exclusively using the reference antenna
ANT13.

In Figure 6.7, the unwrapped arguments of the unprocessed 1Q samples, trans-
mitted at a power level of 8.5 dBm, are plotted against their corresponding sam-
ple indices. A prominent frequency offset is observed, characterized by the linear
behavior exhibited by the unwrapped arguments. This frequency offset remains
consistent across all channel indices, indicating its independence from the center
frequency used.

Upon applying the superior frequency compensation algorithm, namely the LLS
algorithm with the three data sets as mentioned in Chapter 5.3, the results depicted
in Figure 6.8 are obtained. A key observation is that only frequency offset plays a
significant role. In contrast, the frequency drift appears to be either unnoticeable
or entirely absent in the results. This observation is supported by the absence of a
visible parabolic curve.
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Figure 6.7: Unwrapped arguments of the reference antenna ANT13

When the LLS algorithm is employed with all reference samples and the data
sample corresponding to the sample indices 1, 36, and 37, it consistently yields the
lowest RMSE. Hence, this specific algorithm configuration is utilized throughout this
thesis when frequency compensation is applied, unless otherwise stated.

Comparable results are obtained for the transmit powers 2.0 and -8.5 dBm. The
LLS algorithm, with the same sample indices, continues to yield the lowest RMSE
across all transmit powers. The only noticeable difference is an increase in RMSE
as the transmit power decreases. This is to be expected as a decrease in signal
strength leads to a corresponding decrease in SNR for a fixed environment.

6.7 Evaluation of All Incident Angles

As a measure of validation, the data collected during the antenna compensation
measurements and data measurements are evaluated. This evaluation primarily
focusses on the performance of the antenna array across all incident angles.

Prior to the evaluation, frequency compensation is applied to the data, rendering
it usable. From this data, a single snapshot is extracted for each collected Bluetooth
packet, with each snapshot corresponding to a single sample on each antenna. This
results in a total of 1000 snapshots per incident angle for the antenna compensation
measurements.

The results of this evaluation are visually represented in Figure 6.9. To main-
tain clarity and simplicity, only the results obtained from the MUSIC algorithm are
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displayed due to its slightly superior performance. However, the estimated incident
angles for all four DoA estimation algorithms are available in the Appendix B.

These results consider only a transmit power of 8.5 dBm and horizontal polariza-
tion. The choice of horizontal polarization was made due to its consistent alignment
throughout the measurements. For the azimuth errors, the incident angle corre-
sponding to an elevation of 0° is excluded. The potential misalignment between
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the tag and anchor can produce any azimuth angle. For the elevation errors, the
incident angles corresponding to an elevation of 75° and 85° are excluded. The
returned estimated incident angles reach their maximum of 90°, providing no addi-
tional information.

All 36 Bluetooth channels are used during the data collection, with each channel
corresponding to a distinct wavelength. Given that the DoA estimation algorithms
consider a single wavelength for estimating the incident angle and assuming a uni-
form distribution across all channels, the central wavelength is selected for use. This
corresponds to a wavelength of 0.122795 meters.

The azimuth error appears to converge as the elevation increases. Upon exam-
ination of the estimated azimuth provided in Appendix B, it becomes evident that
the combined estimated azimuth approaches 180° as the elevation increases. This
trend suggests a potential misalignment between the tag and anchor. On the other
hand, the elevation error increases as the elevation increases. This is an anticipated
outcome considering that the antenna array employs dual polarized patch antennas.

Interestingly, an equal offset seems to exist between the elevations of 15°, 30°,
45°and 60°for both azimuth angles. The difference in error ranges from a minimum
of 3.96° to a maximum of 4.35°. The mean elevation offset error is 2.08°, which
closely matches the elevation error found at an elevation of 0°.

A similar analysis is conducted for the data measurements, with the primary
distinction that both horizontal and vertical ports are utilized. The outcomes are
visually represented in Figure 6.10 for the horizontal port and Figure 6.11 for the
vertical port. The estimated incident angles for all four DoA estimation algorithms
can be found in Appendix B. Another notable difference is that the data consists
of 500 captured Bluetooth packets instead of 1000 packets. Since one snapshot
is extracted per Bluetooth packet, a total of 500 snapshots are available. Once
again, the azimuth error corresponding to an elevation of 0° and the elevation errors
corresponding to elevations of 75°and 85° are excluded.

A significant performance discrepancy is observed between the horizontal and
vertical ports, with the vertical port outperforming the horizontal port in nearly all
conducted measurements. The azimuth errors observed on the horizontal port are
to be expected due to the roll changes that occur when altering the azimuth. This re-
sults to a misalignment between the anchor and tag. As the azimuth approaches 0°,
a misalignment in polarization occurs, leading in an expected drop in performance.
Similar patterns are observable for the elevation error at larger elevation angles,
although the impact on the elevation of 30° or less is relatively insignificant.

In stark contrast, the results obtained from the vertical port remain relative con-
stant across all azimuth angles. As the azimuth deviates from 0°, a misalignment in
polarization occurs. This effect is only marginally noticeable for the azimuth of £75°.
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The elevation error, contrary to expectations, improves as the azimuth diverge from
0°.
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Figure 6.9: Azimuth and elevation error antenna compensation measurements hor-
izontal port
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Figure 6.10: Azimuth and elevation error data measurement horizontal port
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Figure 6.11: Azimuth and elevation error data measurements vertical port

6.8 Results Parameter Sweep

The measurements conducted in the anechoic chamber at ASTRON are designed to
allow for variations in the number of snapshots, number of antennas, and the SNR.
This section assesses the impact of these parameters on 1Q samples obtained from
a real-world antenna array. For these parameters, an alignment in polarization of
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the anchor and tag is used. Two incident angles are used, specifically azimuth 90°
at an elevation of 15°and 45¢°, to verify if there is any discrepancy between incident
angles. The results are obtained after frequency compensation is applied.

Number of Snapshots

The first parameter evaluated is the number of snapshots. A total of 1000 Bluetooth
packet are obtained, with a single snapshots per Bluetooth packet, resulting in a
total of 1000 available snapshots. The transmit power used is -8.5 dBm. The range
of snapshots spanned from 1 to 100 with a step size of one. The data is partitioned
into chunks of the desired length for each snapshot. The results for an azimuth of
90° at an elevation of 15° and 45° are depicted in Figure 6.12a and Figure 6.12b,
respectively.

The results for the MVDR are truncated to observe the behavior of the other DoA
estimation algorithms at a lower snapshot count. It can be observed that all DoA es-
timation algorithms perform similarly, except for the MVDR at a low snapshot count.
The performance limit of the other algorithms is already reached when the snapshot
count is below 10, indicating a high SNR even for a lowest transmit power of -8.5
dBm.

Number of Antennas

Next, the number of antennas is varied while maintaining a constant transmit power
of -8.5 dBm. A snapshot count of 25 is used, as increasing the snapshot count
yield similar performance. The antenna array used has a 4x4 configuration, which is
therefore the largest square antenna array configuration possible. The 4x4 antenna
array also facilitates the creation of two other square antenna array configurations,
namely 2x2 and 3x3. For the 2x2 configuration, the inner antennas ANT10, ANT®6,
ANT11, and ANT7 are used to preserve the same center as the 4x4 configura-
tion. However, maintaining the same center is not feasible for the 3x3 configuration.
Therefore, the antennas ANT10, ANT6, ANT2, ANT11, ANT7, ANT3, ANT12, ANTS,
and ANT4 are used. The results obtained are depicted in Figure 6.13.

As can be seen, antenna configurations with fewer antennas outperforms larger
ones in all instances. This contradicts the theory that a greater number of antennas
should provide a more accurate estimation of the incident angle. Several factors
contribute to this unexpected outcome. Firstly, the real-world measurements are
not ideal, as evidenced by the observed misalignment between the anchor and tag.
Secondly, the antennas used are not identical. For the 2x2 configuration, only the
inner antennas with approximately equal mutual coupling are used. In contrast, both
inner and outer antennas are used for the other configurations. Lastly, a high SNR
was noted, suggesting that a smaller number of antennas may be sufficient for ac-
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curately estimating the incident angle.

Signal-to-Noise Ratio

The final parameter adjusted is the SNR. Given the difficulty in determining the
SNR when introducing noise to the measurement setup, the transmit power is varied
instead. The transmit power used are 8.5, 2.0, and -8.5 dBm, corresponding to an
average RSSI of -53.58, -60.82, and -71.36 dBm respectively for an elevation of
15° For an elevation of 45°, the average RSSI of -52.01, -58.99, and -69.33 dBm
was observed respectively. The 1000 snapshots are partitioned in chunks of 25
snapshots. Using all 16 antennas from the antenna array, the results shown in
Figure 6.14 are obtained.

Each DoA estimation algorithm demonstrates a slight improvement when the
transmit power is increased. In addition, a nearly constant RMSE offset can be
observed among the algorithms. However, these improvements and the offsets are
minimal and thus can be considered negligible. This primarily suggests that the SNR
is too high to observe a significant improvement in the estimation of the incident
angle.
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Figure 6.14: RMSE versus transmit power

6.9 Antenna Compensation

During the measurements performed in the anechoic chamber at the University of
Twente, a significant spread in the unwrapped arguments was observed after fre-
quency compensation. Figure 6.15 depicts the spread on the antenna elements of
the BG22-RB4191A for 1000 Bluetooth packets. These results were obtained at an
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incident angle of 0° azimuth and 0° elevation with the switching pattern:

[ANT1, ANT1, ANT1, ANT1, ANT2, ANT2, ANT3, ANT3, ANT4, ANT4, ANTS,
ANTS5, ANT6, ANT6, ANT7, ANT7, ANT8, ANT8, ANT9, ANT9, ANT10, ANT10,
ANT11, ANT11, ANT12, ANT12, ANT13, ANT13, ANT14, ANT14, ANT15, ANT15,
ANT16, ANT16, ANT1, ANT1, ANT1, ANT1]

The measurements were conducted with the polarization of the anchor and tag
aligned. To ensure consistency in the argument spread from these measurements,
a power cycle was performed by disconnecting and reconnecting power. The results
confirmed that the arguments spread was not affected by the power cycle.
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Figure 6.15: Argument spread of data from anechoic chamber University of Twente

To ascertain that these observations were specific to a particular antenna array,
an additional antenna array, designated as CHW1010-ANT2-1.0, was tested under
similar conditions. Comparable results were obtained for this antenna array, thereby
confirming the consistency of the observation across different antenna arrays. How-
ever, for the subsequent results and analysis exclusively the antenna array from Sil-
icon Labs was used. This was primarily due to the length mismatch in transmission
line between the inner and outer antenna elements of the CHW1010-ANT2-1.0.

To mitigate the argument spread present in the results, two methods of antenna
compensation are introduced. The first method is termed as antenna deviation com-
pensation. In this approach, the mean argument is computed for each antenna
within the array across all Bluetooth channels. Subsequently, an average is calcu-
lated for each Bluetooth channel. This average is then subtracted from the mean
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value to yield the desired deviation value. The outcome of this process is an an-
tenna compensation matrix with dimensions equivalent to the number of antennas
in the array by the number of channel indices.

The second method is antenna deviation and mean compensation. This method
extends upon the first method of antenna compensation by incorporating mean com-
pensation. Ideally, an elevation angle of 0° should result in no phase difference be-
tween antennas in an array. However, this is dependent on the time that the signal
is sampled. Therefore, to accurately apply this compensation, first frequency com-
pensation is applied. This aligns the samples taken at the antennas closely to 0°.
Consequently, a compensation matrix with identical dimensions is obtained, but now
it includes both deviation and mean compensation.

To verify the impact of antenna compensation on the estimated incident angles,
data collected during the antenna compensation measurements was used. This
data is selected to once again keep the polarization aligned. Figure 6.16 shows
the spread of the unwrapped angles at an elevation angle of 0°. A significant de-
crease in spread can be observed. Moreover, the gradient, characterized by lower
frequency at the upper end and higher frequencies at the lower end of the spread,
is no longer present. The discontinuities observed between the antenna elements
can be attributed to a minor misalignment between the anchor and tag.
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Figure 6.16: Argument spread in final measurements

In the first experiment, antenna deviation compensation is applied and the dif-
ference between the estimated incident angles with only frequency compensation
and those with both frequency compensation and antenna deviation compensation
is calculated. The results of this calculation can be found in Table 6.1. It is evident
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that the improvement for the DoA estimation algorithms AVG, MUSIC, and ESPRIT
is within a range of -0.24° and 0.18° which is negligible. However, upon exami-
nation of the MVDR algorithms, it is apparent that while improvements are more
substantial, they are predominantly negative.

Table 6.1: Comparison frequency compensation versus frequency compensation
and antenna deviation compensation

Reference
Angles
Az. El Az. El Az. El Az. El. Az. El
90 15 0.04 0.02 192 -0.15 0.06 0.00 0.08 0.01
90 30 0.00 0.01 1.06 1.04 -0.08 -0.02 -0.08 -0.02
90 45 0.01 -0.17 048 043 0.00 0.00 0.01 0.00
90 60 0.01 -0.16 1.00 0.00 -0.01 0.03 -0.01 0.05
90 75 -0.01 0.14 0.19 0.00 0.00 0.00 0.02 0.00
90 85 -0.01 -0.24 -0.82 0.00 -0.02 0.00 0.00 0.00
-90 85 0.00 0.14 -0.80 0.00 -0.01 0.00 -0.01 0.00
-90 75 -0.01 -0.15 -0.13 0.00 0.01 0.00 0.01 0.00
-90 60 0.01 0.18 -1.73 -4.01 0.00 0.01 -0.01 -0.01
-90 45 0.00 -0.01 150 -4.71 0.02 -0.02 0.03 -0.02
-90 30 -0.01 -0.01 -0.14 -0.86 -0.01 0.01 -0.01 0.00
-90 15 -0.02 0.00 -1.86 0.55 0.00 -0.01 0.00 -0.02

AVG MVDR MUSIC ESPRIT

Next, the same procedure is applied, but this time with antenna deviation and
mean compensation instead of only antenna deviation compensation. The results
can be found in Table 6.2. This time patterns can be detected. When examining
only the elevation, improvements can be almost exclusively found for an azimuth
of -90°. This approximately corresponds to the average elevation offset of 2.08°,
which corresponds to the misalignment of the anchor and tag. Similar results can
be observed for the azimuth. The first experiment is also performed for the transmit
powers 2.0 and -8.5 dBm. Again, similar results were observed.

In the second and final experiment, the snapshot count was altered. For the first
experiment, 1000 snapshots corresponding to 1000 Bluetooth packets were used.
This allowed for a more accurate determination of the incident angle as it includes
multiple times all Bluetooth channels. For this experiment, a snapshot count from
the list [1, 2, 3, 4, 5,6, 7, 8, 9, 10, 20, 30, 40, 50] was used. This allowed for the
partitioning of the 1000 snapshots in the desired chunk size to get the RMSE. The
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Table 6.2: Comparison frequency compensation versus frequency compensation
and antenna deviation and mean compensation

Reference AVG MVDR MUSIC ESPRIT
Angles
Az. El. Az. El. Az. El. Az. El. Az. El.

90 15 457 -241 640 -3.09 349 -223 420 -2.13
90 30 207 -290 396 -157 1.73 -273 211 -2.72
90 45 141 -3.63 255 -339 1.18 -4.00 1.61 -4.86
90 60 1.18 053 242 -7.72 094 -7.56 1.27 -10.87
90 75 115 -1.18 229 0.00 093 0.00 1.12 0.00
90 85 113 -3.34 131 000 1.06 0.00 1.13 0.00
-90 85 -1.04 390 -192 0.00 -0.97 0.00 -1.02 0.00
-90 75 -1.01 530 -1.64 0.00 -0.96 0.00 -1.26 0.00
-90 60 -1.14 -0.52 -3.55 205 -1.19 6.21 -1.36 6.59
-90 45 -1.33 277 0.14 025 -1.31 3.87 -1.68 3.91
-90 30 -1.91 299 -187 144 -181 283 -2.06 3.20
-90 15 -1.67 254 -275 259 -1.77 247 -0.10 3.10

focus was solely on the performance of the antenna deviation compensation to ex-
clude any misalignment and to only examine the spread. The results for all incident
angles are provided in Appendix C. The improvement is observed to range between
-0.58° and 0.53°. With the total range slightly exceeding 1°, these improvements
are also deemed negligible due to the lack of consistency. It is evident that the com-
pensation is more substantial with fewer snapshots and decreases as the number
of snapshots increases.

6.10 Conclusion

The evaluation of frequency compensation algorithms was assessed using captured
IQ samples from the same antenna. A prominent frequency offset, independent
of the center frequency, was observed in the unwrapped angles. In contrast, the
unwrapped angles exhibit no noticeable frequency drift. Upon applying the LLS
algorithm to these unwrapped angles, a RMSE of less than 1.2° was achieved at a
transmit power of 8.5 dBm. This demonstrated the adequacy of the LLS algorithm
for frequency compensation, particularly in scenarios characterized by the presence
of frequency offset.
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Following this, the data collected at all incident angles from the measurements
conducted at ASTRON were evaluated. The incident angles were estimated us-
ing the data available at each respective angle. Two distinct measurements were
performed: antenna compensation measurements and data measurements.

For the antenna compensation measurements, the focus was exclusively on the
horizontal port due to the alignment in polarization between the tag and anchor.
The azimuth error was observed to converge to approximately 3° as the elevation
increased, indicating a misalignment between tag and anchor. The elevation error
was found to increase with the elevation, a phenomenon attributed to the radiation
pattern of the patch antennas among other factors. Additionally, a fixed elevation
error offset was identified, corresponding to a mean of 2.08°, closely matching the
elevation error found at an elevation of 0°.

In contrast, for the data measurements, both horizontal and vertical ports were
evaluated. For the horizontal port, as the azimuth approaches 0°, a decline in perfor-
mance was observed. This decline coincides with an increase in the misalignment
in polarization between the tag and anchor. A significant performance discrepancy
was observed between the horizontal and vertical port, with the vertical port outper-
forming the horizontal port in nearly all incident angles. The underlying cause of this
discrepancy remains unidentified.

Subsequently, the influence of the three key parameters - number of snapshots,
number of antennas, and SNR - on the precision of the estimated incident angle was
assessed. It was observed that the majority of DoA estimation algorithms reach their
performance limit at a snapshot count of less than 10. This suggests that the SNR
is excessively high, even for the lowest transmit power of -8.5 dBm. Interestingly,
the MVDR exhibited a different behavior, requiring a substantially higher number of
snapshots to estimate the incident angle accurately.

When considering the number of antennas, configurations with fewer antennas
unexpectedly outperformed larger ones in all instances. This outcome contradicts
theoretical expectations. However, several factors contribute to this unexpected out-
come. These factors include the misalignment of the tag and anchor, as well as the
antennas used in each configuration.

When the SNR was varied by adjusting the transmit power, negligible improve-
ments were observed for all DoA estimation algorithms as the transmit power in-
creases. This once again indicates a high SNR for all transmit powers.

Finally, measurements conducted at the University of Twente revealed a signifi-
cant spread in unwrapped arguments after frequency compensation. Two methods
of antenna compensation were introduced and applied, leading to both a decrease
and increase in spread. However, most improvements for the DoA estimation al-
gorithms were negligible. More substantial improvements were observed with the
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MVDR algorithm, but they were predominantly negative. The effectiveness of the
compensation method varied depending on the snapshot count and transmit power.
A primary cause of the negligible improvements is that the methods are applied
to the antenna compensation measurements, which already revealed a significant
reduction in the spread.
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Chapter 7

Discussion

In Chapter 5, an evaluation of DoA algorithms were conducted through simulation,
assuming a single impinging signal. However, it is crucial to consider that in real-
world scenarios, the deployment of multiple tags and anchors is typical. This can
lead to the collision of Bluetooth packets. Furthermore, the 2.4 GHz ISM band is
shared by a multitude of devices and protocols, which can potentially lead to inter-
ference. As a result, it becomes virtually impossible to completely avoid collisions
and interference. In order to mitigate this issue, Bluetooth technology employs a
technique known as AFH. This technique facilitates the distribution of Bluetooth
packets across the entire frequency spectrum. Given that multiple snapshots are
captured, a diverse range of channels is utilized. This effectively reduces the prob-
ability of collisions and interference. In addition, Bluetooth technology provides the
capability to maintain a channel map. This feature allows for the exclusion of chan-
nels from the usable channels if they are found to be prone to errors. Therefore,
further enhancing the robustness and reliability of the system in real-world scenar-
ios. Given the advanced features and capabilities of Bluetooth technology designed
to mitigate interference, it is reasonable to assume a single impinging signal.

In Chapter 6.7 a significant discrepancy was observed between the error in el-
evation and azimuth for the antenna compensation measurements. The issue with
the measurement setup at ASTRON is that the center of rotation does not coincide
with the center of the antenna array. A top view sketch of the setup is provided in
Figure 7.1.

The antenna array was mounted onto a tube, which subsequently was inserted
into and secured to the positioner as described in Appendix A. Due to the inherent
design of the positioner, there is a misalignment between the center of the antenna
array and the center of rotation. This misalignment leads to a discrepancy between
the set elevation angle and the actual elevation angle. It is important to note that this
error influences only the elevation angle, as it is contingent on the yaw. The azimuth
remains unaffected as it is solely dependent on the roll.
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Figure 7.1: Top view sketch measurement setup ASTRON

The distance between the tag and center of rotation is approximately 3 meters.
The exact distance between the center of the antenna array and center of rotation
remains uncertain but is estimated to be within a range of 10 to 40 cm. Conse-
quently, Table 7.1 has been constructed to estimate the actual elevation angle for
various distances between the center of the antenna array and center of rotation for
a set of elevation angles.

Table 7.1: Set elevation versus actual elevation

. Center antenna array to center of rotation [cm]
Elevation [°]
10 20 30 40
15 15.5 16.1 16.6 17.3
30 31.0 32.0 33.1 34.3
45 46.4 47.8 49.4 50.9
60 61.7 63.4 65.2 67.1
75 76.9 78.7 80.7 82.6
85 86.9 88.8 89.3 87.3

When accounting for the elevation angle offset, it becomes evident that misalign-
ment of the centers has a significant impact. This impact however decreases as the
elevation angle increases.

Upon analyzing the results for frequency compensation, it was observed that the
empirical measurements primarily exhibit frequency offset, with no discernible ev-
idence of frequency drift. As a result, during the simulation phase, no algorithms
were proposed or implemented with the objective of compensating for frequency
drift. Nonetheless, a reference was made regarding potential compensation strate-
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gies in the event of frequency drift. Additionally, graphical representations were
included to illustrate the expected parabolic curve in the event of a constant fre-
quency drift scenario. The height of this curve is dependent on the magnitude of the
frequency drift, highlighting the potential implications of frequency drift.

Upon comparing the results derived from the simulation and real-world data for
parameters such as the number of snapshots, number of antennas, and SNR, sev-
eral notable differences were observed. The range in transmit powers was found to
be insufficient to achieve a wide range of SNRs. Initially, the lowest transmit power
of -27.5 dBm was included. Unfortunately, during the final measurements, Bluetooth
packets could not be properly received at this transmit power and it was therefore
omitted. The high SNR is primarily evident in the plot of the transmit power, as the
improvements when increasing the transmit power are negligible, indicating that the
limit has already been reached. This is further confirmed when altering the snap-
shot count, where a few snapshots are sufficient to reach the limit. Consequently,
it is challenging to ascertain where exactly the real-world data aligns with the sim-
ulations. Moreover, in the simulations, factors such as mutual coupling between
antennas and other imperfections are not accounted for.

In an effort to understand why the performance of the MVDR deteriorates at a low
snapshot count for the real-world data, the spectrum of the MVDR was examined.
In Figure 7.2 the spectrum of the MVDR is shown for a snapshot count of 10 with an
incident angle of 90° azimuth and 45° elevation. As can be observed, the spectrum
contains multiple peaks. Although there is a peak at the incident angle, this peak
is lower than some of the other peaks. Therefore, an incorrect incident angle is
returned. By increasing the number of snapshots, the other peaks diminish while
the peak corresponding to the correct incident angle is amplified.

During the simulations of the four DoA estimation algorithms, a significant dif-
ference in RMSE between the azimuth and elevation was observed for the AVG
algorithm. These simulations utilized an incident angle of 90° azimuth and 45° el-
evation to ensure consistency with the conducted measurements. The limitation of
this incident angle is that only the elevation is noticeable and can be estimated us-
ing the average phase difference in the y-direction. This stands in contrast to the
azimuth, where the average phase difference in both directions can be used to esti-
mate the azimuth. Changing the azimuth to allow for a phase difference observable
in both directions resulted in an improvement in the RMSE of the elevation. This is
due to the fact that the elevation angle can be estimated from the average phase dif-
ference in both directions. Furthermore, reducing the elevation angle also improves
the accuracy. As the elevation angle approaches 0°, irrespective of the azimuth, the
phase difference between antennas converges to 0°.
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Chapter 8

Conclusions

This research aimed to assess the performance of a URA within the context of Blue-
tooth technology. Four research questions were formulated for this purpose:

1. Based solely on the Bluetooth Core Specifications, what are the unique con-
figurations of tags and anchors, and what rate can the angle of incidence be
estimated?

2. How do computational costs of DoA estimation algorithms compare between
ULA and URA?

3. Considering the Bluetooth technology, what accuracy is theoretical achievable
using DoA estimation algorithms in combination with a URA and how does this
compare to the accuracy of commercially available URAs?

4. What techniques can be used to reduce the argument spread between Blue-
tooth packets on different channels, and how do they affect the accuracy?

In addressing the first research question, a total of eight unique configurations were
identified. These configurations are a combination of the communication mode,
direction finding method, and antenna composition. The communication mode can
be either connectionless or connection-oriented. The direction finding method can
be either AoA or AoD. As for the antenna composition, it can be arranged in two
ways: either the tag is equipped with a single antenna and the anchor with an array
of antennas, or vice versa. Each configuration presents its own set of advantages
and disadvantages, offering a range of options for different application scenarios.
The rate at which samples can be collected to estimate the angle of incident
was found to be dependent on the communication mode. In the connectionless
mode, after synchronization, the minimum time between two packets containing a
CTE is the length of the packet (AUX_CHAIN_IND) plus 300 ps (T_-MAFS). In the
connection-oriented mode, once a connection is established, this minimum time is
dependent on the length of two packet (LL_.CTE_REQ and LL_CTE_RSP) plus twice
150 ps (T_IFS). When the device allows only for a single packet to be transmitted
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each interval, the minimum time is 7.5 ms for both communication modes.

In relation to the second research question, four DoA estimation algorithms were
examined: AVG, MVDR, MUSIC, and ESPRIT. These algorithms can be catego-
rized into two methods: spectral-based and parametric. MVDR and MUSIC fall
under spectral-based methods, while AVG and ESPRIT are classified as parametric
methods. The computational complexity of these four DoA estimation algorithms
was explored in detail in Chapter 4.

The dominant factors in the computational complexity of spectral-based methods
are tied to the exploration of the entire spectrum. When comparing a ULA to a URA,
the spectrum that needs to be examined is increased by a factor of 180, which is
reflected in the computational complexity. On the other hand, the computational
complexity of parametric methods is primarily dependent on the snapshot count and
the number of elements in the antenna array. For the AVG algorithm, the increase
in computational complexity, when comparing a ULA to a URA, is less than a factor
of two. The increase for the ESPRIT algorithm is even lower as the dominant terms
remain the same.

Regarding the third research question, the performance of the DoA estimation al-
gorithms was evaluated through simulation using three key parameters: SNR, snap-
shot count, and the number of antennas. All algorithms, except for the AVG, demon-
strated comparable performance, which began to decline when the SNR dropped
below 0 dB at a snapshot count of 25 and a 4x4 antenna array configuration. The
AVG algorithm’s performance was found to be dependent on the incident angle and
started to degrade when it fell below 10 dB in the worst-case scenario.

When examining the snapshot count and number of antennas, these parame-
ters were observed to approach a limit set by the SNR. For a SNR of 5 dB and a
4x4 antenna array configuration, this limit was reached after approximately 25 snap-
shots. The MVDR algorithm was observed to require more snapshots to accurately
determine the incident angle. Moreover, it was noted that the RMSE of the MVDR
algorithm starts to increase once it goes beyond a 4x4 antenna array configuration.
The precise cause behind this behavior remains unclear.

The same three key parameters were evaluated using the data from the field
measurements. However, a significant frequency offset was detected in the col-
lected data, rendering it unusable without correction. The LLS algorithm was found
to deliver the best performance, with a RMSE of less than 1.2° at a transmit power
of 8.5 dBm, using all the reference samples and the data samples corresponding to
the sample indices 1, 36, and 37.

For the collected data, it was found that the transmit powers was insufficient to
achieve an appropriate range of SNRs, in contrast to the simulations. This was fur-
ther confirmed by the observation that the limit was reached with a low snapshot
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count. The MVDR algorithm is an exception, as it required at least 20 snapshots to
approach the limit. Furthermore, the misalignment between tag and anchor and an-
tenna composition used yielded counterintuitive results. Instead of an improvement
in performance, a degradation was noted as the number of antennas increased.

Regarding the fourth research question, two methods of antenna compensation
were proposed to reduce the spread observed in the unwrapped arguments. These
methods are termed as antenna deviation compensation and antenna deviation and
mean compensation. The former computes the deviation to the mean argument of
each antenna across all Bluetooth channels, while the latter extends upon the first
method by also consider the mean argument. Both methods produce an antenna
compensation matrix with dimensions corresponding to the number of antennas by
number of channel indices.

After applying the first method, negligible improvements were found in the range
-0.24°and 0.18° for the AVG, MUSIC, and ESPRIT algorithms. For the MVDR algo-
rithm, the improvements were more substantial, although they were predominantly
negative. The second method exhibited a larger range in improvements, but primar-
ily highlighted the misalignment between the tag and anchor. This emphasizes the
importance of a properly alignment between the tag and anchor. These results were
obtained using all one thousand snapshots.

A final experiment was conducted to investigate the relationship between the
improvements and the number of snapshots. Although the range increased by more
than double, ranging between -0.58° and 0.53°, the improvements remained minor.
As the number of snapshots decreased, the improvements increased, suggesting
that the improvements are dependent on the snapshots count.

In conclusion, this thesis has explored the performance of a URA within the con-
text of Bluetooth technology. It has identified eight unique configurations, with up-
date rates based on the communication mode, and has conducted a comparative
analysis of DoA estimation algorithms. Moreover, it has proposed methods to re-
duce argument spread between Bluetooth packets. The findings underscore the
influence of several factors on the algorithms’ performance and highlights the ne-
cessity for precise alignment in antenna setups.

8.1 Recommendations

The research conducted has not only provided insightful findings but also created

opportunities for future explorations. The following aspects could be considered for
further investigation:

* Impact of realistic indoor environments on the DoA estimation accuracy. IPSs,

a primary application of Bluetooth localization, are subject to many sources of
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imperfections such as multipath propagation, interference from other tags and
devices, and non-ideal antenna characteristics. These factors can degrade the
performance of DoA estimation algorithms and should be taken into account
in future simulations and experiments.

Comparison of DoA estimation algorithms. Numerous existing and emerg-
ing DoA estimation algorithms offer varying advantages and disadvantages in
terms of computational complexity, robustness, and resolution. Evaluating the
performance of these algorithms under the same conditions as those used in
this thesis could provide valuable insight into identify the most effective algo-
rithm for Bluetooth localization.

Exploration of different antenna configurations and types for DoA estimation.
This thesis primarily focused on a URA with an array configuration featuring
an equal number of elements in each direction. However, other configurations
such as UCA and L-shaped array may offer different computational complex-
ities and performance levels for DoA estimation. Additionally, the type of an-
tenna used can also influence the performance of DoA estimation and should
be considered in future work.
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Appendix A

Alignment and Mounting Mechanism
of Tag and Anchor

To establish the desired incident angle, it is essential to align the tag and anchor.
The tag is mounted onto an adjustable pedestal, while the anchor is mounted onto
a tube that can be inserted into the positioner.

An alignment mechanism, consisting of a transparent nylon thread and two disks,
is used. Each disk is designed with a central hole of varying diameter. One hole
matches the diameter of the thread, while the other is slightly larger. These disks
can be secured to both sides of the positioner. The thread is passed through both
disks and attached to the section of the pedestal where the tag will be mounted.
When the thread aligns with the center of the disk, it indicates that the tag is aligned
with the center of the anchor. This alignment process is sketched in Figure A.1,
while Figure A.2 provides a view of the actual setup.

Figure A.1: Alignment mechanism of the tag and anchor using a nylon thread and
two disks
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(b) Positioner

Figure A.2: Alignment process of tag and anchor

The anchor and debugger are secured to a backplane, as depicted in Figure
A.3. This assembly is subsequently attached to the tube that is inserted into the
positioner. A level is utilized to ensure that the polarization of the tag aligns with the
horizontal port of the anchor.
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(a) Top view (b) Side view

Figure A.3: Assembly of the anchor and debugger to the backplane
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Appendix B

Estimated Incident Angles

A detailed overview of the estimated incident angles obtained from all four DoA
estimation algorithms are provided. For the antenna compensation measurements
only the horizontal port is provided. The estimated incident angles can be found in
Table B.1, Table B.2, and Table B.3, for the transmit powers 8.5, 2.0, and -8.5 dBm,
respectively.

In case of the data measurements, both horizontal and vertical ports are used.
Table B.4, Table B.5, and Table B.6 present the estimated incident angles for the
horizontal polarization. The estimated incident angles for the vertical port are pre-
sented in Table B.7, Table B.8, and Table B.9. The transmit powers for the data
measurements are consistent with those used for the antenna compensation mea-
surements.
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Table B.1: Estimated incident angles antenna compensation measurements (trans-
mit power 8.5 dBm and horizontal port)

Reference AVG MVDR MUSIC ESPRIT
Angles
Az, El A-.  E. A, E. As.  E. Az EL

+90 0 -65.08 2.65 -57.50 2.86 -71.29 239 -70.53 274
90 15 82.39 15.02 79.47 1510 83.99 15.09 83.29 15.01
-90 15 -89.10 19.31 -90.02 19.79 -89.48 19.44 -88.64 19.53
90 30 84.68 34.83 83.64 3481 84.89 34.41 8494 34.45
-90 30 -91.48 38.70 -92.16 38.60 -91.64 38.62 -91.07 39.13
90 45 85.98 54.16 86.66 52.14 86.05 53.17 85.85 53.75
-90 45 -91.07 56.79 -93.91 54.58 -90.92 57.28 -90.79 58.31
90 60 86.83 62.10 87.42 69.32 87.22 68.59 87.07 70.44
-90 60 -93.51 63.02 -92.48 68.99 -93.23 7255 -92.75 74.35
90 75 87.26 6296 87.58 90.00 87.72 90.00 87.01 0.00
-90 75 -93.02 62.09 -92.29 90.00 -92.67 90.00 -91.82 0.00
90 85 85.73 57.03 88.40 90.00 86.58 90.00 85.21 0.00
-90 85 -93.87 59.17 -92.60 90.00 -93.28 90.00 -92.16 0.00
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Table B.2: Estimated incident angles antenna compensation measurements (trans-
mit power 2.0 dBm and horizontal port)

Reference AVG MVDR MUSIC ESPRIT
Angles
Az, El A-.  E. A, E. A, E. Az EL

+90 0 -65.09 2.66 -59.93 3.08 -71.30 240 -70.57 2.75
90 15 82.37 15.02 79.32 15.62 83.99 15.10 83.28 14.99
-90 15 -89.10 19.33 -89.64 19.97 -89.47 19.45 -88.63 19.54
90 30 84.66 34.76 83.55 34.12 84.87 34.35 84.93 34.38
-90 30 -91.46 38.74 -91.90 38.70 -91.61 38.65 -91.01 39.17
90 45 86.02 5424 86.94 5156 86.11 53.27 85.90 53.88
-90 45 -91.07 56.81 -93.99 54.74 -90.91 57.30 -90.77 58.32
90 60 86.86 62.14 87.04 68.70 87.25 68.63 87.10 70.48
-90 60 -93.55 62.95 -91.86 70.29 -93.25 7257 -92.79 74.39
90 75 87.23 6287 87.16 90.00 87.70 90.00 86.99 0.00
-90 75 -93.02 62.12 -92.11 90.00 -92.67 90.00 -91.80 0.00
90 85 85.72 57.06 88.36 90.00 86.56 90.00 85.22 0.00
-90 85 -93.90 59.26 -92.62 90.00 -93.30 90.00 -92.17 0.00
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Table B.3: Estimated incident angles antenna compensation measurements (trans-
mit power -8.5 dBm and horizontal port)

Reference AVG MVDR MUSIC ESPRIT
Angles
Az, El A-.  E. A, E. As.  E. Az EL

+90 0 -64.84 269 -73.37 265 -71.08 243 -70.16 2.77
90 15 82.31 15.02 79.99 1587 83.93 15.10 83.21 14.99
-90 15 -89.12 19.34 -90.08 19.81 -89.50 19.47 -88.66 19.56
90 30 84.71 34.78 83.85 3458 84.92 3436 84.99 34.39
-90 30 -91.48 38.70 -91.58 38.68 -91.62 38.61 -91.04 39.14
90 45 86.01 5420 86.59 5228 86.09 53.26 85.89 53.85
-90 45 -91.07 56.86 -93.66 55.10 -90.91 57.35 -90.77 58.35
90 60 86.88 62.21 87.24 69.20 87.26 68.56 87.12 70.37
-90 60 -93.53 62.90 -91.75 69.06 -93.23 72.56 -92.76 74.33
90 75 87.29 6292 87.45 90.00 87.75 90.00 87.02 0.00
-90 75 -93.00 62.01 -92.70 90.00 -92.65 90.00 -91.80 0.00
90 85 85.64 55.89 87.83 90.00 86.57 90.00 85.21 0.00
-90 85 -93.96 59.12 -93.35 90.00 -93.35 90.00 -92.18 0.00
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Table B.4: Estimated incident angles data measurements (transmit power 8.5 dBm
and horizontal port)

Reference AVG MVDR MUSIC ESPRIT
Angles
Az, El Az E. Az E. Az E. Az  E.
76 0 | 6539 278 -4310 354 -70.60 258 -69.28 287
60 0 | -6274 282 -4719 389 -66.99 265 -65.78 2.92
45 0 | -6587 296 -67.90 243 -70.94 279 -68.09 3.06
30 0 | -71.44 309 -7677 251 -8092 282 -7555 3.21
15 0 | -9480 299 -10059 3.3 -110.55 3.01 -103.07 2.99
5 0 |-12358 259 -147.82 340 -117.27 247 -11552 223
5 0 |-13370 059 1846 088 -17610 053 -116.38 0.86
45 0 | -4479 095 -4610 195 -33.93 080 -52.77 1.23
30 0 | -4484 203 -4590 265 -4380 191 -49.76 2.22
45 0 | -51.45 243 -40.90 255 -5214 227 -5653 2.56
60 0 | -5856 252 -6242 245 -60.60 234 -6354 2.64
75 0 | -6438 240 -76.08 2.60 -68.73 218 -69.34 248
75 15 | 64.28 1595 63.60 1644 6575 1591 64.93 15.79
60 15 | 47.78 1677 4697 1672 4935 1672 4810 1657
45 15 | 3252 17.42 3195 1628 3466 17.29 3259 17.09
30 15 | 19.07 17.89 1940 1675 2150 1695 17.21 1655
15 15 | -1850 822 -68.36 6.95 -3.88 11.67 -11.95 12.00
5 15 | -81.48 826 -8142 505 -7403 942 -69.55 8.63
5 15 | 5703 753 -5359 1120 -53.13 9.98 -60.96 7.90
45 15 | -27.24 16.18 -30.32 1642 -3359 1527 -32.16 12.11
30 15 | -3568 1892 -290.40 2044 -38.08 18.05 -36.85 16.15
45 15 | -4831 1954 -4360 2071 -49.74 1913 -49.27 18.17
60 15 | -6121 19.68 -50.14 1934 -62.22 1944 -62.15 19.04
75 15 | -75143 19.31 -7490 1943 -76.10 19.27 -75.64 19.25
75 30 | 68.32 3361 6914 3316 6875 3357 6857 33.22
60 30 | 50.69 32.61 5428 3284 5208 32.81 5085 32.15
45 30 | 3438 3339 4018 3092 3666 33.38 3442 32.88
30 30 | 1952 3475 26.15 3287 2191 3354 17.46 3277
15 30 | -10.44 2437 -6950 1210 057 3062 -11.76 29.88
5 30 | -55.49 1215 -87.12 13.61 -44.45 2875 -47.07 24.94
5 30 | 1916 1021 -26.45 56.88 -4549 2266 39.88 12.96
45 30 | -2256 30.65 -27.14 4889 -2427 3417 -981 2413
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Continuation of Table B.4
Reference AVG MVDR MUSIC ESPRIT
Angles
Az El Az E. Az E. Az B Az ElL
30 30 | -33.05 37.26 -39.70 4041 -3595 3623 -33.90 31.40
45 30 | -4623 3695 -52.81 40.08 -4850 36.57 -47.70 33.84
60 30 | -6221 3690 -64.95 37.91 -63.19 3685 -63.09 35.80
75 30 | -77.72 38.04 -7870 3865 -7811 37.86 -77.82 38.03
75 45 | 71.41 5384 7193 5315 7140 53.04 7134 53.58
60 45 | 55.69 53.77 57.94 5414 5599 5320 5565 53.57
45 45 | 4099 5573 4465 57.05 41.82 5475 4093 55.34
30 45 | 2712 5579 2849 50.68 27.46 5634 2657 56.06
15 45 425 2946 13916 69.73 6.1 6099 -491 53.06
5 45 | -7806 10.11 14335 90.00 -38.15 90.00 -64.80 34.84
5 45 429 390 -7.74 56.03 043 5853 18.15 37.71
15 45 | -20.88 3952 -2097 5468 -17.66 57.40 -15.37 48.71
30 45 | -3559 54.40 -38.40 5229 -36.39 5614 -35.77 51.75
45 45 | -48.45 5549 5116 5545 -48.90 5591 -48.60 53.22
60 45 | -63.40 5532 -64.61 5320 -63.40 5539 -63.77 54.59
75 45 | -7831 5590 -79.76 56.13 -78.33 56.76 -78.51 57.62
75 60 | 7053 6752 7151 6912 7112 7008 7161 73.26
60 60 | 5431 7381 5501 7151 5440 7275 5479 73.81
45 60 | 40.02 7581 4245 7516 40.80 7653 39.31 75.26
30 60 | 2895 69.28 27.83 7155 2824 7684 2699 77.35
15 60 | -1.70 3838 1.03 61.83 -405 90.00 -12.24 0.00
5 60 | -11.69 17.70 -68.07 36.84 -26.01 90.00 -14.25 55.08
5 60 | 2399 2462 -12930 2277 1227 69.84 1472 4981
15 60 | -2325 4152 -19.62 7635 -1416 7235 -21.32 61.67
30 60 | -36.55 6542 -3528 6820 -36.28 69.76 -36.02 67.76
45 60 | -47.80 7329 -4819 7145 -48.68 7319 -48.24 70.84
60 60 | -63.30 7452 -63.26 7212 -63.04 74.86 -63.79 75.03
75 60 | -7821 6373 -80.00 69.20 -78.79 74.85 -79.11 78.83
75 75 | 7141 5384 7193 5315 7140 53.04 7134 53.58
60 75 | 52.75 0.00 5469 90.00 53.82 90.00 5311 0.00
45 75 | 3801 000 4295 90.00 4049 90.00 37.08 0.00
30 75 | 25.46 5806 11558 993 2457 9000 16.65 75.12
15 75 | -421 3466 13599 5563 -4.86 90.00 -11.76 75.87
5 75 | 3177 1115 13345 69.86 5213 90.00 39.48 54.47
5 75 030 2241 -8620 4.82 11.86 90.00 067 41.28
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Continuation of Table B.4

Reference AVG MVDR MUSIC ESPRIT
Angles

Az EL Az. B Az B Az B Az El.
15 75 | 2482 4320 2448 7382 -1867 6886 -25.08 59.10
30 75 | -38.06 7396 -4125 7866 -36.49 90.00 -37.07 80.58
45 75 | -47.45 0.00 -49.41 90.00 -48.10 90.00 -47.97 0.00
60 75 | -60.87 0.00 -61.28 90.00 -61.96 90.00 -62.38 0.00
75 75 | -76.38 64.82 -78.61 90.00 -78.17 90.00 -7822 0.00
75 85 | 6745 77.32 71.39 90.00 69.56 90.00 69.63 0.00
60 85 | 52.97 000 5461 90.00 5350 90.00 53.05 0.00
45 85 | 3824 000 13352 722 3959 90.00 37.22 0.00
30 85 | 2087 39.91 10657 538 2222 90.00 19.83 62.45
15 85 | -1353 19.81 14340 63.91 -2027 90.00 -29.17 73.92
5 85 | -38.85 2433 13275 5874 -47.16 90.00 -41.76 70.76
5 85 | 27.60 4024 -5570 17.33 5297 90.00 4061 64.48
15 85 | -2124 4324 -2398 90.00 -16.82 90.00 -18.63 54.85
30 85 | -3849 0.00 -37.03 90.00 -3697 90.00 -38.79 0.00
45 85 | -47.03 0.00 -49.09 90.00 -47.05 90.00 -47.33 0.00
60 85 | -5721 0.00 -63.24 90.00 -60.39 90.00 -60.63 0.00
75 85 | -7462 6247 -81.28 90.00 -77.77 90.00 -77.24 0.00

End of Table B.4

Table B.5: Estimated incident angles data measurements (transmit power 2.0 dBm
and horizontal port)

Reference

AVG MVDR MUSIC ESPRIT
Angles

Az. El Az. El Az. El Az. El Az. El
75 0 -66.09 2.78 -53.40 3.12 -71.40 257 -70.02 2.87
60 0 -63.36 2.82 -50.97 3.80 -67.85 265 -66.44 2.92
45 0 -65.81 295 -6090 266 -7097 277 -68.11 3.05
30 0 -70.32 3.06 -7848 252 -80.10 280 -74.88 3.18
15 0 -95.45 3.09 -10569 3.76 -111.12 3.08 -103.86 3.05
5 0 -122.86 2.58 -146.96 3.31 -117.24 247 -11585 2.25
-5 0 -138.36  0.59 4.80 1.01 17790 0.54 -118.72 0.80
-15 0 -43.17 1.03 -3690 180 -33.95 0.88 -5295 1.30
-30 0 -4428 2.06 -42.10 245 -4286 1.94 -4937 2.26
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Continuation of Table B.5
Reference AVG MVDR MUSIC ESPRIT
Angles
Az El Az E. Az E. Az B Az ElL
45 0 | -51.86 243 3500 274 -52.70 228 -56.89 2.56
60 0 | -57.75 256 -61.31 260 -59.64 237 -62.74 2.67
75 0 | -63.71 242 -80.26 272 -67.91 221 -6859 250
75 15 | 64.40 1591 6178 1613 6588 1587 6502 15.76
60 15 | 47.87 1678 47.24 1623 4944 1673 4819 16.56
45 15 | 3251 17.41 3091 1656 3467 17.28 3259 17.07
30 15 | 19.06 17.88 1779 1675 2151 1694 1720 16.54
15 15 | 1750 830 -4111 747 -371 1168 -11.85 1201
5 15 | 8144 832 -7854 522 -73.99 946 -70.05 8.73
5 15 | -5623 7.81 -68.66 9.82 -52.38 10.16 -59.88 8.00
45 15 | -27.30 16145 -29.02 1642 -33.71 1525 -32.27 12.09
30 15 | -3572 1890 -31.70 1858 -38.12 17.99 -36.82 16.01
45 15 | -48.32 1955 -4433 1855 -49.72 19.14 -4921 18.11
60 15 | -61.25 19.70 -59.49 18.96 -62.26 19.45 -62.11 19.02
75 15 | -75.11 1932 -7552 1958 -76.07 1928 -75.60 19.26
75 30 | 68.26 3352 6832 3303 6871 3349 6853 33.11
60 30 | 50.79 32.64 53.18 3297 5215 3283 5095 32.18
45 30 | 3442 3338 39.36 3091 3668 3338 3448 32.90
30 30 | 1957 3467 2399 3230 2191 3349 1763 32.73
15 30 | -1047 2444 -3500 1223 047 3057 -11.98 29.86
5 30 | -55.01 1223 -89.69 1419 -4458 2859 -47.36 24.53
5 30 | 1885 10.17 -2576 56.18 -46.66 22.18 4083 12.73
15 30 | -2273 30.35 -29.88 47.13 -2455 3425 -10.35 24.07
30 30 | -33.02 37.26 -39.63 39.70 -3592 3619 -33.86 31.30
45 30 | -4627 3696 -53.99 3877 -48.56 36.44 -47.81 33.38
60 30 | -6221 3692 -6657 3752 -63.21 3677 -63.19 35.65
75 30 | -77.79 38.07 -78.89 37.32 -7813 37.89 -77.82 38.15
75 45 | 7139 5380 7191 5242 7138 5303 71.32 53.56
60 45 | 55.82 5384 57.98 5488 56.09 5326 5578 53.63
45 45 | 4094 5572 4485 57.10 4179 5473 40.89 55.32
30 45 | 27.06 5565 2869 4979 2740 5621 2649 5595
15 45 514 2956 14154 6311 632 61.03 -485 53.22
5 45 | -76.48 10.05 14155 79.43 -37.99 90.00 -63.15 34.54
5 45 973 3141 838 5959 083 5832 2041 3579
45 45 | -20.73 39.30 -19.31 5568 -17.60 57.44 -1529 48.64
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Continuation of Table B.5

Reference AVG MVDR MUSIC ESPRIT

Angles

Az El Az E. Az E. Az E. Az  E.
30 45 | 3554 5449 3825 5253 3640 5626 -35.76 51.78
45 45 | -4843 5548 -51.01 5431 -4887 5585 -4859 53.08
60 45 | -63.38 5529 -64.60 5461 -63.36 55.33 -63.72 54.53
75 45 | -7835 5599 -79.42 5545 -7832 56.82 -78.48 57.71
75 60 | 7052 67.49 7133 69.42 7113 70.08 7161 73.27
60 60 | 5431 7381 5453 7128 5439 72.74 5478 7378
45 60 | 40.03 7571 4247 76141 4079 7647 3929 75.20
30 60 | 29.00 69.67 2854 7025 2837 7693 2712 77.35
15 60 | -1.88 3849 -025 71.61 -421 9000 -1226 0.00
5 60 | -10.97 17.68 139.76 7328 -2621 90.00 -13.83 54.27
5 60 | 2259 2505 -1429 90.00 11.90 70.01 13.35 50.74
45 60 | -2316 4162 -2023 7741 -1412 7231 -21.30 61.77
30 60 | -36.63 6561 -3522 6928 -36.37 6995 -36.16 67.96
45 60 | -47.80 7323 -4834 71.01 -4869 7314 -4824 70.79
60 60 | -63.33 7447 -6327 7209 -63.08 74.88 -63.83 75.05
75 60 | -7819 6373 -7858 7047 -78.74 7483 -79.06 78.79
75 75 | 7139 5380 71.91 5242 7138 5303 7132 53.56
60 75 | 5279 000 5436 90.00 53.86 90.00 53.18 0.00
45 75 | 37.81 000 4256 90.00 40.33 90.00 36.83 0.00
30 75 | 2551 5809 12143 11.04 2462 90.00 1671 75.03
15 75 | -466 3456 13819 5897 -499 90.00 -11.29 76.78
5 75 | 3286 10.96 13379 71.81 5176 90.00 36.91 53.47
5 75 052 2238 -133.15 7829 11.88 90.00 092 41.54
45 75 | -2478 4316 -2379 71.88 -18.66 6898 -25.12 59.17
30 75 | -37.98 7408 -40.30 8131 -36.41 90.00 -36.98 80.60
45 75 | -47.45 000 -49.75 90.00 -48.09 90.00 -47.94 0.00
60 75 | -60.89 0.00 -61.68 90.00 -61.97 90.00 -62.39 0.00
75 75 | 7641 6461 -7820 90.00 -7821 90.00 -78.26 0.00
75 85 | 6713 7699 7112 90.00 69.58 90.00 69.62 0.00
60 85 | 53.06 000 5516 90.00 5358 90.00 53.14 0.00
45 85 | 3829 000 13443 7.07 3964 90.00 37.25 0.00
30 85 | 20.86 39.28 108.68 526 2234 90.00 2015 62.08
15 85 | -14.94 19.80 14368 5848 -20.26 90.00 -29.42 74.93
5 85 | -3752 2393 13357 59.87 -47.42 90.00 -42.56 72.07
5 85 | 27.85 4022 -2418 3352 5314 90.00 4098 64.97
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Continuation of Table B.5

Reference AVG MVDR MUSIC ESPRIT
Angles
Az El Az. B Az B Az B Az El.
15 85 | 2117 4333 2478 7953 -16.65 90.00 -18.93 55.74
30 85 | -3843 000 -3671 90.00 -36.97 90.00 -38.78 0.00
45 85 | -47.03 000 -4879 90.00 -47.05 90.00 -47.33 0.00
60 85 | -57.18 0.00 -63.14 90.00 -60.37 90.00 -60.60 0.00
75 85 | -7449 6203 -80.68 90.00 -77.71 90.00 -77.16 0.00

End of Table B.5

Table B.6: Estimated incident angles data measurements (transmit power -8.5 dBm
and horizontal port)

Reference AVG MVDR MUSIC ESPRIT
Angles

Az E Az. B Az B Az B Az El.
75 0 | 6504 278 -47.90 332 -7025 258 -68.88 2.86
60 0 | -6269 283 -4920 391 -6697 265 -65.88 2.93
45 0 | -6556 296 -6510 268 -7066 279 -67.96 3.06
30 0 | -7052 306 -7602 252 -8023 280 -7493 3.19
15 0 | 9512 302 -109.28 338 -110.77 3.03 -103.45 3.02
5 0 |-12340 256 -130.10 3.67 -116.79 244 -11474 2.20
5 0 |-137.98 061 -1570 1.16 -17810 056 -118.85 0.86
45 0 | -4386 097 -3332 1.80 -3438 083 -5294 127
30 0 | -4443 208 -4090 257 -4313 197 -4952 228
45 0 | 5147 247 -3403 242 5215 230 -56.62 2.60
60 0 | -5801 255 -53.02 237 -60.01 237 -63.06 2.67
75 0 | -64.03 244 -77.31 231 -68.05 221 -68.81 252
75 15 | 6445 1592 6219 1639 6596 1587 6509 15.76
60 15 | 4778 16.77 4574 1657 4929 1673 48.06 16.55
45 15 | 3254 1742 3179 17.06 3472 1729 3260 17.08
30 15 | 19.03 17.93 1820 16.86 2151 1698 17.09 16.58
15 15 | -13.83 844 -2093 954 -361 1167 -11.72 11.99
5 15 | -81.33 827 -88.81 7.31 -7406 943 -7021 871

5 15 | -58.03 7.63 -79.23 1119 -53.58 10.14 -60.94 8.07
45 15 | -27.10 1628 -30.78 19.40 -33.08 1546 -31.93 12.27
30 15 | -35.82 18.88 -33.72 18.09 -38.15 17.96 -37.03 16.00
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Continuation of Table B.6

Reference AVG MVDR MUSIC ESPRIT
Angles
Az El Az E. Az E. Az E. Az  E.
45 15 | 4826 1956 -4520 1919 -49.64 19.14 -49.18 1811
60 15 | -61.16 19.70 -60.12 1951 -62.18 19.45 -62.08 19.04
75 15 | -7507 19.31 -75.34 1959 -76.05 19.26 -75.63 19.25
75 30 | 6827 3359 6918 3336 6869 3354 6853 33.16
60 30 | 50.81 32.62 5369 33.01 5218 3283 5097 32.15
45 30 | 3436 3344 3869 31.06 3663 3343 3437 32.92
30 30 | 1954 3466 2256 3243 2187 3349 1757 32.72
15 30 | -10.23 2446 131 2471 066 3060 -11.68 29.83
5 30 | -5456 11.67 -89.62 1329 -44.93 2824 -47.24 2438
5 30 | 1642 915 -229 4003 -4582 2276 3844 12.35
A5 30 | -19.97 2931 -22.31 4465 -2326 3414 -811 2478
30 30 | -3312 37.23 -37.58 4046 -36.00 36.14 -33.85 31.29
45 30 | -4630 3694 -53.00 3892 -48.60 3642 -47.84 33.35
60 30 | -6220 3694 -66.26 37.47 -63.22 3678 -63.21 35.64
75 30 | -77.76 3803 -7897 37.91 -7811 37.84 -77.81 38.08
75 45 | 71.38 5379 7168 5297 71.38 5303 7132 5355
60 45 | 5570 53.80 57.75 53.65 5599 5323 5566 53.59
45 45 | 40.89 5572 4449 5679 4174 5471 4084 5531
30 45 | 2718 55.83 2693 53.05 27.44 56.34 2652 56.08
15 45 451 2793 59.76 1868 436 61.08 -7.94 5597
5 45 | -7093 905 13522 90.00 -39.11 90.00 -59.16 39.04
5 45 817 444 181 6276 044 5848 17.92 3827
15 45 | -20.79 39.40 -7.75 5922 -17.72 57.28 -1551 48.95
30 45 | -35.46 5422 -3587 5449 -36.34 56.04 -3567 51.72
45 45 | -4844 5553 -5057 5514 -48.90 5593 -48.61 53.13
60 45 | -63.36 5527 -64.08 5505 -63.33 5529 -63.69 54.51
75 45 | -7835 5596 -79.31 5582 -7830 56.80 -78.46 57.70
75 60 | 7050 67.45 7142 69.88 7111 7003 7159 73.20
60 60 | 5431 7397 5393 7281 5438 7287 5478 73.89
45 60 | 40.03 7552 4300 7859 4079 76.28 3929 75.01
30 60 | 29.09 69.16 27.46 72.85 2833 77.07 27.09 77.56
15 60 | -2.01 3736 -13.34 70.99 -446 90.00 -1251 0.00
5 60 | -932 1816 14175 7055 -26.40 90.00 -14.23 56.45
5 60 | 2404 2578 -2612 6919 13.02 7112 1548 50.78
45 60 | -2298 4156 -19.06 7294 -1412 7247 -21.16 61.70
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Continuation of Table B.6
Reference AVG MVDR MUSIC ESPRIT
Angles
Az El Az E. Az E. Az B Az ElL
30 60 | -36.62 6562 -3440 6872 3637 69.99 -36.15 67.99
45 60 | -47.77 7341 -4870 7242 -48.67 73.05 -48.23 70.71
60 60 | -63.30 7442 -6355 73.92 -63.06 74.93 -63.80 75.10
75 60 | -78.19 63.67 -78.68 7021 -78.74 7477 -79.06 78.70
75 75 | 7138 5379 7168 5297 7138 53.03 71.32 53.55
60 75 | 52.67 0.00 53.88 90.00 5373 90.00 53.04 0.00
45 75 | 37.91 000 41.04 90.00 4030 90.00 36.80 0.00
30 75 | 25.65 5864 2226 90.00 2466 90.00 1675 75.01
15 75 | -480 3413 14123 6122 -498 9000 -11.27 80.59
5 75 | 2692 998 12881 7811 51.60 90.00 4373 55.47
5 75 109 2260 1677 80.00 1210 90.00 2.88 43.36
145 75 | -2464 4289 -26.07 6392 -1853 68.89 -24.95 59.16
30 75 | -38.01 7406 -39.30 76.94 -3642 90.00 -36.96 80.94
45 75 | -47.47 0.00 -48.02 90.00 -48.14 90.00 -48.00 0.00
60 75 | -60.82 0.00 -61.94 90.00 -61.94 90.00 -62.36 0.00
75 75 | -76.41 6462 -78.08 90.00 -78.22 90.00 -78.26 0.00
75 85 | 67.09 76.76 69.97 90.00 6955 90.00 69.62 0.00
60 85 | 52.89 000 5447 90.00 5351 90.00 53.06 0.00
45 85 | 3828 0.00 3950 90.00 39.62 90.00 37.23 0.00
30 85 | 21.31 3915 9362 514 2217 90.00 1975 62.47
15 85 | -1874 2035 151.04 5922 -2125 90.00 -29.70 78.44
5 85 | -3251 2344 13409 5522 -49.24 90.00 -4544 0.00
5 85 | 2873 3927 -16.81 4819 5444 90.00 41.62 63.70
15 85 | -20.33 4228 -2536 67.75 -16.44 90.00 -18.42 5552
30 85 | -3848 000 -34.89 90.00 -36.95 90.00 -38.79 0.00
45 85 | -47.04 000 -47.92 90.00 -47.09 90.00 -47.38 0.00
60 85 | -5721 000 -62.16 90.00 -60.45 90.00 -60.69 0.00
75 85 | -7450 61.87 -80.91 90.00 -77.71 90.00 -77.19  0.00

End of Table B.6
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Table B.7: Estimated incident angles data measurements (transmit power 8.5 dBm
and vertical port)

Reference AVG MVDR MUSIC ESPRIT

Angles

Az, El Az E. Az E. Az E. Az E
76 0 | 90.68 330 9200 287 8808 361 9384 3.22
60 0 |5624 118 -89.90 -033 4925 170 5080 1.85
45 0 | 1155 098 -100.62 124 1658 1.29 2312 1.33
30 0 |-599 125 -51.90 1.02 -0.96 145 320 152
15 0 |-1128 152 -2210 132 -657 172 -438 1.84
5 0 |-13.72 168 -1990 169 -9.45 190 -7.41 207
5 0 |-2423 209 -3090 270 -21.76 229 -21.06 2.45
45 0 |-2887 220 -2490 263 -2718 241 -2553 257
30 0 |-3437 234 -2099 3.00 -3342 257 -30.60 2.75
45 0 |-37.05 244 -36.10 373 -3827 269 -36.26 2.89
60 0 |-36.88 268 -30.76 372 -42.69 3.04 -4250 3.15
75 0 |-4333 3.04 -4364 301 -5136 324 -61.81 272
75 15 | 80.67 1849 7056 1557 79.84 17.41 9827 17.02
60 15 |59.78 17.90 5246 17.09 56.97 1831 62.61 17.65
45 15 | 4133 17.99 3770 17.74 39.03 1871 41.95 18.04
30 15 | 2415 18.38 19.33 20.10 2293 19.15 24.47 18.23
15 15 | 796 19.06 280 2152 755 1976 7.90 18.70
5 15 | -265 19.80 -7.19 2147 -258 2043 -2.82 19.30
5 15 |-1421 2054 -13.40 2129 -13.40 20.90 -14.20 19.47
45 15 | -2316 20.70 -21.74 2236 -22.07 2091 -23.25 19.39
30 15 |-3562 2029 -32.89 2178 -34.23 20.42 -35.90 18.90
45 15 | -48.06 19.34 -4434 2133 -46.37 1971 -48.46 1853
60 15 |-59.95 17.47 -56.47 1951 -57.68 18.15 -59.36 17.24
75 15 |-69.19 1358 -70.62 1613 -66.26 15.17 -67.36 13.89
75 30 | 86.45 3085 69.67 3628 86.80 33.09 9551 31.68
60 30 | 6269 3499 53.02 3508 60.42 33.92 6279 33.40
45 30 | 46.05 3459 39.60 3458 4377 3458 4558 33.66
30 30 | 2885 3448 2204 3594 27.38 3509 2853 33.84
15 30 | 1151 3576 843 37.34 1091 3641 1093 35.41
5 30 | 134 3621 065 3927 102 36.88 031 36.14
5 30 |-1056 3629 -8.16 37.95 -10.21 37.07 -11.27 36.13
45 30 |-21.98 3583 -17.86 39.16 -21.15 36.53 -22.58 35.33
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Continuation of Table B.7

Reference AVG MVDR MUSIC ESPRIT
Angles
Az, El Az, EL Az. E. Az E. Az  EL

-30 30 -38.42 36.55 -36.47 36.71 -37.38 36.84 -39.45 34.82
-45 30 -51.84 37.81 -48.25 37.49 -50.49 37.27 -51.96 34.92
-60 30 -63.03 35.85 -57.46 37.70 -63.45 33.77 -61.69 31.34
-75 30 -82.35 23.36 -73.24 3191 -79.86 2598 -76.56 20.33
75 45 7477 33.68 7474 5096 78.83 50.97 74.61 43.44
60 45 56.21 50.83 56.55 48.77 56.96 53.35 55.27 52.48
45 45 4432 5232 40.90 50.22 43.39 53.09 43.87 52.22
30 45 28.61 51.02 2590 49.06 28.11 52.04 2850 50.80
15 45 10.31 53.38 9.39 5244 10.60 53.78 10.40 53.35
5 45 0.49 5475 040 5477 0.76 5481 0.75 54.71
-5 45 -8.13 5439 -9.09 55.81 -8.06 54.64 -7.90 54.38
-15 45 -18.48 52.21 -18.17 54.42 -18.01 52.82 -18.20 51.88
-30 45 -36.44 5125 -35.53 5325 -35.19 5142 -36.62 50.05
-45 45 -49.76 54.84 -47.92 56.44 -48.89 53.82 -50.05 52.79
-60 45 -56.81 46.55 -59.45 51.36 -61.99 53.38 -61.49 51.20
-75 45 -84.07 33.78 -74.80 40.26 -83.30 43.89 -87.75 36.44
75 60 70.42 33.61 7211 49.85 76.34 62.85 71.77 56.59
60 60 55.13 61.87 51.66 59.09 54.46 63.98 51.19 61.28
45 60 4297 6720 40.54 6428 4216 67.23 41.86 66.44
30 60 28.34 66.61 27.81 65.73 2756 67.29 2830 66.28
15 60 9.85 6792 1034 70.16 9.74 70.37 9.68 69.87
5 60 020 6824 132 7362 015 7292 027 72.96
-5 60 -8.85 69.00 -8.16 72.34 -885 7213 -8.18 71.35
-15 60 -19.43 69.68 -18.65 7225 -19.64 70.32 -19.08 69.03
-30 60 -36.00 69.10 -35.11 70.16 -35.69 70.35 -35.63 68.99
-45 60 -47.95 70.08 -47.40 6756 -47.68 71.40 -47.65 69.50
-60 60 -58.42 60.34 -59.88 67.23 -59.42 71.17 -59.52 66.98
-75 60 -58.51 21.38 -80.59 70.86 -82.80 69.40 -86.23 48.11
75 75 72.90 43.67 -151.46 56.57 76.43 77.20 75.43 64.81
60 75 54.13 56.78 53.13 66.15 56.68 76.00 54.18 73.53
45 75 4409 7526 36.88 8447 46.20 90.00 45.73 0.00
30 75 31.54 0.00 26.44 90.00 29.76 90.00 29.02 0.00
15 75 14.84 68.77 13.51 90.00 13.49 90.00 12.80 0.00
5 75 3.61 6286 3.38 90.00 3.21 90.00 3.18 0.00
-5 75 -7.71 6643 -7.10 90.00 -6.99 90.00 -6.80 0.00
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Continuation of Table B.7

Reference AVG MVDR MUSIC ESPRIT

Angles

Az EL Az B Az B, Az E. Az El
15 75 | -1759 8659 -16.79 90.00 -17.31 90.00 -16.98 0.00
30 75 |-3587 000 -3531 90.00 -3497 90.00 -3531 0.00
45 75 | -49.82 000 -47.42 90.00 -49.09 90.00 -49.91 0.00
60 75 |-59.86 68.73 -58.36 90.00 -60.93 8477 -59.64 76.56
75 75 | -78.81 2426 14061 67.07 -84.81 90.00 -84.23 68.46
75 85 | 5459 71.63 56.07 90.00 55.69 90.00 55.55 0.00
60 85 | 4496 000 43.13 90.00 4518 90.00 4586 0.00
45 85 | 7487 40.82 -15533 56.86 7499 90.00 7635 75.19
30 85 | 3342 000 15074 50.61 3023 90.00 2873 0.00
15 85 | 1677 6288 1222 90.00 14.63 90.00 13.22 0.00
5 8 | 393 5940 244 90.00 328 90.00 220 0.0
5 8 | -891 67.34 -7.01 90.00 -814 90.00 -7.64 0.00
45 85 |-19.63 7572 -16.42 90.00 -18.15 90.00 -17.47 0.00
30 85 |-3441 000 -31.63 90.00 -33.87 90.00 -33.50 0.00
45 85 |-46.12 000 -4656 90.00 -46.50 90.00 -46.09 0.00
60 85 |-5539 67.20 -56.87 90.00 -58.24 90.00 -56.28 84.35
75 85 |-63.90 11.01 152.81 6023 -81.80 90.00 -70.20 60.64

End of Table B.7

Table B.8: Estimated incident angles data measurements (transmit power 2.0 dBm
and vertical port)

Reference

AVG MVDR MUSIC ESPRIT
Angles

Az. El Az. El Az. El Az. El Az. El
75 0 90.86 3.28 9596 3.37 8847 358 9437 3.22
60 0 57.01 115 5510 063 49.75 166 51.60 1.82
45 0 1060 0.99 -89.10 -0.02 1560 1.32 2297 1.35
30 0 -599 127 -1890 160 -0.67 1.48 3.71 1.55
15 0 -10.60 1.52 3.90 145 -590 1.72 -330 1.85
5 0 -1447 169 -290 1.67 -998 191 -7.83 2.07
-5 0 -2431 211 -2290 265 -21.81 230 -21.05 247
-15 0 -28.85 2.17 -23.10 3.02 -27.09 237 -2522 253
-30 0 -34.76 237 -26.283 3.10 -33.71 259 -30.91 2.77




126 APPENDIX B. ESTIMATED INCIDENT ANGLES

Continuation of Table B.8

Reference AVG MVDR MUSIC ESPRIT
Angles
Az, El Az, EL Az. E. Az E. Az  EL

-45 0 -36.75 246 -37.10 3.61 -38.00 2.72 -35.98 2.92
-60 0 -37.33 2.68 -34.10 3.53 -4295 3.05 -42.86 3.15
-75 0 -43.29 3.05 -4551 3.14 -5125 327 -61.59 2.75
75 15 80.72 18.52 70.47 16.16 79.92 17.42 9831 17.05
60 15 59.76 1791 52.68 17.37 56.92 18.31 62.60 17.66
45 15 4128 1791 3735 1786 38.99 1864 41.93 17.97
30 15 24.07 18.34 19.40 20.08 22.89 19.11 2444 18.20
15 15 7.87 19.09 3.41 2124 751 19.78 7.87 18.71
5 15 -267 19.82 -7.73 21.79 -259 2045 -2.85 19.31
-5 15 -1423 20.53 -12.98 21.66 -13.43 20.89 -14.23 19.46
-15 15 -23.17 20.71  -21.80 22.40 -22.07 20.91 -23.25 19.39
-30 15 -35.63 20.31 -34.06 22.27 -34.28 20.45 -35.93 18.92
-45 15 -47.98 19.27 -4475 21.93 -46.34 19.64 -48.51 18.47
-60 15 -59.75 17.46 -57.16 19.54 -57.57 18.16 -59.28 17.26
-75 15 -69.70 13.62 -72.92 16.99 -66.76 15.21 -67.96 13.94
75 30 86.62 30.39 67.31 35.88 86.89 3329 9555 31.86
60 30 62.76 35.11 52.70 35.10 60.49 34.00 62.82 33.48
45 30 46.06 34.62 40.02 3455 43.77 34.61 4557 33.66
30 30 28.80 3437 2256 35.89 27.35 34.99 2852 33.66
15 30 1149 35.75 8.02 38.23 10.89 36.40 10.91 35.40
5 30 1.39 36.22 081 3964 1.06 3691 035 36.15
-5 30 -10.65 36.29 -8.08 38.52 -10.30 37.10 -11.35 36.18
-15 30 -21.99 35.80 -18.21 39.87 -21.15 36.50 -22.56 35.27
-30 30 -38.43 36.57 -35.80 37.11 -37.40 36.86 -39.45 34.84
-45 30 -51.82 37.83 -48.15 37.71 -50.49 37.30 -51.93 34.99
-60 30 -62.97 35.78 -57.98 38.02 -63.42 33.68 -61.55 31.24
-75 30 -82.32 23.76 -73.29 2957 -79.84 26.11 -76.52 20.53
75 45 74.81 33.61 7452 4928 7883 50.90 74.47 43.31
60 45 56.10 50.82 56.43 49.35 56.90 53.39 55.20 52.48
45 45 4426 52.24 4057 49.87 43.35 53.00 43.81 52.15
30 45 28.61 51.02 2568 49.31 28.09 52.04 28.49 50.81
15 45 10.30 53.38 944 5235 10.60 53.78 10.39 53.34
5 45 0.47 5473 0.21 54.03 0.74 54.80 0.72 54.69
-5 45 -8.07 5422 -9.18 55.73 -7.99 5448 -7.86 54.25
-15 45 -18.48 52.27 -18.10 54.41 -18.01 52.88 -18.18 51.92
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Continuation of Table B.8

Reference AVG MVDR MUSIC ESPRIT

Angles

Az El Az E. Az E. Az E. Az El
30 45 | -36.43 5125 3588 5242 3517 5141 -36.60 50.05
45 45 |-4976 54.80 -48.11 5649 -48.89 53.75 -50.08 52.68
60 45 |-57.04 4699 -59.68 51.56 -61.95 53.07 -61.58 51.15
75 45 |-83.69 33.81 -76.55 41.09 -83.38 44.10 -87.67 37.02
75 60 | 7034 3361 7149 5242 76.30 62.86 7191 56.44
60 60 |5514 6171 5152 5968 5440 63.71 51.14 61.05
45 60 | 42.99 67.21 40.48 64.16 4216 67.20 41.85 66.41
30 60 | 2840 6658 27.87 6636 27.61 67.30 28.36 66.32
15 60 | 987 6790 1024 70.37 975 7034 971 69.80
5 60 | 021 6815 135 7169 0.7 72.99 029 73.01
5 60 | -888 69.03 -820 7241 -8.88 7218 -8.22 71.44
45 60 |-19.44 69.67 -18.67 73.37 -19.65 70.37 -19.08 69.06
30 60 |-36.02 69.11 -3476 69.39 -35.72 70.37 -35.66 69.06
45 60 | -47.96 70.04 -47.42 6715 -47.68 71.41 -47.65 69.52
60 60 |-5837 60.18 -60.52 67.91 -59.42 71.16 -59.51 66.94
75 60 |-59.41 21.73 -79.73 69.37 -82.78 69.41 -86.16 48.45
75 75 | 73.01 43.83 -150.78 58.26 76.45 7656 7539 65.14
60 75 | 5408 56.90 5324 6801 56.62 7581 5423 73.45
45 75 | 4403 7478 3856 79.81 46.19 90.00 4568 0.00
30 75 | 3159 000 2746 90.00 29.76 90.00 28.97 0.00
15 75 | 1480 6843 13.09 90.00 13.43 90.00 1274 0.00
5 75 | 356 6274 335 90.00 3.16 90.00 3.44  0.00
5 75 | 769 6650 -6.95 9000 -6.97 90.00 -6.79 0.00
45 75 |-1755 86.47 -16.61 90.00 -17.26 90.00 -16.96 0.00
30 75 |-3586 000 -3555 90.00 -34.95 90.00 -35.30 0.00
45 75 |-49.82 000 -47.19 90.00 -49.12 90.00 -49.96 0.00
60 75 |-59.82 68.77 -57.77 90.00 -60.89 85.60 -59.61 77.00
75 75 |-7863 2454 -7956 90.00 -84.77 90.00 -84.06 68.60
75 85 | 5464 7187 5628 90.00 55.65 90.00 5551 0.00
60 85 | 4493 000 4334 90.00 45.16 90.00 4584 0.00
45 85 | 75.03 39.67 -154.01 5458 7492 90.00 7589 72.90
30 85 | 3347 000 151.39 51.08 30.28 90.00 28.84 0.00
15 85 | 1678 6290 1259 90.00 14.65 90.00 1325 0.00
5 85 | 394 5930 267 90.00 328 90.00 221 0.00
5 85 | -891 67.36 -7.31 9000 -813 90.00 -7.62 0.00
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Continuation of Table B.8

Ref
elerence AVG MVDR MUSIC ESPRIT
Angles

Az, El Az, EL Az. E. Az E. Az  EL

-15 85 -19.62 75.66 -17.07 90.00 -18.14 90.00 -17.46 0.00
-30 85 -34.34 0.00 -31.59 90.00 -33.79 90.00 -33.43 0.00
-45 85 -46.18 0.00 -46.90 90.00 -46.56 90.00 -46.13 0.00
-60 85 -556.30 67.04 -57.38 90.00 -58.21 90.00 -56.25 84.58
-75 85 -63.11 10.83 151.14 59.78 -81.85 90.00 -69.78 60.62

End of Table B.8

Table B.9: Estimated incident angles data measurements (transmit power -8.5 dBm
and vertical port)

Reference AVG MVDR MUSIC ESPRIT

Angles

Az E Az Bl Az B, Az B Az El
75 0 | 9131 327 10246 3.42 8848 353 9457 324
60 0 |5612 117 4187 119 4896 170 4997 185
45 0 | 1033 097 320 106 1566 130 2217 1.35
30 0 | -573 125 -1690 1.82 -041 146 326 154
15 0 |-11.94 154 -1890 163 -7.02 174 -448 1.86
5 0 |-1416 170 290 182 -978 193 -7.68 2.08
5 0 |-2373 210 -23.90 264 -21.30 230 -2059 2.47
45 0 |-2015 221 2020 284 2742 241 -2578 2.58
30 0 |-3444 236 -2361 330 -3347 258 -3064 276
45 0 |-37.82 248 -3940 351 -3875 274 -36.79 2.92
60 0 |-37.29 264 -37.70 372 -4316 3.02 -43.02 3.12
75 0 |-4374 297 -5060 285 -51.91 3.16 -62.75 2.66
75 15 | 80.62 1859 71.36 1451 79.67 1759 9832 17.16
60 15 | 59.65 17.97 51.90 17.36 56.87 18.38 6250 17.72
45 15 | 41.25 17.95 36.96 17.83 3897 18.67 41.89 18.00
30 15 | 2409 1832 2077 1971 2288 1910 24.44 1819
15 15 | 7.90 1905 223 2156 752 1975 7.84 18.69
5 15 | -2.66 19.82 -8.38 2161 -259 2044 -2.85 19.31
5 15 | -1420 2055 -12.63 21.22 -13.40 20.91 -1420 19.48
45 15 |-2316 20.70 -20.90 22.03 -22.05 2091 -23.25 19.39
30 15 |-3564 20.30 -33.16 22.05 -34.26 2043 -35.95 18.90
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Continuation of Table B.9

Reference AVG MVDR MUSIC ESPRIT

Angles

Az El Az E. Az E. Az E. Az El
45 15 | -47.97 1922 -4547 21.00 -46.37 1959 -4856 18.45
60 15 |-60.07 1751 -58.77 1959 -57.77 18.18 -59.42 17.28
75 15 |-7009 1353 -73.08 17.30 -67.10 1521 -68.27 13.91
75 30 | 86.42 3043 6800 37.11 86.84 3339 9554 31.95
60 30 | 6271 3499 5376 3471 60.44 3394 62.81 33.40
45 30 | 46.04 3467 4032 3450 4374 3467 4552 33.73
30 30 | 2880 3440 2256 3587 27.35 3501 2851 33.72
15 30 | 1149 3575 864 37.42 1090 3640 1092 35.41
5 30 | 135 3621 -012 3856 1.02 3690 031 36.15
5 30 |-1049 3626 -892 3895 -10.12 37.06 -11.19 36.12
45 30 |-21.90 3578 -18.96 39.92 -21.04 36.49 -22.46 3523
30 30 |-3839 3654 -3578 3812 -37.36 36.81 -39.44 34.73
45 30 |-51.80 37.79 -47.76 3752 -50.45 37.26 -51.91 34.92
60 30 |-62.92 3574 -5870 3653 -63.41 3368 -61.53 31.23
75 30 |-82.44 2361 -7747 3043 -79.93 26.08 -76.84 20.37
75 45 | 73.94 2991 7272 4723 79.09 51.39 7421 43.07
60 45 |56.05 5070 5586 50.18 56.85 53.31 5509 52.35
45 45 | 4431 5235 40.64 5042 4338 53.09 43.87 52.28
30 45 | 2861 50.97 2604 4980 28.11 52.01 2850 50.74
15 45 | 1030 5339 990 52.67 1061 5379 10.38 53.34
5 45 | 053 5473 026 5468 079 5481 078 5469
5 45 | -810 5427 -917 5637 -8.02 5454 -7.88 54.29
45 45 |-18.44 5217 -1880 5502 -17.97 52.78 -18.17 51.85
30 45 |-36.42 51.38 -35.73 53.63 -35.19 51.56 -36.58 50.11
45 45 | -49.77 5469 -4852 5616 -48.90 53.65 -50.12 52.66
60 45 |-56.95 46.85 -60.65 51.72 -61.93 53.13 -61.55 51.17
75 45 |-83.00 3221 -8854 6639 -83.22 4363 -87.88 36.30
75 60 | 70.23 3350 68.80 56.66 76.24 63.03 71.94 56.74
60 60 |5510 61.61 51.83 5997 5442 6377 51.16 61.09
45 60 | 4303 67.18 4003 6320 4221 6717 41.91 66.39
30 60 | 2839 6657 2773 66.08 27.61 67.30 28.35 66.28
15 60 | 987 67.80 1022 70.46 974 7035 9.70 69.80
5 60 | 015 6804 141 7209 011 7283 023 72.83
5 60 | -885 6886 -835 7346 -8.84 7210 -8.18 71.30
15 60 |-19.48 69.75 -18.98 73.08 -19.68 70.42 -19.14 69.20
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Continuation of Table B.9

Reference AVG MVDR MUSIC ESPRIT
Angles
Az, El Az, EL Az. E. Az E. Az  EL

-30 60 -36.00 69.08 -34.82 70.97 -35.69 70.34 -35.63 69.01
-45 60 -47.94 69.94 -47.15 6829 -47.68 71.35 -47.65 69.41
-60 60 -58.22 60.03 -57.94 62.38 -59.36 71.06 -59.44 66.80
-75 60 -59.09 21.53 -55.53 37.93 -82.85 69.37 -86.38 48.34
75 75 7252 4278 71.66 4299 76.43 77.19 7537 64.97
60 75 54.14 5691 50.68 58.23 56.54 75.40 54.36 73.42
45 75 43.96 7442 43.30 90.00 46.24 90.00 45.75 0.00
30 75 31.57 0.00 26.97 90.00 29.78 90.00 29.00 0.00
15 75 14.77 68.15 13.72 90.00 13.38 90.00 12.70 0.00
5 75 3.57 62.71 265 90.00 3.18 90.00 3.16 0.00
-5 75 -7.69 66.39 -6.76 90.00 -6.96 90.00 -6.78 0.00
-15 75 -17.62 84.41 -16.68 90.00 -17.28 90.00 -16.97 0.00
-30 75 -35.88 0.00 -34.98 90.00 -34.94 90.00 -35.32 0.00
-45 75 -49.76 0.00 -47.34 90.00 -49.07 90.00 -49.88 0.00
-60 75 -58.58 64.05 -55.10 68.33 -60.49 8257 -59.00 75.76
-75 75 -78.77 22.71 -53.75 51.37 -84.62 90.00 -83.81 67.99
75 85 5456 7115 56.12 89.10 55.62 90.00 55.51 0.00
60 85 4488 0.00 170.08 58.00 45.12 90.00 45.80 0.00
45 85 74.41 38.28 -155.51 53.15 74.94 90.00 76.22 74.16
30 85 33.54 0.00 151.50 55.05 30.25 90.00 28.76 0.00
15 85 16.87 62.60 12.49 90.00 14.66 90.00 13.27 0.00
5 85 404 5933 263 90.00 3.37 90.00 226 0.00
-5 85 -891 67.04 -7.78 90.00 -8.12 90.00 -7.62 0.00
-15 85 -19.72 75.07 -16.15 90.00 -18.13 90.00 -17.46 0.00
-30 85 -34.36 0.00 -32.55 90.00 -33.78 90.00 -33.41 0.00
-45 85 -46.11 0.00 -46.18 90.00 -46.52 90.00 -46.09 0.00
-60 85 -54.36 64.58 -51.97 69.36 -58.01 90.00 -56.07 84.39
-75 85 -61.56 10.83 154.64 61.81 -81.58 90.00 -69.02 58.06

End of Table B.9




Appendix C

Results Antenna Compensation with
Varying Snapshot Count

A comprehensive overview of the results for antenna deviation compensation is pro-
vided where each table is assigned a specific incident angle.

Table C.1: Improvements antenna deviation compensation at 90° azimuth and 15°
elevation

AVG MUSIC ESPRIT
Az.  EL Az. El Az.  EL
0.10 0.03 0.30 0.00 0.27 0.07
0.08 0.02 -0.27 0.10 0.18 0.06
0.06 0.02 -0.03 0.02 0.14 0.04
0.06 0.02 -0.32 0.12 0.13 0.04
0.05 0.02 040 0.04 0.12 0.03
0.05 0.02 -0.23 0.03 0.11 0.04
0.05 0.01 052 -0.07 0.11 0.03
0.06 0.01 035 0.02 0.10 0.03
0.05 0.01 -0.21 0.02 0.10 0.03
0.05 0.02 0.19 0.00 0.10 0.02
0.04 0.01 0.06 0.00 0.08 0.02
0.04 0.00 0.06 0.01 0.08 0.01
0.05 0.00 0.06 0.01 0.08 0.01
0.05 0.01 0.06 0.01 0.08 0.01

Snapshots
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Table C.2: Improvements antenna deviation compensation at 90° azimuth and 30°

elevation
AVG MUSIC ESPRIT
Snapshots
Az. El Az. El Az. El
1 -0.04 0.06 -0.14 -0.06 -0.06 0.04
2 -0.01 0.04 0.04 -0.09 -0.05 0.01
3 -0.02 0.03 -0.06 -0.09 -0.04 0.00
4 -0.01 0.02 0.02 -0.15 -0.04 -0.01
5 0.00 0.02 0.04 -0.14 -0.04 -0.02
6 0.00 0.02 -0.02 0.01 -0.03 -0.02
7 -0.01 0.02 0.03 -0.06 -0.03 -0.02
8 -0.01 0.01 -0.08 -0.10 -0.04 -0.02
9 -0.01 0.01 -0.11 -0.08 -0.04 -0.02
10 -0.01 0.02 -0.01 -0.01 -0.04 -0.02
20 0.00 0.01 -0.03 -0.08 -0.03 -0.03
30 0.00 0.01 -0.03 -0.02 -0.03 -0.03
40 0.00 0.02 -0.03 -0.02 -0.08 -0.02
50 0.00 0.01 -0.03 -0.02 -0.03 -0.02
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Table C.3: Improvements antenna deviation compensation at 90° azimuth and 45°

elevation
AVG MUSIC ESPRIT
Snapshots
Az. El Az. El Az. El
1 -0.02 -0.16 0.02 0.18 -0.03 0.01
2 0.00 -0.16 -0.18 0.00 -0.01 0.01
3 0.00 -0.17 -0.01 -0.14 -0.01 0.00
4 0.01 -0.16 -0.16 -0.13 -0.01 0.00
5 0.01 -0.16 -0.13 0.02 -0.01 0.00
6 0.01 -0.17 -0.08 0.11 -0.01 0.00
7 0.01 -0.17 -0.02 0.07 0.00 0.00
8 0.01 -0.17 -0.02 0.07 0.00 0.00
9 0.02 -0.17 0.00 0.01 0.00 0.01
10 0.02 -0.17 0.02 0.10 0.00 0.00
20 0.02 -0.16 0.01 0.00 0.00 0.01
30 0.02 -0.17 0.00 0.00 0.01 0.00
40 0.01 -0.17 0.00 0.01 0.01 0.01
50 0.01 -0.17 0.01 0.01 0.00 0.01
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Table C.4: Improvements antenna deviation compensation at 90° azimuth and 60°

elevation
AVG MUSIC ESPRIT
Snapshots
Az. El Az. El Az. El
1 -0.03 -0.03 -0.03 -0.08 -0.06 0.21
2 -0.01 -0.09 -0.01 -0.46 -0.03 0.13
3 -0.01 -0.11 -0.08 -0.39 -0.02 0.11
4 0.00 -0.13 -0.05 -0.27 -0.03 0.09
5 0.00 -0.13 -0.12 -0.22 -0.02 0.09
6 0.00 -0.13 -0.08 -0.10 -0.02 0.08
7 0.00 -0.13 0.00 -0.51 -0.01 0.07
8 0.00 -0.14 -0.09 0.07 -0.02 0.06
9 0.00 -0.14 -0.02 0.04 -0.02 0.07
10 0.01 -0.15 0.07 0.11 -0.02 0.06
20 0.00 -0.15 -0.01 0.08 -0.01 0.06
30 0.01 -0.15 -0.01 0.08 -0.01 0.06
40 0.01 -0.16 0.00 0.08 -0.01 0.05
50 0.01 -0.16 0.00 0.08 -0.01 0.05
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Table C.5: Improvements antenna deviation compensation at -90° azimuth and 15°

elevation
AVG MUSIC ESPRIT
Snapshots
Az. El Az. El Az. El
1 -0.40 -0.01 -0.06 -0.04 -0.35 -0.03
2 -0.23 -0.01 -0.12 -0.01 -0.18 -0.03
3 -0.17 0.00 -0.07 0.05 -0.14 -0.02
4 -0.13 0.00 0.36 -0.05 -0.10 -0.02
5 -0.11 0.00 0.24 0.05 -0.07 -0.02
6 -0.10 0.00 0.14 -0.03 -0.07 -0.02
7 -0.09 0.00 0.16 -0.04 -0.07 -0.02
8 -0.08 0.00 0.09 0.01 -0.05 -0.02
9 -0.07 0.00 0.15 0.00 -0.03 -0.02
10 -0.06 0.00 0.14 0.01 -0.04 -0.02
20 -0.04 0.00 -0.03 -0.01 -0.02 -0.02
30 -0.08 0.00 -0.03 -0.01 -0.01 -0.02
40 -0.08 0.00 -0.02 -0.01 -0.01 -0.02
50 -0.02 0.00 -0.01 -0.01 -0.01 -0.02




136 APPENDIX C. RESULTS ANTENNA COMPENSATION WITH VARYING SNAPSHOT COUNT

Table C.6: Improvements antenna deviation compensation at -90° azimuth and 30°

elevation
AVG MUSIC ESPRIT
Snapshots
Az. El Az. El Az. El
1 -0.07 -0.02 -0.09 0.04 -0.07 -0.03
2 -0.04 -0.02 -0.09 -0.02 -0.08 -0.01
3 -0.08 -0.01 -0.13 0.03 -0.03 0.00
4 -0.08 -0.01 0.00 -0.07 -0.01 -0.01
5 -0.02 0.00 -0.17 0.01 -0.01 0.00
6 -0.02 -0.01 -0.07 -0.05 -0.01 0.00
7 -0.02 -0.01 -0.12 -0.02 -0.02 0.01
8 -0.02 -0.01 -0.09 0.05 -0.01 0.01
9 -0.01 -0.01 0.00 0.02 -0.01 0.00
10 -0.01 -0.01 -0.01 0.02 -0.01 0.01
20 -0.01 -0.01 -0.01 0.01 -0.01 0.00
30 -0.01 -0.01 -0.01 0.00 -0.01 0.00
40 -0.02 0.00 -0.01 0.01 -0.01 0.00
50 -0.02 0.00 -0.01 0.01 -0.01 0.01
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Table C.7: Improvements antenna deviation compensation at -90° azimuth and 45°

elevation
AVG MUSIC ESPRIT
Snapshots
Az. El Az. El Az. El
1 -0.10 -0.03 0.05 -0.24 -0.02 -0.08
2 -0.06 -0.02 -0.05 0.21 0.01 -0.06
3 -0.04 0.00 -0.02 -0.04 0.01 -0.04
4 -0.08 -0.01 0.04 -0.41 0.01 -0.08
5 -0.02 0.00 0.10 0.09 0.02 -0.08
6 -0.02 0.00 0.17 -0.05 0.01 -0.03
7 -0.02 0.00 0.08 0.24 0.02 -0.08
8 -0.01 0.00 -0.04 0.14 0.02 -0.02
9 -0.01 0.00 0.06 0.09 0.02 -0.08
10 -0.01 0.00 0.00 0.09 0.02 -0.02
20 0.00 0.00 0.01 -0.02 0.02 -0.02
30 -0.01 0.00 0.01 -0.02 0.03 -0.02
40 -0.01 0.00 0.01 -0.02 0.03 -0.02
50 -0.01 0.00 0.01 -0.02 0.03 -0.02
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Table C.8: Improvements antenna deviation compensation at -90° azimuth and 60°

elevation
AVG MUSIC ESPRIT
Snapshots
Az. El Az. El Az. El
1 -0.01 -0.02 0.06 -0.25 0.00 -0.29
2 0.00 0.06 0.05 -0.18 0.00 -0.14
3 0.00 0.10 -0.05 0.08 0.00 -0.09
4 0.01 0.12 -0.09 0.53 0.00 -0.07
5 0.00 0.12 -0.20 0.39 0.00 -0.05
6 0.00 0.14 -0.09 -0.39 0.00 -0.04
7 0.00 0.14 0.09 -0.01 0.00 -0.04
8 0.00 0.15 0.05 -0.58 0.00 -0.04
9 0.00 0.15 -0.06 0.27 0.00 -0.03
10 0.01 0.15 0.01 -0.36 0.00 -0.03
20 0.01 0.16 0.00 0.01 -0.01 -0.02
30 0.01 0.17 0.00 0.01 0.00 -0.01
40 0.01 0.17 0.00 0.01 -0.01 -0.02
50 0.01 0.17 0.00 0.01 -0.01 -0.01
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