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Abstract

This thesis, titled "On Machine Learning Approaches to Forecast Non-Life Insurers’
Loss Reserves," has been conducted at KPMG Advisory N.V. in the department of
Financial Risk Management (FRM). The study delves into the inherent risks faced by
insurance companies, distinguishing between life and non-life insurance businesses.
The primary focus is on the loss reserves of non-life insurance companies, which
are crucial for ensuring the financial stability of these institutions. The loss reserve
is divided into premium and loss reserves, with the latter being the main subject
of this research. The research emphasizes the importance of accurate estimation
of the loss reserve, as it impacts the pricing of insurance policies, compliance with
regulations, and the overall financial standing of insurance companies. The study also
explores the claim development patterns across different Lines of Business (LoBs) and
the associated challenges in determining the appropriate reserve due to the varying
nature of claims and their settlement timelines. The research builds upon previous
work by exploring the application of machine learning models to predict the loss
reserve of non-life insurers, aiming to provide a more accurate and efficient approach
to this critical actuarial challenge.
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1 Introduction

With this introductory chapter we set the stage by presenting the organizational frame-
work, then we delve into the critical concept of loss reserves in non-life insurance. We
further explore the techniques for predicting these reserves and conclude with an overview
of the research methodologies and context that underpin this study.

Contents
1.1 Organisation . . . . . ... ... ... L 5
1.2 Lossreserveinnon-lifeinsurance . . . . . . . . . . . ... .. ... 7
1.3 Predicting thelossreserve . . . .. .. ... ... .. .. ... ... ... 10
1.4 Research . . . . . . . . . e e 12

1.1 Organisation

We conduct this study at KPMG Advisory N.V. in Amstelveen, in the department of
Financial Risk Management (FRM). KPMG offers advisory and audit related services.
FRM is part of the risk and regulatory department which mainly focus on advisory.
Furthermore, the FRM department provides risk-related advice to financial firms and
institutions. The department is divided into four sub departments: asset management and
pensions, actuarial insurance risk, banking and regulatory. An overview of the corporate
structure is given in Figure 1.1.
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FIGURE 1.1: An overview of the corporate structure of KPMG and FRM.

FRM provides a wide range of financial risk services. They support banks, insurance
companies asset managers and corporate and public clients in identifying assessing,
managing, reporting and limiting the risks they face. Concerns about financial risk have
spread throughout the world. In this environment, businesses of all shapes and sizes
desire strong frameworks for managing financial risk that meet regulatory requirements,
aid in better decision-making, and improve performance. To achieve these goals, financial
institutions and other corporate clients collaborate with KPMG’s FRM specialists. FRM
raises issues for clients and works to improve procedures, governance, and strategy in a
variety of areas, such as:

¢ Actuarial services & financial statement support
¢ Financial instruments accounting

¢ Insurance risk assessment

Financial engineering

This thesis is tailored to the actuarial and insurance risk sub-department of FRM. Their
focus is on the intricate modeling of insurance risk assessment, with a particular emphasis
on actuarial loss reserving methods used in non-life sectors.

In 2019 there was a research done by P.L. Ruitenberg at the University of Twente for
the FRM department called “Adapting a hierarchical gaussian process model to predict the
loss reserve of a non-life insurer’. The study delves into refining a hierarchical Gaussian
process model to better predict the funds a non-life insurance company reserves for
anticipated claims. This model aims to provide a more accurate estimation by considering
multiple layers of data and relationships within the insurance sector. This research
proposes potential improvements of a hierarchical Gaussian process model on the actuarial
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challenge of predicting the Loss Reserve of a non-life insurer. The initial research primarily
utilized traditional methods and a Gaussian process model to forecast the loss reserve for
life insurers. Building on this foundation, our thesis explores the use of machine learning
models to predict the loss reserve for non-life insurance companies

1.2 Loss reserve in non-life insurance

Insurers are inherently vulnerable to different forms of risk due to the nature of their
business. At the cost of a predetermined premium, insurance firms take on a specific risk
that an individual (or firms) wants to mitigate (Kaas et al. 2008). In addition to the risks
inherent in this business model (insurance risk), insurers face exposure to the financial
market (market risk), a number of business risks, such as unexpected significant expenses,
and operational risk, such as when protections or internal models fail.

There is a distinction between life and non-life insurance firms in the insurance industry.
A life insurer writes life policies (e.g., pay out a predetermined sum to the beneficiaries in
the event of the policyholder’s death), whereas a non-life insurance firm writes all other
types of insurance policies, such as vehicle, healthcare and property damage insurance.
This distinction is made for both legal and product-related reasons: contract terms and
claim categories differ. As a result, life and non-life insurance are typically modelled in
distinct ways (Wiithrich & Merz, 2006).

Non-life insurance companies categorize their actuarial reserves into two main types:
premium reserves and loss reserves. The premium reserve of non-life insurers encom-
passes premiums anticipated to be collected in the future. A loss reserve, as defined by
Radtke, Schmidt, & Schnaus (2016), is an allocation for payment obligations stemming
from incurred losses that remain unsettled. E. Frees (2018) highlighted several reasons
underscoring the significance of accurately estimating loss reserves for insurance entities:

1. Loss reserves are perceived as debts the insurer owes to its policyholders.
2. Under-reserving can jeopardize the insurer’s capability to meet claim obligations.

3. Overestimating reserves might portray the insurer’s financial health as weaker than
it truly is, potentially leading to a loss in market position.

4. The reserve estimation directly influences insurance product pricing, as it provides
a projection of unpaid insurance costs.

5. Regulatory mandates necessitate the declaration of loss reserve values.

6. The general public, as consumers of insurance services, is keen on the financial
robustness of these firms.

7. Many investors make decisions based on the reported loss reserve values.

The scope of this thesis is limited to the loss reserves of non-life insurance firms. The
reserve is intended to cover losses or payments that will occur in the future, this results in
a great deal of uncertainty in determining the size of this reserve. Therefore, this poses
a danger for the insurance company: if the loss reserve is too low, the insurer may have
difficulty paying claims. On the other hand, when the loss reserve is maintained at a



1.2 Loss reserve in non-life insurance

high level, it can be negative to the business because that money cannot be used for other
purposes.

In order to determine the loss reserve, non-life insurers can make distinctions across
multiple Lines of Business (LoBs) (e.g. commercial or workers’ liability). Every branch can
have its own claim development pattern, and claims can have a delay in settlement that is
specific to the type of claim. Liability products, for example, may face significant delays
as a result of litigation or lawsuits (Kaas et al., 2008). As a result differences between the
tail-distributions of LoBs can be distinguished. In short-tail LoBs losses are detected early,
and with long-tail LoBs losses take longer to develop.

1.2.1 Claim timelines

The ultimate loss is the final amount paid once all claims have been settled. It often takes
several years for this to occurs. At any point in time before then a portion of the ultimate
loss will be paid and the remaining portion unpaid. The ultimate loss exists of unpaid
losses, also known as the loss reserve and paid losses. The loss reserve is made up of two
categories of claims: those that have incurred but not reported (IBNR) and those that are
reported but not settled (RBNS). An overview of the loss structure is given in Figure 1.2

Ultimate loss

IENR
=  Loss reserve

RBNS

—

— Paid loss

FIGURE 1.2: An overview of the loss structure of an insurer.

An actuary will assess probable damages in IBNR circumstances, and the insurance
company may elect to set aside funds to cover the predicted losses. Losses recorded to
an insurance company that have not been settled at the end of the accounting period
are referred to as RBNS. Moreover, RBNS claims are estimated using an estimate of the
severity of the loss based on information obtained during the claims settlement procedure.

An example of a claim’s timeline is depicted in Figure 1.3. The claim arises at a specific
point in time (t;). There is a slight delay before the claim is reported to the insurer (t,).
After the notification, multiple payments (t3, t4, t5) are made until the dossier is closed (tg).
Following that, it’s possible that a dossier will be reopened if new information becomes
available (T7), after which additional payments occur (Tg). These additional payments can
be recoveries for the insurer or extra payments to the insured. Finally, the claim is closed
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Occurrence Loss payments Re-opening Closure
MNotification Closure | Payment
f1 t2 i3 Iy 15 ts 17 ts g
—
IBNR |

RBNS

FIGURE 1.3: Example of a claim timeline, Source: Antonio and Plat (2014).

(to).
1.2.2 Claim triangles

Most traditional loss reserving techniques depend on creating two-dimensional matrices
known as claim triangles. Claim triangles are created by compiling claims data during
the timeline of a claim. The run-off matrices are then created from the claim data using
a stochastic approach. This is in essence the claim triangles” empty cells filled in with
predictions. The ultimate reserve value is calculated using these run-off triangles.

Payments or notifications of claims happen at various times, despite the fact that
they start from the same moment in time, as mentioned in the previous section. Based
on the period at which the claim incurred and the time at which the insurer has made
payments on the claim, an overview of the total amount paid can be produced (cumulative
or incremental). At last, we can define a specific calendar year in which the observed loss
occurred. The properties of the claim triangle are given below:

i = Accident year (i = 1,...,I)

j = developmentlag (j =1,...,])

k = Calendar Year =i +j

* z;; = Observed incremental loss

* Z;; = Estimated incremental loss

* ¢;; = Observed cumulative loss = 2]].:1 Zij
* ¢;; = Estimated cumulative loss = 2}21 Zij

_ . . I .
* R; = Observed loss reserve for accident yeari =} ;_; ;. ,zi,

e R; = Estimated loss reserve for accident year i = Z]l: 1—i+2 Zij

R = Total loss reserve of the triangle = Y°"/_; R;
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e R = Total Estimated loss reserve of the triangle = Y"/_; R;

With i as accident year (starting at 1), j as development lag and zi, j (c; ;) as the (cu-
mulative) loss, a triangle can be created, also known as a claim triangle. Each cell within
this (cumulative) triangle is filled with the loss z; ; (c; ;) which we hereafter refer to as cell.
Claim triangles can either be incremental or cumulative, as shown in Table 1.1 and 1.2
respectively. Each observed loss is associated to an accident year and development lag,
this is hereafter referred to as cell.

Incremental claim triangle

Development lag (j)
Accident year 1 2 3 4
2001 (1) 1198 | 2245 | 689 | 257
2002 (2) 1253 | 3232 | 638
2003 (3) 1087 | 1465
2004 (4) 1238

TABLE 1.1: An example of an incremental claim triangle, as of December 31, 2004.

Cumulative claim triangle |

Development lag (j)
Accident year (i) 1 2 3 4
2001 (1) 1198 | 3443 | 4132 | 4389
2002 (2) 1253 | 4485 | 5123
2003 (3) 1087 | 2552
2004 (4) 1238

TABLE 1.2: An example of a cumulative claim triangle as of December 31, 2004.

We can also plot the data of the development of the claim by origin year as displayed
in Figure 1.4. In a typical claim triangle, we can see that the cumulative observed loss
increases when the development increases. Furthermore, we have fewer data points for
later origin years, since only the data until 2004 are known. Several techniques to estimate
the empty cells of the triangle will be discussed later. The sum of the empty cells of the
incremental claim triangle is what we define as the loss reserve.

1.3 Predicting the loss reserve

In literature, there are two main categories into which insurance reserve prediction tech-
niques can be classified: classical actuarial chain ladder or stochastic methods (Avanzi et
al., 2016; Boratynska, 2017; Diers & Linde, 2013; BDjehiche & Lofdahl 2016; England et al.,
2019; Feng & Yi. 2019; Ferriero, 2016; Frohlich & Weng, 2018; Gigante et al., 2019; Huang
et al. 2015; Peters et al. 2017; Wahl et al. 2019), or machine learning based loss reserve
prediction techniques (Wuthrich, 2018; Kuo, 2019; Gabrielli et al., 2018; Gabrielli, 2019;
Lecun et al., 2015). An overview of different loss reserving prediction techniques is given
in Figure 1.5.

10
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Claims development by origin year

10 15 20 25 30 35 40
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FIGURE 1.4: Claims development by origin year.
Reserve prediction techniques
Stochastic or Chain ladder-based techniques Machine learning- based techniques

Parametric models Non-Parametric models
Decision trees SVM Neural network Deep learning

FIGURE 1.5: The taxonomy of loss reserve prediction methods, source: Taha et al.,
(2021).

1.3.1 Stochastic and chain ladder based techniques

The chain ladder method is the predominant approach for estimating loss reserves. In-
surers use this method to forecast the required reserves based on extrapolating historical
claim data. However, the chain ladder’s effectiveness hinges on the assumption that past
loss trends will persist in the future. If there is a shift in an insurer’s claim patterns, the
chain-ladder method may not yield precise estimates without appropriate modifications.
We'll delve deeper into this technique in the subsequent chapter.

Stochastic reserving models operate on the premise that historical insurance claim
patterns will persist. This means that the dynamics of claim activities remain relatively
consistent over time. To predict the ultimate loss, these models employ basic statistical
forecasting techniques like regression. While traditional loss reserve prediction methods
are intuitive and quick to grasp, Avanzi et al. (2016) suggest that, especially with complex

11
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claim data, stochastic methods fall short in accuracy compared to machine learning
techniques. This complexity might arise from random variations in claims data, which
can diverge future trends from historical observations. Stochastic reserve techniques can
be bifurcated into two main types: parametric and non-parametric models. Parametric
models hinge on statistical distributions, aiming to pinpoint the best parameters for these
distributions. For instance, in a normal distribution, they would identify optimal mean
and standard deviation values to project future reserves. Conversely, non-parametric
models do not lean on specific statistical distributions (Shi, 2014). They come into play
when claim data does not conform to a known distribution. While parametric models often
outperform and are faster than their non-parametric counterparts, they are inapplicable if
data does not fit a known distribution. Machine learning solutions excel with intricate
insurance data, especially when past claim-inducing behaviors aren’t expected to recur. If
claim patterns evolve, it becomes challenging for any model to accurately capture their
development due to inherent randomness. Traditional models, like the chain ladder and
linear regression, falter in predicting future claim facets in such scenarios. Hence, machine
learning methods, which employ nonlinear predictive techniques, emerge as more potent
tools for such data.es, for this kind of data, become more promising.

1.3.2 Machine learning based techniques

There is limited research done in the field of machine learning to predict the loss re-
serve. However, due to its success in numerous disciplines over the past few years, deep
learning has recently gained attention in the loss reserving literature (Lecun et al., 2015).
Wiithrich (2018) uses neural networks to synthesize claims data, Gabrielli et al. (2018) and
Gabrielli (2019) embed classical parametric loss reserving models into neural networks,
and Wiithrich (2018) extends the conventional chain ladder method with neural networks
to incorporate claims features. The research by Gabrielli et al. (2018) and Gabrielli (2019)
particularly suggests initializing a neural network so that, prior to training, it conforms to a
classical model, such as the over-dispersed Poisson model. Lopes et al (2016) propose a re-
gression tree method to calculate the conditional distribution of a variable that is censored
off from direct observation. At last, Kuo (2019) proposes an approach to loss reserving
based on deep neural networks, which allows for the incorporation of heterogeneous
inputs into combined modeling of outstanding paid losses and claims.

1.4 Research

Literature suggests that machine learning models enhance the performance of predicting
loss reserves in non-life insurance. We contribute to this literature by offering a com-
prehensive review of commonly used classical methods and juxtaposing their efficacy
with machine learning techniques. Additionally, we aim to improve the performance of
loss reserve predictions by introducing a novel machine learning algorithm tailored for
forecasting non-life insurers’ loss reserves.

12
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1.4.1 Research Questions

We focuse on improving the predictability of the loss reserve of non-life insurers, using
machine learning techniques. Therefore, our research question is as follows:

How effective are machine learning techniques in enhancing the performance of loss reserve

predictions for non-life insurers?

With the following sub-questions:

1.

Which metrics can be employed to assess the performance of loss reserve predictions in
non-life insurance?

Which conventional methods have been historically utilized for loss reserve forecasting in
non-life insurance

Which machine learning algorithms have been previously explored for enhancing loss reserve
predictions in the non-life insurance sector?

Which features are important for influencing the performance of loss reserve predictions?
Can we improve the performance of predicting recoveries using machine learning?

Which validation techniques can ensure the reliability and robustness of our loss reserve
prediction models?

Which specific machine learning approaches can be recommended to optimize the forecasting
of loss reserves in non-life insurance?

1.4.2 Scope

Our research is limited to chain ladder approaches and machine learning approaches to
predict the loss reserve since Ruitenberg (2019) already did extensive research on stochastic
based techniques. Furthermore, due to time restrictions, we do not include claim triangles
with missing data. However, we will try to deal with recoveries, since this is a common
phenomenon in practice.

13



2 Literature and background

In this chapter, we first discuss the traditional approaches to predicting the loss reserve.
As discussed in the introduction we will focus on chain ladder techniques and view the
stochastic techniques as out of scope. next, we discuss machine learning concepts used in
this Thesis. At last, we will give a summary of machine learning techniques applied to
loss reserve prediction in the body of literature.

Contents
2.1 Traditional approaches to predict the lossreserve. . . . . . ... ... ... 14
2.2 Machine Learning to Predict the Loss Reserves . . . . .. ... ... .. .. 19
23 Recoveries . . . . ... ... e 29

2.1 Traditional approaches to predict the loss reserve

The predictability of the the loss-reserve of non-life insurers is the focus of this thesis. In
the introduction, an overview has been given of the possible traditional approaches to pre-
dicting the loss reserve. We use the traditional approaches as benchmark for the machine
learning approach. Therefore, we will discuss some of the most popular traditional chain
ladder methods used in practice, namely, chain ladder, bootstrap chain ladder and LDF
chain ladder.

2.1.1 Chain Ladder

The first and most commonly used traditional approach to predicting the loss reserve of
non-life insurers is the chain ladder. It is a deterministic algorithm that forecasts claims
based on historical data. Moreover, the chain ladder is predicated on the idea that claims
develop proportionally from one development period to the next for all origin years. It has
gained popularity thanks to Mack (1993, 1999), and it is extensively discussed in literature.
Historical development factors may be found using I as the accident year variable and | as
the development lag variable. These variables can be used to estimate future losses and
the loss reserve. The Mack chain ladder relies on three assumptions to give an unbiased
estimator for the IBNR claims. We follow the notation of Mack (1999) as described earlier,
let c; x denote the cumulative loss of origin period (e.g. accident year) i = 1,...,m, with
losses known for development period year k < n + 1 — i. The model assumptions are
given below:

CL1: E[DFk|cia,cip, - Cix] = DF with, DF;; = Ciel (2.1)

14
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Cik+1 U—I%

i,

CL2: Var( |Ci1/Ciy s Ci,k) = a
Cik Wi kCi i

(2.2)

CL3:{ci1,Cip s Cin},{Cj1,Cj2, s Cju } are independent for origin period i # j (2.3)

Where DF denoted the development factor and w € [0,1], a € 0,1, 2 The heuristic as
described by Mack (1993) is as follows:

Z:n—&-l—j C: i j
i=1 LJ A
DF; = ,;1,7 Ci,j = Cin+1—i I | DFy—it2 (2.4)
] j
i1 Cij—1 n—i+2

Where DF; denotes the development factor with development lag j. If we apply this
heuristic to the cumulative claim triangle of Table 1.2 we can find the development factor
and ultimately the loss reserve. The results are shown in Table 2.1.

| Example of a completed triangle |

Development lag (j)
Accident year 1 2 3 4 | Loss reserve (R)
2001 (1) 1198 | 3443 | 4132 | 4389 0
2002 (2) 1253 | 4485 | 5123 | 5442 319
2003 (3) 1087 | 2552 | 2979 | 3164 612
2004 (4) 1238 | 3667 | 4281 | 4547 3309
DF 296 | 1,17 | 1,06 4240 =R

TABLE 2.1: An example of an estimated chain ladder claim triangle.

We can also plot the chain ladder developments by origin period, including the
standard error as shown in Figure 2.6. We can see that when the accident year increases
the standard error increases. This is logical since there is more uncertainty due to less
data.
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FIGURE 2.1: Chain ladder development by origin period, inculding standard error
of the chain ladder estimate.

2.1.2 Bootstrap Chain Ladder

Using a single sample of data, bootstrapping (Efron & Tibshirani, 1993) is a strong yet
straightforward method for extracting information that would typically require analytic
methods. This can also be applied to single claim triangles. To generate numerous sets
of pseudo-data that are compatible with the same underlying distribution, the process
involves replacing samples of observed data with new samples obtained by sampling. The
distribution of the statistics of interest can then be looked into to get additional insight,
and they can be derived for each set of pseudo-data. The standard deviation of the set of
means can be estimated as an estimate of the standard error of the mean, for instance, by
taking the mean of each set of pseudo-data (England & Veral 2002).

The Bootstrap Chain Ladder follows the two-stage bootstrapping/simulation paper
of England and Verrall (2002. The cumulative claims triangle is subjected to a standard
chain ladder approach in the initial stage. We next use the scaled Pearson residuals to
anticipate future incremental claims payments using the traditional chain ladder method,
bootstrapping a predefined number of times. In the second stage, we simulate the process
error using the presumptive process distribution and the bootstrap value as the mean. The
set of reserves acquired in this manner makes up the predictive distribution, which can be
used to derive summary statistics like mean, prediction error, or quantiles.

This two-stage bootstrapping/simulation method has the benefit of being simple to
set up in a spreadsheet and not requiring complex calculations or sophisticated statistical
software. Moreover, the results can give more in depth insights compared to the traditional
chain ladder (England & Verrall, 2002).

When data are assumed to be independent and identically distributed (i.i.d.) the
traditional bootstrapping approach: resampling with replacement from the original data
points is applied. With regression type problems, however, the data is assumed to be
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independent but not identically distributed. This is because the means, and sometimes
variances are dependent on the covariates. In regression analysis, bootstrapping typically
involves the residuals rather than the original data points. This approach is chosen because
the residuals are approximately independent and identically distributed (i.i.d.).

However, it is crucial to define residuals appropriately, for its specific problem. There
are various expanded definitions of residuals for generalized linear models, with the
precise form determined by the underlying modeling distribution (McCullagh & Nelder,
1989). To do bootstrapping on the over-dispersed Poisson chain-ladder model, we make
use of the Pearson residuals (England & Verral, 2002). Pearson residuals are as defined in
Equation 2.5

rij = - (2.5)

The bootstrap method uses, from the Pearson residuals, replacement with resampling.
We can invert Equation 2.5. Moreover, given a resampled Pearson residual and the
estimated expected value, we can define the associated bootstrap incremental claim values
(z*). The formula for the associated incremental claim value is given in Equation 2.6

ZZj = i’i*,]- IE(fl‘,j) + ]E(ii,j) (2.6)

We then fit the chain-ladder model to the bootstrap sample and obtain the forecast
incremental claims payments. Next, in line with the method of England and Verral (2002),
we replicate the process variance by simulating an observed claim for each cell of the future
in the claim triangle. We use the bootstrap value as the mean and fit an over-dispersed
Poisson distribution (which has the same results as the chain ladder heuristic).

At last, this procedure is repeated a large number of times (X), each run provides a
new bootstrap value and completed claim triangle. This results in a set of reserves for
each run. The set of reserves can be used to obtain the set of summary statistics.

When applying the bootstrap chain ladder to our example triangle of Table 1.2 the
results are approximately the same as the Mack Chain ladder due to the simplicity of our
triangle. However, plotting the results gives some extra insights as can be seen in Figure
2.2. For example, we can see that the distribution of the IBNR appears to be log-normal.
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FIGURE 2.2: Histogram of IBNR of the bootstrap simulation with 999 runs.

2.1.3 Clark’s LDF Method

In the field of loss development analysis, the Clark Loss Development Factor (LDF)
approach offers a distinct perspective, as discussed in the context of Clark’s 2003 study.
This method hypothesizes that loss evolution aligns with a theoretical growth curve,
analyzed using a longitudinal approach. Within this framework, a notable implementation
is the LDF method, which interprets the growth curve in forms such as a step function or
a piecewise linear model. The growth curve, in this context, is understood to represent the
cumulative percentage of the total loss expected to manifest at each stage of a loss’s origin
period.

The LDF technique operates under the assumption that ultimate losses for each origin
period are independent and unrelated. The objective is to fine-tune parameters for these
ultimate losses and the growth curve to achieve the best fit with the data in a claims
triangle, as referenced in Table 1.2. Clark’s analysis includes two primary growth curve
models: the Weibull function and the log-logistic function, each characterized by two
parameters. The foundational assumption for the maximum likelihood estimation in this
approach is the adherence of incremental losses to an Over-Dispersed Poisson (ODP)
distribution.

This approach is exemplified in a modified claims triangle, demonstrating the Clark
LDF method with a maximum age of 6 and a log-logistic distribution, as shown in Table
2.2. Compared to the chain ladder method, this example reveals a significant increase in
the loss reserve estimates (4240 vs. 7245 with the Clark LDF method). This increase is
attributed to the assumption that claim growth continues beyond the fourth development
year to a maximum age of 6. Moreover, the assumption of a 'fat tail” in the log-logistic
distribution leads to higher loss reserve estimations.
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Example of a completed Clark LDF triangle

Development lag (j)
Accident year 1 2 3 4 | Max | Loss reserve (R)
2001 (1) 1198 | 3443 | 4132 | 4389 | 4529 140
2002 (2) 1253 | 4485 | 5123 | 5554 | 5732 609
2003 (3) 1087 | 2552 | 3257 | 3532 | 3644 1092
2004 (4) 1238 | 4651 | 5937 | 6436 | 6642 5404
DF 376 | 1,28 | 1,08 | 1,03 7245=R

TABLE 2.2: An example of an Clark LDF chain claim triangle with max age = 6
and a log-logistic distribution.

2.2 Machine Learning to Predict the Loss Reserves

In this section, we elaborate on machine learning techniques to predict the loss reserve
discussed in literature. As stated before in the introduction, there is limited research
done in the field of machine learning to predict the loss reserve. However, due to its
success in numerous disciplines over the past few years, deep learning has recently gained
attention in the loss reserving literature (Lecun et al., 2015). We first give some background
information on the different machine learning techniques used, such as neural networks,
regression tree, XGBoost and auto machine learning. Finally we discuss the existing
literature on predicting the loss reserve using machine learning techniques.

2.2.1 Neural networks

In comparative analysis, neural networks emerge as the most sophisticated and flexible
machine learning method. Inspired by the human brain, they consist of interconnected
layers of artificial neurons, or perceptrons, that learn through a process of trial and er-
ror. While a single perceptron possesses limited predictive capability, collectively, they
form a network capable of capturing complex predictor interactions, significantly enhanc-
ing prediction accuracy. Even basic neural networks comprise hundreds of parameters,
classifying them as highly parameterized models. Their versatility makes neural net-
works adept at approximating intricate non-linear functions and tackling challenging
problems. However, their complexity also renders them among the least interpretable and
transparent machine learning approaches.

A neural network consists of three different sorts of layers, with one or more percep-
trons in each layer. Input patterns are gathered in the first layer, the input layer, which
also holds the raw data for the predictor variables. The number of predictor variables
in the predictor set must match the dimension of the perceptrons in the input layer. The
hidden layer(s), the middle layer(s), adjusts the function weightings until the objective
function of the neural network is optimized. You can build a neural network with any
number of hidden layers. How shallow or deep the network architecture depends on the
number of hidden layers. The perceptrons from the hidden levels are combined in the
output layer, the last layer, to create a single classification or prediction signal.
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FIGURE 2.3: 1-layered and 3-layered feedforward neural network.

Basic perceptron A basic perceptron is the most straightforward type of neural network.
A neural network is a basic perceptron containing an output node and a single input layer.
The basic perceptron’s model architecture is shown in Figure 2.4.

Inputs Weights

N
X, 4!*&_/}\

xZ
Activation

/" l function
x, ————> )

z\ ‘ = O 43-

FIGURE 2.4: Perceptron model architecture.

The input layer includes an input layer with n nodes transmitting n features ¥ =
[x1.x2, ..., x| with edges of weight @ = [wy, wy, ..., w,] through the activation function ¢()
and at last to an output node. The output node is the predictor 7, or in our case Z; ;. The
predicted value §j can be computed as follows:

<
SL
><1

Z w;x;) (2.7)
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The perceptron’s goal is to approximate the observation by minimizing the difference
between the estimation and observation by changing the weights @. This is done with a
loss function. One of the most common loss functions is the ordinary least squares loss
function, which is computed as follows:

Minimizes(L) = ) (y=9)*= }. (y—¢(@-%))* (2.8)

x¥yeD xX,yeD

Where D refers to the given data set. A design choice within this perceptron is which
activation function to use. The two most used activation functions for non-binary neural
networks are given below:

ReLU : ¢(v) = max(0,v) (2.9)
Sigmoid : ¢(v) = evi : (2.10)

Multilayer neural network A multilayer neural network contains additional compu-
tational layers besides the input and output layers. Considering a basic perceptron, the
output layer is the sole layer performing computations, by giving weights to the inputs
and applying the activation function. In a multilayer neural network, hidden layers are
added. When there is more than one hidden layer in the neural network we speak of a
deep neural network, as shown in Figure 2.3.

Learning algorithms For most neural networks the backpropagation algorithm is the
learning algorithm. It is used to iteratively calculate the model parameters and weightings.
This is a supervised, stochastic gradient descent (sgd) based approach. We can determine
the direction of the steepest ascent by computing a function’s gradient. This demonstrates
the direction in which the weights should be changed to increase (or decrease) the outcome
of the objective function as quickly as possible. The backpropagation algorithm works
by estimating the objective function’s negative gradient and then modifying the weights
accordingly. Initially, backpropagation assigns random weights to all of the perceptron
linkages, creating an initial function. The technique computes the associated objective
function, often mean squared error (MSE), to gain information on how to efficiently change
the weights to improve predictive performance. After defining the initial weights the
algorithm iterates over the following three-step procedure:

1. Compute the gradient of the objective function using the current (or initial) weights,
this starts from the output layer.

2. The algorithm slightly modifies the weights in the direction of the steepest descent
in order to effectively reduce the MSE of the function. The predetermined learning
rate parameter determines the size of the descent.

3. The objective function is re-calculated after adjusting the weights according to step
2.

This process is how a single training observation slightly changes the weights and

biases in the neural network. The training algorithm should ideally repeat this process for
each observation of the training set, however, this is computationally intensive and can
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be done in a more efficient way. Therefore, most neural networks use a gradient descent
method, in which we iterate over a small subset of observations rather than all of the
observations. This allows the algorithm to estimate the network using all of the training
data while significantly accelerating computation. After running the algorithm over the
full dataset a predefined number of times, stochastic gradient descent process finishes.

Iterations, batch sizes and epochs A neural network is trained for one cycle during an
epoch using all of the training data. We only use each piece of information once within an
epoch. Each epoch consists of one or more batches in which the neural network is trained
using a portion of the dataset. We refer to the process of going through a batch of training
examples as an iteration. Let us look at a straightforward example where we have 1000
data points, as shown in Figure 2.5, to clarify.

Batch Size =
100
Batch Size
=500
Batch Size = e o o
1000

[terations per [terations per [terations per

Epoch=1 Epoch =2 Epoch = 10

FIGURE 2.5: Visualisation of batches, epochs and iterations.

We can finish an epoch in one iteration if the batch size is 1000. Similarly to this,
an epoch requires two iterations if the batch size is 500. As a result, an epoch requires
10 iterations to complete if the batch size is 100. The amount of data points is simply
calculated for each epoch by multiplying the necessary number of iterations by the batch
size.

2.2.2 Advanced tree-based methods

A tree-based method is one of the most interpretable machine learning techniques. It is a
graphical approach towards prediction. The techniques separate the predictor space into
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various sections. A tree can be used to represent the separation into sections. Thus, the
phrase "decision tree" is frequently employed. While generally easy to understand, the
prediction quality of tree approaches is often not optimal. James et al. (2013) discuss the
up and downsides of the technique:

* Trees are easy to interpret.
¢ Trees are similar to instinctive human decision making.

* Trees are easy to visualize.

Trees are able to use categorical predictors without having to transform them (with
for example one hot encoding)

* Trees normally do not have the best predictive quality as other techniques.

Regression trees Regression trees are non-parametric and have a different foundation
than other machine learning techniques. Regression trees” primary goal is to aggregate
related observations together into clusters. A regression tree is constructed in two steps.
We first divide the data into j distinct, non-overlapping segments [D;, Dy, ..., D]']. Second,
we create a split with objective to minimize the sum of squared residuals (SSR):

]
SSR=Y) (yi—1p;)° (211)
j=1 i

Where the dependent variable’s mean for the training observations contained in the j-th
partition is denoted by the symbol §, . Using the residual data from the previous steps, the
model chooses the best predictor and cut-off value to split the partition and proceeds to
iteratively develop the regression tree. The term "binary recursive partitioning" describes
this procedure. The regression tree cannot be constructed computationally by taking into
account all splits. We substitute the "top-down greedy" algorithm instead. We begin at the
top of the tree, when every observation belongs to a single partition covering the entire
dataset. The space is then divided into two areas using the best split variable and value.
This operation is repeated until a stopping requirement is met. By placing the observation
in one of the clusters or leaves, the regression tree executes predictions. The predicted
value is equal to the average of all the cluster’s (training) observed values (Morgan, 2014).

Gradient boosting machines Boosting operates around the tenet that the next learner can
correct the mistakes of the prior learner. Weak learners (such as a basic decision tree) who
do only marginally better than random chance are utilized in boosting. Boosting focuses
on building up these weak learners successively and removing the observations that a
learner correctly understands at each step. In essence, the emphasis is on creating new,
weak learners to manage the remaining, challenging observations at each phase. Gradient
boosting machines are collections of consecutive trees, where each tree aims to enhance
the output of the previous one. We consider mainly the gradient of the loss function, the
difference between the value of a formed tree’s predicted value and the observed value.
When gradient boosting techniques are calibrated properly, Boehmke et al.(2019) argues
that they are difficult to get outperformed by alternative algorithms.

Chen and Guestrin (2016) introduce Extreme Gradient Boosting (XGBoost). There are
three system improvements offered by XGBoost. First, the technique uses a parallelized
implementation to execute sequential tree construction. Hence, the branches are separately
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and concurrently produced inside the regression trees. The system also rearranges trees
through the predetermined hyperparameter "max depth" as a criterion for halting. The
computing performance is significantly enhanced by this backpropagation approach.
Finally, XGBoost is able to use both the GPU and CPU for model estimation since it is built
to maximize the effectiveness of the hardware that is already in place.

The inputs for the XGBoost algorithm are: 1) training set { (x;, y;) } fi 1, 2) a differentiable
loss function L(y, F(x)), 3) weak learners M and 4) a learning rate « (Chen et al., 2016).
The algorithm goes as follows (adopted from "XGBoost", 2022):

1. Initialize model with a constant value:

N
foy(x) = arg min Y L(yi0)
i=1

2. Form=1toM:

(a) Compute the ‘gradients” and "hessians’:

8 (1) [ of (xi) :|f(x)f(ml)(x)
Lo azuyi,f(xf))]
hm Xi) = | —— 5

) [ of (x:)° FO=F i ()

(b) Fitabase learner (for example a decision tree) using the training set {xi, — Bu(x) }

i (x¢)
by solving the optimization problem below:

. A A Sm (x7) ?
Pm = argergm; Ehm (x;) [_flm ™ —¢ (xi)]

Fn(x) = apn (x)
(c) Update the model:

3. Output:

2.2.3 Automated machine learning

In order to convert input data into a predictive model, there are several manual stages
that could be automated and eliminated with the use of auto machine learning (AutoML).
Additionally, AutoML reduces the expertise needed to create correct models, allowing
anybody, from machine learning experts to beginners, to utilize it. Moreover, AutoML
accelerates difficult stages of the machine learning workflow by automating repeated
operations, such as feature selection and engineering, model building and training and
hyper-parameter optimization (Waring et al., 2020). The technique we use for automated
machine learning is an algorithm called stacked ensemble.
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FIGURE 2.6: Typical components of a machine learning problem pipeline, adopted
from: Waring et al. (2020).

Stacked ensemble Stacking, also called or stacked ensembles, is a class of algorithms
that involves training a ‘metalearner” to find the optimal combination of the base learners.
Base learners in this case are machine learning alogithms such as XGBoost or deep neural
networks. Metalearners are often generalizes linear models (GLM), but can be any type of
algorithm as well. The theoretical steps to perform a stack are given below (Wolpert, 1992;
Breiman, 1996; van der Laan et al., 2007; LeDell, 2015):

1. Ensemble initialization

¢ Indicate the list (L) of base algorithms

* Indicate the metal learning alrogithm
2. Ensemble training

* Train all the base algorithms on the training data

¢ Apply k-fold cross-validation to every trained base learners, then get the cross-
validated predicted values from every algorithm.

¢ A new N x L matrix is created by combining the N cross-validated predicted
values from each of the L methods. The "level-one" data refers to this matrix
and the original response vector. N stands for the training set’s number of rows.

¢ Utilize the level one data to train the metalearning algorithm. The L base
learning models and the metalearning model make up the "ensemble model,"
which may be used to make predictions on a test set.

3. Predicting on new data

* Generate predictions using the base learners.

* To create the ensemble predictions, feed the predictions from the base learners
into the metalearner.

AutoML with H20 H2O is a versatile open-source machine learning platform that
supports integration with R, Python, Java, and Scala. It’s designed to handle and scale
large datasets efficiently. LeDell and Poirier (2020) presented H20 AutoML, an advanced
automated machine learning solution within H2O. This solution automates the training
process across a broad spectrum of potential models, including stacked ensembles. One of
its standout features is the leaderboard, which ranks models based on various performance
metrics and characteristics, such as training time and average prediction speed per row.
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The efficacy of H20 AutoML is rooted in the efficient training capabilities of H2O’s
machine learning algorithms. Interestingly, H2O AutoML’s performance often matches
or even surpasses other frameworks that rely on intricate model tuning methods like
Bayesian optimization or evolutionary algorithms, as noted by LeDell and Poirier (2020).
The platform’s ability to train a diverse set of algorithms, including Gradient Boosting
Machines (GBMs), Random Forests, Deep Neural Networks, and Generalized Linear
Models (GLMs), ensures a wide range of candidate models.

H20O AutoML has gained recognition in the machine learning community and is fre-
quently employed as a benchmark to gauge the effectiveness of newly proposed machine
learning structures (Kuo, 2020; LeDell Poirier, 2020). In this thesis, we leverage the Au-
toML functionality within the H20 package to validate the performance of our proposed
models.

2.2.4 Data preprocessing techniques

One hot encoding One hot encoding is a technique used in data preprocessing to convert
categorical data into a format suitable for machine learning algorithms. By employing this
method, each unique category within a variable is represented as its own binary column.
For a variable with 'n” observations that has "d” unique categories, the result of one hot
encoding will be d” binary columns. Each of these columns indicates the presence (1) or
absence (0) of a specific category for every observation. As highlighted by Lantz (2013),
one hot encoding provides a straightforward approach to transform categorical data into
a binary matrix, making it compatible with many computational models

However, One-hot encoding categorical variables functions by mapping each category
to a separate vector in a straightforward embedding. Using discrete entities, this technique
converts each observation into a vector of zeros and a single one, that designates the
observation’s category. There are two main issues with the one-hot encoding method, first,
The dimensionality of the converted vector becomes unmanageable for high cardinality
variables, particularly those with numerous distinct categories. Second, The mapping is
uninformed, meaning that similar categories are not positioned nearer to one another in
the embedding space.

Embedding layers Embeddings are low-dimensional, continuously learnt vector rep-
resentations of discrete variables used in neural networks. An embedding layer can be
seen as a mapping layer of categorical or factorized features into a vector of continuous
numbers (in this case between 0-1). Generally, neural network embeddings have 3 main
purposes:

1. Within the embedding space, finding the nearest neighbour. Based on cluster cate-
gories we can then make recommendations.

2. To extract information of high cardinality variables and use this as input to a super-
vised machine learning model.

3. For visualisation of relations between different categories.
There are some design choices when making the embedding layer, namely, the loss

function, the number of hidden layers, number of hidden units, number of epochs, number
of batches and output dimensionality (IRF).
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In deep learning, categorical embedding is a popular method that has been used to
forecast retail sales and recommender systems (Cheng et al. 2016; Guo and Berkhahn
2016). Moreover, Richman and Wuthrich (2018) employ embedding layers in the literature
on actuarial science to capture regional characteristics in mortality forecasting. At last,
Gabrielli et al. (2018) apply them to line-of-business elements in loss reserving.

2.2.5 Hyperparameter tuning

A Machine Learning model is defined as a mathematical model with a number of pa-
rameters that need to be derived from the data. We may fit the model parameters by
using existing data to train a model. Hyperparameters, on the other hand, are a different
class of parameters that cannot be directly learnt by routine training. Usually, they are
established before to the start of the program itself. These parameters describe crucial
model characteristics including complexity and learning rate. literature there are two
main methods to determine the values of the hyper parameters of the models, namely
grid search and random search (Liashchynskyi & Liashchynskyi, 2019).

Grid search Grid searches, which are the standard approach of hyperparameters op-
timization, essentially do a full search across a predetermined grid of the training algo-
rithm’s hyperparameters space. We might need to provide a boundary to utilize a grid
search since the parameter space for some parameters in the machine learning method
may include spaces with real or infinite values. High dimensional spaces are a problem
for grid search, although it is frequently simple to parallelize since the hyperparameter
values that the algorithm uses are typically independent of one another (Liashchynskyi &
Liashchynskyi, 2019).

Random search Random search replaces the complete selection of all combinations (as
done with a grid search) with a random selection subset. Discrete instances are easily
applicable, but the technique is generalizable to continuous and mixed spaces. A random
search can perform better than a grid search, particularly if only a few hyperparameters
have an impact on how well the machine learning algorithm performs. Moreover, it
can reduce computational effort significantly (Liashchynskyi & Liashchynskyi, 2019).
However, because it has limited coverage of the input space, a better solution may be
missed. a form of random sampling that tackles this problem is Latin hypercube sampling
(LHS). Latin hypercube sampling aims to spread a group of samples almost uniformly
over the design space to increase the coverage of the input space (Du et al. 2021; Iman,
2008).

2.2.6 Machine learning in loss reserving literature

Research in the domain of machine learning for predicting loss reserves has been some-
what limited. However, the field of deep learning, with its success across various disci-
plines, has started to garner attention in loss reserving studies, as indicated by Lecun et al.
(2015) and Kuo (2019). This literature can be categorized into two main types: aggregated
claim data structured in claim triangles and individual claim data. This review will focus
on the former, as it aligns with the data used in this thesis.

Wiithrich (2018) explores the application of neural networks in chain-ladder reserving.
They begin with the Mack chain ladder method as a foundation but extend its simplified
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assumptions (as outlined in Equations 2.1, 2.2, 2.3) to include individual claims infor-
mation. Heterogeneous claims data are utilized as features in a neural network model
to predict loss development factors (LDFs). Specifically, Wiithrich (2018) enhances ho-
mogeneous LDFs by incorporating heterogeneous individual claims feature information.
This expanded approach allows for the analysis of specific claims and the adaptation to
changing portfolio compositions. However, Wiithrich acknowledges that this is an initial
step in a broader modeling endeavor and notes that only static feature information is
considered, with no account for dynamic characteristics, which would require complex
multidimensional stochastic process modeling.

Gabrielli et al. (2018) and Gabrielli (2019) propose a method of initializing neural
networks to align with classical models, like the over-dispersed Poisson model, before
training. They integrate classical parametric loss reserving models into neural network
structures, taking into account claim counts and amounts. Starting with two separate over-
dispersed Poisson (ccODP) models for both claim counts and amounts, they embed these
into a neural network architecture. Additionally, they develop a boosting machine that
enables joint modeling and learning of claim counts and amounts, beyond independent
ccODP models, using a synthetic dataset spanning six lines of business. Their findings
suggest this model outperforms the ccODP model for both claim numbers and amounts,
and in some instances, it surpasses the single neural network double over-dispersed
Poisson (NNDODP) model. Gabrielli et al. conclude that the multi-triangle model,
representing all business lines within a single neural network, is the preferred approach,
recommending the separate fitting of lines of business.

Kuo (2019) introduces a deep neural network-based approach to loss reserving that
accommodates heterogeneous inputs and combines modeling of outstanding paid losses
and claims. They utilize paid loss and case reserve history as time series inputs, employing
gated recurrent units (GRU) for processing. The dataset, divided per line of business
into 50 triangles, incorporates a company code embedding layer, and models are trained
separately for each business line. Kuo posits that this multitask learning approach, as
outlined by Caruana (1997), could enhance predictive capabilities by uncovering hidden
features relevant to predicting paid losses. Kuo’s findings indicate that deep neural
network architecture can match the performance of existing stochastic reserving methods
without expert input, suggesting potential for automation in model updating and report
generation.

Song and Heo (2022) critique traditional loss reserve error evaluation methods for their
biased estimation approach, lack of understanding of interactions and higher-order term
relations, and reliance on linearity and correlated variables. They introduce a combined
unsupervised-supervised method, employing cluster analysis and machine learning algo-
rithms like boosting and support vector machine (SVM), along with hierarchical clustering
and artificial neural networks (ANN). Their research reveals that distinct foundational
factors influence each cluster’s loss reserve forecasting, corroborating the findings of
Kuo (2019), and Gabrielli et al. that segmenting data into separate lines of business en-
hances predictive accuracy. Additionally, they find that ANN and boosting models reduce
root mean square error (RMSE) in loss reserve estimation and that historical data can be
effective in predicting future loss reserves.
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FIGURE 2.7: Model architecture of the deep triangle model proposed by Kuo (2019).
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2.3 Recoveries

Recoveries refer to the amounts insurers receive from third parties, typically as reimburse-
ments for claims the insurer has already paid. These can come from various sources,
including subrogation, salvage, reinsurance, and deductibles. In the context of loss re-
serving, recoveries play a crucial role as they can significantly reduce the net amount of
claims that an insurer has to pay. Therefore, accurately predicting recoveries is essential
for insurers to estimate their future liabilities and maintain financial stability.

Understanding the potential for recoveries can help insurers manage risks more effec-
tively. For instance, if an insurer knows that certain types of claims have a high likelihood
of recovery, the insurer might be more willing to underwrite such risks. Moreover, recov-
eries can have a significant financial impact on an insurer’s balance sheet. By accurately
predicting recoveries, insurers can better manage their capital and ensure they have
sufficient funds to meet future claims. Furthermore, accurate recovery predictions can
influence pricing decisions. If an insurer consistently recovers a significant proportion of
its claims, it might offer more competitive premiums to its policyholders.

Recent advancements in the field have introduced innovative methodologies to en-
hance the predictive performance of loss reserving models. Avanzi et al. (2022) proposed
a framework to combine multiple stochastic loss reserving models, tailoring it for features
inherent to reserving data, such as accident, development, and calendar effects. This
ensemble approach could potentially be extended to consider recoveries, offering a more
comprehensive prediction model.

Another significant contribution comes from Okine et al. (2021), who introduced
a joint modeling framework that incorporates longitudinal payments of a claim into
the intensity process of claim settlement. Their research suggests that overlooking the
association between the payment process and the settlement process could introduce bias
in predicting outstanding payments. This joint model framework, which considers both
payments and settlements, could be pivotal in understanding recoveries.

The potential of deep learning in loss reserving has also been explored. Chaoubi et
al. (2022) introduced a micro-level reserving approach using a Long Short-Term Memory
(LSTM) neural network. This network not only classifies whether there’s a payment or a
recovery but also predicts the corresponding non-zero amount, emphasizing the potential
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2.3 Recoveries

of deep learning in capturing granular information for loss reserving.

Lastly, Woundjiagué et al. (2019) presented a hybrid log-Poisson regression model
optimized for loss reserving. Their model, which uses a quadratic optimization program,
has demonstrated superior predictive performance for incremental payments compared
to traditional models. Such advancements could be instrumental in refining predictions
related to recoveries.

In conclusion, while the literature on predicting recoveries in the context of loss
reserving is still evolving, the methodologies and frameworks being developed offer
promising avenues for more accurate and comprehensive predictions. As the insurance
industry continues to leverage advanced analytics, there’s a growing opportunity to focus
on recoveries and develop sophisticated methods to predict them accurately.
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3 Methodology

In our methodology chapter, we first outline the research set-up to provide a foundation
for our study. We then delve into the data sources and collection methods we’ve employed.
Lastly, we discuss the performance measures we use to evaluate and interpret our research
findings
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3.1 Research set-up

Our research aims to enhance the performance of predicting the loss reserve for non-life
insurers.. For this purpose, we apply traditional models and machine learning models
to predict the loss reserve of 178 claim triangles. We propose different machine learning
architectures based on the findings in literature. Next, we compare the results, based on
our predictability measures, of the different models and architectures. For this purpose
we have split the data into a train and test set. In the following subsections, we first
discuss the data and their characteristics. Thereafter, we define the train-test split. Finally,
we define and discuss performance measures, and describe the comparison between the
selected models.

3.2 Data

We employ the Schedule P triangles from the National Association of Insurance Commis-
sioners (NAIC) (Meyers et al. 2011). The triangles include incurred claim and paid claim
data with a 10-year development period for each accident year. The data set corresponds
to claims from the accident years 1988 to 1997. The data includes the actual paid losses.
This means that also the observed ultimate loss is given. Moreover, it is assumed that
the all claims have been settled. The information is combined to create accident year-
development year records in Schedule P data. Meyers (2015) provides a full description
of the data set construction process. Following Meyers (2015) and Kuo (2019), we limit
our analysis to a subset of the data that includes 50 firms in each of the four business lines
of commercial auto, private personal car, workers” compensation, and other liabilities.
This is done to make it easier to compare findings to earlier ones. Moreover, since dealing
with missing data is out of our scope, we remove all triangles with missing data. This
leaves us with a total of 178 claim triangles. Line of business, company code, accident
year, development lag, incurred loss, cumulative paid loss, and net earned premium are
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the variables from the data set we use in our analysis. In this study, claims outstanding are
calculated as incurred loss subtracted by cumulative paid loss. Company code indicates
which insurer the triangle origins from, and is a categorical variable. As input for our
models similar to Kuo (2019) we divide the cumulative (and incremental) paid losses
by the net premium collected. This is ratio is called the observed (predicted) loss ratio
and will be denoted as z; ; (2; ). According to Kuo (2019) ‘working with loss ratios makes
training more tractable by normalizing values into a similar scale’. After the analysis, the
predicted outcome is then again multiplied by the net premium of that year.

Since we have data from 1988 to 1997 we have the original claim triangles and the
completed claim triangles. Examples of these claim triangles of our data set are given in
and Table 3.1 and 3.2 respectively.

Single company cumulative claim triangle

Development lag
Accident year 1 2 3 4 5 6 7 8 9 10
1988 0,073 | 0,124 | 0,144 | 0,159 | 0,170 | 0,178 | 0,183 | 0,184 | 0,187 | 0,187
1989 0,118 | 0,226 | 0,260 | 0,300 | 0,382 | 0,395 | 0,401 | 0,404 | 0,406 | NA
1990 0,178 | 0,302 | 0,451 | 0,538 | 0,546 | 0,553 | 0,557 | 0,560 | NA | NA
1991 0,344 | 0,505 | 0,541 | 0,637 | 0,652 | 0,719 | 0,745 | NA | NA | NA
1992 0,121 | 0,176 | 0,242 | 0,429 | 0,460 | 0486 | NA | NA | NA | NA
1993 0,131 | 0,240 | 0,435 | 0577 | 0,612 | NA | NA| NA| NA| NA
1994 0,145 | 0,255 | 0411 | 0476 | NA | NA| NA| NA| NA| NA
1995 0,165 | 0264 | 0282 | NA| NA| NA| NA| NA| NA| NA
1996 0128 | 0,185 | NA| NA| NA| NA| NA| NA| NA| NA
1997 0167 | NA| NA| NA| NA| NA| NA| NA| NA| NA

TABLE 3.1: Single company cumulative claim triangle, group code = 10022, LoB =
commercial auto.

Single company completed cumulative claim triangle

Development lag
Accident year 1 2 3 4 5 6 7 8 9 10
1988 0,073 | 0,124 | 0,144 | 0,159 | 0,170 | 0,178 | 0,183 | 0,184 | 0,187 | 0,187
1989 0,118 | 0,226 | 0,260 | 0,300 | 0,382 | 0,395 | 0,401 | 0,404 | 0,406 | 0,406
1990 0,178 | 0,302 | 0,451 | 0,538 | 0,546 | 0,553 | 0,557 | 0,560 | 0,562 | 0,563
1991 0,344 | 0,505 | 0,541 | 0,637 | 0,652 | 0,719 | 0,745 | 0,746 | 0,747 | 0,748
1992 0,121 | 0,176 | 0,242 | 0,429 | 0,460 | 0,486 | 0,489 | 0,489 | 0,489 | 0,491
1993 0,131 | 0,240 | 0435 | 0,577 | 0,612 | 0,618 | 0,621 | 0,684 | 0,686 | 0,686
1994 0,145 | 0,255 | 0411 | 0,476 | 0,498 | 0,556 | 0,557 | 0,572 | 0,572 | 0,573
1995 0,165 | 0,264 | 0,282 | 0,299 | 0,306 | 0,307 | 0,310 | 0,309 | 0,309 | 0,309
1996 0,128 | 0,185 | 0,243 | 0,379 | 0,385 | 0,388 | 0,387 | 0,387 | 0,387 | 0,388
1997 0,167 | 0,283 | 0,301 | 0,384 | 0,407 | 0,421 | 0,427 | 0,427 | 0427 | 0,427

TABLE 3.2: Single company completed cumulative claim triangle, group code =
10022, LoB = commercial auto.

An overview of the descriptive statistics of the observed incremental and cumulative
loss ratios is given in Table 3.3. A histogram of the incremental and cumulative losses is
given in Figures 3.1, 3.2 respectively. In Table 3.3 We can see that we have 17800 data points
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3.2 Data

and that the mean of the incremental losses is 6% of the respective net premiums (the loss
ratio). Moreover, the incremental losses have a standard deviation of 10%. The median
(2%) is lower than the mean which means that the data is positively skewed. This is also
in line with the findings of Figure 3.1 and the skewness (2,16). The minimum (maximum)
value of the incremental loss ratio is -131% (153%). This is quite an extreme value since
this means that there was a recovery (loss) of more than the net premium within a one
year increment. However, when we look at the claim triangles of these extreme values
we find that they are both in the same triangle (LoB: commercial auto, group code: 29440)
within the same accident year and in consecutive development periods. This indicates
that this is the result of an (human) error. The kurtosis of the incremental loss ratios is
14,19 this means that these loss ratios tend to have a fat right-sided tail or outliers, this is
in line with findings of Figure 3.1. At last, the data set contains 756 negative incremental
loss ratios, this means 4,2% of the observed losses were recoveries.

When looking at the cumulative loss ratios we can see that the mean, standard devia-
tion and median are higher, since the cumulative losses are the sum of the incremental
losses and the incremental losses are mostly positive, this is a logical conclusion. When
looking at the histogram in figure 3.2, the skewness and kurtosis, we can see the data
is positively skewed and has a right-sided tail. However the tail is flat relative to the
incremental losses. Moreover, there are no negative data points when considering the
cumulative loss ratios.

Data describtion data set |

Incremental loss | Cumulative loss
Number of data points 17800 17800
Mean 0,06 0,54
Standard deviation 0,10 0,27
Median 0,02 0,54
Min -1,31 0
Max 1,53 3,27
Range 2,84 3,27
Skew 2,16 0,84
Kurtosis 14,19 4,49
Number of negative data points 756 0
Pct. of negative data points 4,2% 0

TABLE 3.3: Describing statistics of incremental and cumulative observed loss
ratios.
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Frequency
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FIGURE 3.1: Histogram of the observed incremental losses provided by the data
set provided by NAIC.
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FIGURE 3.2: Histogram of the observed cumulative losses provided by the data set
provided by NAIC.
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3.2.1 Line of business

There are four lines of business we consider in this research, namely, commercial auto
(CA), private passenger auto (PPA), workers” compensation (WC) and other liability (OL).
The number of triangles per LoB are given in Table 3.4. These LoBs might have different
characteristics, therefore we also look at the descriptive statistics and histogram of the
incremental losses of each LoB. The descriptive statistics per LoB are given in Table 3.4, the
histograms of the incremental loss ratios per line of business are given in Figures 3.3, 3.4,
3.5 and 3.6. First, we can see that other liability has significantly less data than the other
lines of business, this might affect the predictability of this line of business. This is because
some of the triangles had to be eliminated because they were out of scope for this study.
Moreover, we can see a slight difference in mean and standard deviation between the
triangles. For all lines of business, the median is, however, nearly identical. This means
the distributions are slightly differently skewed. The kurtosis for the commercial auto and
other liability lines of business are almost identical and significantly higher than the other
LoBs. This means the distribution of the loss ratios of CA and OL LoBs have heavier tails
and more outliers. We can also see that CA PPA and OL have outliers when looking at the
minimum and maximum values. At last, we can see that PPA has the highest percentage
of recoveries whereas WC has the lowest.

When looking at the different Histograms, we can see that for each LoB most observa-
tions are centred around 0, with a right-sided tail, and some negative outliers. We can see
that CA and OL have heavier tails as is in line with the findings in Table 3.4. Moreover, an
interesting observation is that the PPA line of business has a local peak at a loss ratio of
0.25.

Data describtion per LoB

CA | PPA| WC| OL
Number of data points 4700 | 4900 | 4600 | 3600
Number of triangles 47 49 46 36
Mean 0.07 | 0.08 | 0.06 | 0.05
Standard deviation 0.10 | 0.11 | 0.08 | 0.08
Median 0.02 | 0.02 | 0.02 | 0.02
Min -1.31 | -0.60 | -0.21 | -0.58
Max 1.53 | 095 | 0.61| 1.08
Range 284 | 155 | 082 | 1.66
Skew 236 | 1.63 | 1.65| 3.28
Kurtsosis 26.19 | 3.10 | 2.97 | 26.65
Number of negative data points | 209 | 283 | 143 | 121
Pct. of negative data points 44% | 5.8% | 3.1% | 3.4%

TABLE 3.4: Describing statistics of incremental observed loss ratios per line of
business.
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FIGURE 3.3: Histogram of the observed incremental loss of the commercial auto
line of business.
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FIGURE 3.4: Histogram of the observed incremental loss of the private passenger
auto line of business.
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FIGURE 3.5: Histogram of the observed incremental loss of the workers” compen-
sation line of business.
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FIGURE 3.6: Histogram of the observed incremental loss of the other liability line
of business.
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3.2.2 Train-test split

As previously, we define indices 1 < i < I as accident years and 1 < j < J as development
years. Furthermore, let z; ; denote the incremental paid loss. The observed data are then
available to us at the conclusion of calendar yeariis: {z;;:i=1,..,Lj=1,.., ] —i+1}.
Finding predictions for future values {21-,]- ci=2,.,1Lj=i+1,..,1I}is the next step.
Ultimately, we can calculate the estimated loss reserve for each accident yeari = 1, ..., I by
solving:

I
Ri= Y % (3.1)
j=1-i+2

The estimated loss reserve per company (c) is given by:

I
R. = Z R; (3.2)
i=2

With our data set we use end of year 1997 as training set, the rest of development
periods is used as test set. We give an example of a single triangle train test-split in Table
3.5.

Single company train-test split

Development lag

Accident year 1 2 3 4 5 6 7 8 9 10
1988 Train Train Train Train Train Train Train Train Train Train
1989 Train Train Train Train Train Train Train Train Train ‘ Test
1990 Train Train Train Train Train Train Train Train ‘ Test  Test
1991 Train Train Train Train Train Train Train ’ Test Test  Test
1992 Train Train Train Train Train Train ‘ Test Test Test  Test
1993 Train Train Train Train Train ‘ Test Test Test Test Test
1994 Train Train Train Train ] Test Test Test Test Test  Test
1995 Train Train Train ‘ Test Test Test Test Test Test  Test
1996 Train Train ‘ Test Test Test Test Test Test Test  Test
1997 Train \ Test Test Test Test Test Test Test Test  Test

TABLE 3.5: An example of a single company train test-split

Furthermore, we can look at the difference in data characteristics between train and
test data. Since the training exists of claims with a relatively low development lag and
test data claims have a relatively high development lag, we can expect some differences.
Table 3.6 gives the descriptive statistics of the train and test data. Figures 3.7 and 3.8 give
the histograms of the train and test observed incremental loss ratios respectively. We can
see that the mean and standard deviation of the train set is higher. This is in line with
expectations since when we consider the claim timeline most of the losses occur sooner
in the development period. Moreover, we can see that the median of the test data is 0,
with only a 6.5% of negative data we can conclude that in a majority of the years in the
test data there were no claims or recoveries. This can also be concluded from Figure 3.8.
Furthermore, we can see that the test data have a heavier tail, while the train data have
the most extreme cases (losses and recoveries). Finally, we can see that the test data have a
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higher percentage of recoveries, this is consistent with the claim timeline since most of the
recoveries happen later in the timeline.

Frequency

Data describtion

Train data | Test data
Number of data points 9790 8010
Mean 0.1 0,02
Standard deviation 0.11 0.05
Median 0.07 0,00
Min -1.31 -0,6
Max 1.53 0,85
Range 2.84 1,45
Skew 1.58 4,17
Kurtsosis 11.35 48.09
Number of negative data points 233 523
Pct. of negative data points 2.4% 6.5%

TABLE 3.6: Describing statistics of incremental observed loss ratios of the train
and test set.
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FIGURE 3.7: Histogram of the observed incremental loss of the commercial auto
line of business.
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Histogram observed incremental loss of test data
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FIGURE 3.8: Histogram of the observed incremental loss of the commercial auto
line of business.

Line of business For each LoB, we aggregate the training input. For example, for
commercial auto LoB we use 47 triangles as training, since we have 55 training data points
and 45 test training points per triangle we have in total 2585 training data points and 2115
test data points. The number of train and test data points per line of business are shown
in Table 3.7.

Number of data points per LoB |

Line of business Train data points | Test data points
Commercial auto 2585 2115
Private passenger auto 2695 2205
Workers compensation 2530 2070
Other liability 1980 1620
Total 9790 8010

TABLE 3.7: The number of train and test data points per line of business.

3.2.3 Response and predictor variables

In this thesis, each training sample is associated with an accident and development year
pair which we call a cell (z; ;). The sample refers to the loss ratio at the given accident year
and development year (7, j), and denotes the response variable.

The predictor for the sample contains multiple components. First is the observed
history as of the end of the calendar year associated with the cell which is given by:
{zi1,2i2, .-, Zij—1}. As result for each cell, there are 9 input features of historical loss ratios,
since there are at most 9 observations. Moreover, we give a value of 0 if there is no

40



3.3 Performance measure

observed history. In other words, we make an effort to forecast future development of the
accident year’s observed history of loss ratios as of each evaluation date for which we
have data. We use the observed history of the training set as input feature for our models.
Ultimately, we are interested in predicting the loss ratios of the test set.

The next predictors of the sample are the factorized data, namely, accident year (10
unique values), development lag (10 unique values), calendar year (19 unique values),
line of business (4 unique values)and group code (108 unique values). Depending on the
model architecture and preprocessing techniques used these input features are altered.
More elaboration on this will be in the Proposed models’ chapter.

3.3 Performance measure

We want to assess the predictability of the loss reserve of a non-life insurer. Therefore we
will consider the performance measure on a triangle (company) level. The estimated loss
reserve of the training set on company level is given in Equation 3.2. We will compare the
estimated loss reserve with the observed loss reserve of the training set. We define R* as
the observed loss reserve of the test set.

I
Ri= ) 9z (3.3)
j=I1—i+2

The observed loss reserve of the test set on company (c) level is given by:

I
R =) R} (3.4)
i=2

As predictive performance measures, we use similarly as to Kuo (2019) root mean
square error (RSME) and mean absolute error (MAE).

RMSE is the mean squared difference between the predicted value and the observed
value. MAE is the mean of all absolute errors between the predicted and observed values.
RMSE and MAE generate results in terms of the unit of the forecasted value, which is one
of its benefits. For instance, using RMSE in a model to forecast the price of a house would
provide the error in terms of house price, making it easier for end users to comprehend
the performance of the model. In our case we look at loss reserve expressed in loss ratios,
therefore the result will be in the same measurement unit. In this study we calculate the
RSME and MAE per line of business. Given an np,p which is the number of triangles
within a line of business we can calculate the RSME and MAE with the Equations below:

nLoB R — R*)2
RSME;,5 = \/ Y (Re = R) (3.5)
NroB

nLoB ﬁ — R*
MAE . = Lot [Re — Re| (3.6)
nLoB
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3.3.1 Recoveries

In loss reserve prediction, recoveries refer to money gained back by the insurer. We want
to know how accurately our models can predict the recoveries. For this we again use a
RSME and MAE but ony consider the recoveries. In terms of claim z; ; a recovery is any
zjj < 0. Therefore we define observed (z;j) and predicted (2;].) as follows:

2= B Fi S 0 (3.7)
/] 0, Zij > 0.

5— = ) Fiir 2j <0 (3.8)
i 0, ﬁi’]' > 0. ’

After defining the recoveries we can define the total (observed and predicted) loss
reserve an insurer recovers per accident year:

I
R, = ) z;; (3.9)
j=I-i+2
1
R; =) R/ (3.10)

Thereafter, we can define the total (observed and predicted) loss reserve an insurer
recovers on company level (c).

I
R = IZ 2y (3.11)
—1

1
R; = ZR* (3.12)

At last we can define the RSME and MAE for the loss reserve recovered per line of
business as follows:

nLoB R— — R7)2
RSME; g = \/Zc—l (ni p c) (3.13)
0

"B |R; — R/ |

NroB

MAE,p = L

(3.14)

When analyzing the recoveries, it may be useful to assess not only how well the model
predicts the magnitude of the recovery but also whether or not a recovery will take place
within a triangle. Since recoveries frequently come from prior errors, it might be useful for
actuaries to be aware when one is likely to occur inside a triangle. When it is possible to
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recognize that a recovery is taking place, one might investigate previous statements made
by that particular triangle to seek for inaccuracies. As a result, we want to introduce the
accuracy of predicting whether or not a recovery will take place within a triangle as metric.
We define an observed (predicted) recovery taking place within the triangle if R, < 0
(R < 0).If R, =0 (R = 0) then there is no observed (predicted) recovery within the
triangle. If the observation matches the prediction and there is a recovery in the triangle
it is called a true positive (TP). If the observation matches the prediction and there is no
recovery we call it a true negative (TN). If the prediction is that there is a recovery and
the observation is that there is no recovery it is called a false positive (FP). At last, if we
predict there is no recovery and there is a observed recovery it is called a false negative
(FN). We define the accuracy metric as follows:

TP+ TN
TP+ TN+ FP+FN

Accuracy = (3.15)
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4 Proposed models

In this chapter, the various machine learning model architectures developed and evaluated
in this thesis are discussed. The focus is on proposing three distinct XGBoost model
architectures and two autoML architectures.

The initial approach involves a base XGBoost algorithm, utilizing the complete dataset
as input for the first architecture. Building upon this, elements informed by the literature
review in Chapter 2 are incorporated. The first enhancement involves segmenting the
dataset based on LoBs, a strategy recommended by Kuo (2019), Mayers (2015), Gabrielli et
al. (2018), Gabrielli (2019), and Song and Heo (2022). Following this, the XGBoost archi-
tecture is further refined by introducing a company code embedding layer, as suggested
by Kuo (2019). Finally, the architecture is augmented with Latin hypercube sampling for
hyperparameter tuning.

For the autoML models, learning will be conducted on both the full dataset and the
LoB-segregated datasets. These autoML models are introduced for validation of the
proposed architectures and to uncover additional insights into which machine learning
models are most effective for predicting loss reserves.

The primary emphasis is placed on XGBoost models, as there appears to be a lack of
research using XGBoost with aggregated claims data in the existing literature. XGBoost
has demonstrated superior performance across numerous research domains, outshining
most other machine learning models. It's noteworthy that the current body of literature
on loss reserve forecasting predominantly focuses on neural network applications. This
thesis seeks to explore and expand upon the potential of XGBoost in this context.
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4.1 XGBoost architectures

41.1 XGBoost benchmark

We use a base XGBoost model without elaborate data preprocessing techniques or hy-
perparameter tuning on the complete data set as a benchmark for our other models. We
want to see if the addition of the proposed techniques and LoB splitting improves the
predictability of the loss reserve. We will first discuss the predictor variables and then
give an overview of the model architecture.

For this model architecture, we have two kinds of input features: the observed history
of the loss ratios until the end of the calendar year, and the factorized data. Since we use
this model as a benchmark all factorized data (accident year, development lag, calendar
year, line of business and group code) are used as input. We use one hot encoding for
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4.1 XGBoost architectures

our factorized data resulting in 151 (10+10+19+4+108) input features all existing of binary
values.
Figure 4.1 gives an overview of the model architecture.
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FIGURE 4.1: The base XGBoost architecture.

As discussed in the literature review, Kuo (2019), Gabrielli (2019), Gabrielli et al. (2018),
Meyers (2015) and Song and Heo (2022) have found evidence that splitting the data set
into groups based on the line of business of the insurer and learning separately on these
can improve the predictability of the loss reserve. Therefore, we also apply this to our
XGBoost-based approach.

The input features are similar to the base XGBoost architecture, however instead of
treating LoB as factorized data, we create four different data sets based on the four lines of
business (commercial auto, private passenger, workers” compensation and other liability).
A separate XGBoost model is fit on each of the data sets and used to predict the data of the
test set. Since we split the data set into four datasets this also partly tackles the problem of
the high cardinality of the company code feature. Since there are no companies with more
than one triangle in a line of business the number of features associated with the company
code is simply the number of triangles within the LoB data set (111,5). An overview of the
model architecture for a single LoB (commercial auto) is given in Figure 4.2. Note that
for the other LoBs the model architecture looks similar, with as only difference being the
input data set and the number of features associated with the group codes.
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FIGURE 4.2: XGBoost architecture of the commercial auto line of business.
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4.1.2 Proposed XGBoost architecture

The proposed XGBoost architecture we combine the embedding layer and Latin hypercube
sample hyperparameter tuning with our benchmark model, we will give an detailed
overview of the used methodologies and models below.

Company code embedding The group code feature has a high cardinality, namely, 108
(or np,p for the LoB split data sets) unique group codes, one hot encoding is perhaps not
the right technique to extract information from this feature. Moreover, there might be
relations between the different companies that cannot be captured with one hot encoding
(Kuo, 2019). Therefore, as suggested by Kuo (2019) and Gabriellie (2019), we use an
embedding layer to transform our group code data.

For the embedding layer, group code and incremental loss ratio are our response and
predictor variable respectively. In the context of our claims forecasting problem, similar
companies are mapped to vectors that are relatively close to one another in terms of
Euclidean distance. We train the model separately on the training data of each line of
business. This results in a unique k-dimensional vector for each group code and LoB
combination. For example, recalling the triangle example given in Table 1.1, each cell in
this triangle would be linked to the k-dimensional vector. This is ultimately used as input
features for the XGBoost model. Figure 4.3 gives an overview of the embedding process.
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FIGURE 4.3: Overview of the company code embedding process

There are some design choices when making the embedding layer, namely, the loss
function, the number of the hidden layers, number of hidden units, number of epochs,
number of batches and output dimensionality (IRF).

As loss function, since we want to predict numerical data, similar to a regression, we
use the mean squared error (MSE) loss function. The mean squared error gives the average
squared difference between the predicted loss and observed loss. The MSE associated
with cell (ij) is given in equation 4.1.

1 I—i+1

2 2
= Y (Zix—z 4.1
VIt (i = 210) @D

MSE

The loss function is computed as the average over the forecasted time steps of the mean
squared error of the predictions.
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As suggested by Kuo (2019), we use a single hidden layer with 32 hidden units with a
ReLU activation function and a single unit output layer with a sigmoid activation function.

We use 90% of the training data to train the embedding layer, the other 10% are used
for validation, to see if we’re not overfitting. As shown in Figures 4.4, 4.5, 4.6 and 4.7,
the training and validation loss function stabilises for each LoB after at most 35 epochs,
therefore, we use 35 epochs as hyperparameter. Moreover, we see no signs of overfitting
when using 35 epochs, since the training loss converges similarly to the validation loss.
Furthermore, we use a batch size of 500 and the output is mapped to a fixed vector in
(IRF). In this study, we map to a vector in R!? since we want to capture the relations of the
different companies without overfitting.

To summarize, in this process each company/LoB combination is mapped to a fixed
length vector in R!?. This is then used as input for our machine learning model.

T T T T T T T T T T1
b 10 15 20 25 30 ] 40 45 50

loss val_loss

FIGURE 4.4: Training and validation MSE (loss) (y-axis) of the embedded layer
compared to the number of epochs (x-axis) within the commercial auto LoB.

0.02

T T T T T T T T T T
H 10 15 20 25 30 35 40 45 50

loss val_loss

FIGURE 4.5: Training and validation MSE (loss) (y-axis) of the embedded layer
compared to the number of epochs (x-axis) within the private passenger auto LoB.
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FIGURE 4.6: Training and validation MSE (loss) (y-axis) of the embedded layer
compared to the number of epochs (x-axis) within the worker’s compensation LoB.
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FIGURE 4.7: Training and validation MSE (loss) (y-axis) of the embedded layer
compared to the number of epochs (x-axis) within the other liability LoB.

Hyperparameter tuning A hyperparameter is a particular kind of parameter that is
specified before the learning process starts and is external to the model. It is predefined
and has a direct impact on how well a model performs. XGBoost has the following
hyperparameters that we try to tune:

* Learning rate: the learning rate defines the step size ath each iteration while the
model optimizes toward its objective function. A model with a low learning rate
slows down computation and needs more rounds to reduce residual error as much as
a model with a high learning rate. However, it improves the likelihood of achieving
the best optimal. The input space is [0,1]. with 0.3 as default.

* Loss reduction is a pseudo-regularisation parameter. It depends on the input of the
other parameters. The higher loss reduction is, the higher the regularization. The
input space is any integer and the default is 0.

* min n is the minimum number of data points in a node needed for subsequent node
splitting. The input space can be any integer within [2,40].

e mtry: the number of randomly selected predictors, the input space can be any
integer.

e Sample size: The siz of the data set utilized for modeling during an algorithm
iteration. The input space is [0,1] and the default is 1.
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¢ Tree depth: is the maximum depth per tree, it can be seen as the number of splits. A
deeper tree may improve efficiency but also add complexity. The input space is any
an integer greater than 0, the default is 6

Figure 4.8 shows the hyperparameter tuning approach. After splitting on the test and
the training set, we fit the model on the training data. We use 5 fold cross validation for
this as a compromise between having sufficient training examples per fold and having suf-
ficient data to verify the performance and prevent overfitting. We use the latin hypercube
sampling to create 500 hyperparameter sets, distributed nearly uniform over the input
spaces of the hyperparameters. Therefore, we perform the cross validation process 500
times for each model. During each iteration, we test a different set of hyperparameters. We
use the mean of the cross validated root mean squared error as a measure of performance
of the model trained by the configuration of parameters. Due to runtime restrictions we
use the Latin hypercube sampling to create the configuration sample. Since this approach
is less computationally intense as a grid search and has a more complete coverage of the
input space. Note that we repeat this process seperately for each line of business.

k-fold cross
Create test and train set validation
A
4' I A
R | | validate |
Train )
Train model for each | Validate | |
configuration of the
—»  latin hypercube [—» .
sample using k-fold i
cross validation | | Validate | |
| validate | |
L
Test I
Evaluate cross validated training errors and

choose hyper parameters with smallest validated
fraining error

Y

Evaluate perfnrmanceI Retrain model on full training data set
of trained model on

the test set

FIGURE 4.8: An overview of the tuning process.

The in sample errors of the Latin grid sampling cross validation hypertuning approach
of each line of business are shown in Figures 4.9, 4.12, 4.11, 4.12. Since each result of the
individual parameter values depend on the values of the other parameters it is hard to
draw conclusion based on these Figures. As can be seen the Latin hypercube samples
creates hyperparamters sets that are almost uniformly distributed over the input space.
Moreover, it seems that for each line of business in general a higher learn rate results in
a lower error and a higher loss reduction results in a higher error. This means that the
model needs relatively few rounds to reduce residual error.
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Latin hypercube sampling of commercial auto LoB
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Latin hypercube sampling of other liability LoB
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4.2 AutoML

Model architecture If we combine the embedding layer and Latin hypercube sample
hyperparameter tuning with our benchmark model the result is the model architecture
given in Figure 4.13. The figure gives a graphical overview of the proposed XGBoost
model architecture for the commercial auto LoB. Note that the only difference between
the different LoB model architectures are the input data. The number of features stay the
same because we added the embedding layer. Each cell contains a vector in R'® where
each element is employed as input feature for the XGBoost model.

9 features B O ]
CA Historical paid » O
loss/net premium O
0 1 O 58input
| features features .
Company code Embedding 8 » XGBoost C’?};Ejeldg':;m
L O )
— Latin
38 O hypercube
Accident year, 0 hot features O sample
ne no hyperparameter
Development lag and . X
encoding O tuning
calendar year

FIGURE 4.13: XGBoost model architecture for commercial auto data set.

4.2 AutoML

AutoML, short for Automated Machine Learning, provides a method for the selection
and optimization of machine learning algorithms. In our research, we utilize two distinct
AutoML architectures, both of which are compared with the benchmark structures used
for XGBoost.

4.2.1 Architectural Design

The first architecture uses the entire data set and is built upon the H20 AutoML algorithms.
On the other hand, the second architecture is designed to work with H20 AutoML on
separate data sets, each corresponding to a specific line of business. The integration of
AutoML aims to validate the results of our research and to evaluate the effectiveness of
XGBoost for the given problem.

4.2.2 Model Evaluation with AutoML

Based on the literature review, the AutoML function tests a variety of machine learning
models. These models are evaluated using in-sample cross-validation. After this step, the
function applies the stacked ensemble algorithm to combine the base learners.
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4.2.3 Models in AutoML Function

The AutoML function includes several models: XGBoost, Gradient Boosting Machines
(GBM), Random Forests, Deep Neural Networks, and Generalized Linear Models (GLM).
Specifically, the H20 AutoML function starts by training and cross-validating a set of base
learners, which consists of:

¢ Three pre-defined XGBoost GBM models.

e A grid of H20 GLMs.

¢ An H20 Extremely Randomized Trees (XRT) model.
e A standard H20 Random Forest (DRF).

¢ Five pre-configured H20 GBM:s.

* A basic H20 Deep Neural Net.

¢ A random grid of XGBoost GBMs.

¢ A random grid of H20 Deep Neural Nets.

424 Selection Methodology

LeDell & Poirier (2020) describe the process behind the selection of these base models.
They used a random search across different algorithmic families. The final step in their
approach was the inclusion of a Generalized Linear Model (GLM) as the metalearner.
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5 Results

In this chapter we discuss the following results, first, we elaborate on the loss reserve
predictions and compare the performance of the different approaches; Second we go into
(graphical) detail into the predictions of the loss ratios (Z; ;) since this is the base for our
loss reserve prediction R.; Third, we discuss the models ability to predict recoveries; At
last, we will discuss the features that are important for predicting the loss reserve.
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5.1 Predictingthelossreserve . . . ... ... ... ...... .. ........ 55
5.2 Lossratios . . . . . . e e e e 58
5.3 Recoveries . . . . . . . o e e e e 65
54 Featureimportance . . . . ... ... .. ... .. oo 66

5.1 Predicting the loss reserve

an in-depth evaluation of various predictive models tailored for estimating the loss
reserve of non-life insurers across distinct lines of business is provided in Table 5.1.
The two performance indicators, Mean Absolute Error (MAE) and Root Mean Squared
Error (RSME), serve as the measures for this evaluation. These are as described earlier
instrumental in gauging the accuracy and reliability of each model, with lower values
being indicative of superior predictive capabilities.Table 5.1 shows the boxplot of the
predicted loss reserve values. We first discuss the differences in line of businesses and
thereafter discuss the predictive performance of each model and architecture.
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Line of business

Models

Commercial
auto

Private
passenger
auto

other
liability

workers
compensation

MAE | RSME

MAE

RSME | MAE | RSME | MAE | RSME

Mack
chain ladder

0,33

0,49

0,22

037 | 0,29 039 | 043 0,65

Bootstrap
chain ladder

Clark’s LDF

XGBoost
architecture

XGBoost
full data

XGBoost
split data

AutoML
full data

AutoML
split data

042

0,26

0,57 | 0,30 040 | 046 0,67

0,39

051 | 032 0,43

033 | 0,26 0,34

033 | 0,26 0,35

TABLE 5.1: The RSME and MAE results of all described models and architectures.

XGBoost benchmark split LoB -

XGBoost benchmark full data -

XGBoost architecure -

Mack chain ladder =

Clark LDF -

Bootstrap chain ladder -

AutoML split LoB -

AutoML full data -

XGBoost benchmark split LoB -

XGBoost benchmark full data -

XGBoost architecure =

Mack chain ladder -

Clark LDF =

Bootstrap chain ladder -

AutoML split LoB =

AutoML full data -
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FIGURE 5.1: Boxplots of the residuals of the loss reserve for each line of business.
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5.1.1 Line of Businesses

The LoBs under examination encompass Commercial Auto (CA), Private Passenger Auto
(PPA), Workers Compensation (WC), and Other Liability (OL).

Delving deeper into the data description per LoB it is evident that there are variations
in the number of data points, with PPA having the highest and OL having the lowest.
This discrepancy in data volume might influence the predictive performance of models
for each line. Furthermore, the skewness and kurtosis values indicate the distribution
characteristics of the data. For instance, the high kurtosis value for CA and OL suggests a
more peaked distribution with heavier tails, which could impact the model’s ability to
generalize well. The percentage of negative data points also varies across lines, with PPA
having the highest percentage. Such negative values might represent specific challenges
or anomalies in the data that models need to account for.

5.1.2 Model performances

Mack Chain Ladder: The Mack Chain Ladder is a traditional actuarial method that
extends the basic chain ladder technique by providing prediction error estimates. For
the LoB, it showed consistent performance, with Commercial Auto (CA) and Private
Passenger Auto (PPA) having relatively lower RSME and MAE values. The method’s
reliance on deterministic assumptions might be a limitation when dealing with data that
has high variability or skewness, as seen in some lines of business.

Bootstrap Chain Ladder: This method enhances the traditional chain ladder by incorpo-
rating a stochastic element through bootstrapping. While it provides a more probabilistic
approach, its performance was slightly inferior to some of the more advanced models,
especially for CA and PPA. One reason for its suboptimal performance could be that
bootstrapping assumes data homogeneity. Given the presence of negative data points and
the skewness in some lines of business, this assumption might be violated, affecting the
model’s accuracy.

Clark’s LDF: Clark’s Loss Development Factor model is a more sophisticated stochastic
method that fits individual development factors for each development period. Despite its
sophistication, it didn not outperform in all lines of business, especially in CA and PPA.
The method relies heavily on the underlying distribution of the data. The high kurtosis
and skewness values in some lines of business, like Other Liability (OL), might challenge
the model’s assumptions, leading to higher RSME and MAE values.

XGBoost Architecture: XGBoost, a gradient boosting algorithm, showed impressive
performance across all lines of business, especially when trained on split data. Its ability
to handle non-linear relationships and its robustness to outliers might explain its superior
performance. The model’s adaptability to different data distributions, as seen in the lines
of business, underscores its versatility.

XGBoost Full Data: When trained on the full dataset, XGBoost continued to exhibit

strong performance, especially in CA and PPA. This suggests that the model benefits from
larger datasets, and its performance might further improve with even more data.
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XGBoost Split Data: The split data variant of XGBoost, which presumably trains on a
subset of the data and validates on another, still managed to outperform many traditional
models. This highlights the model’s efficiency even with limited data.

AutoML Full Data: Automated Machine Learning (AutoML) aims to automate the
end-to-end process of machine learning. For the full data variant, its performance was
commendable, especially in CA and PPA. The model’s ability to automatically select the
best algorithm and hyperparameters might be a contributing factor to its success.

AutoML Split Data: The performance dip observed in the split data variant of AutoML
suggests that the model might not have had enough data to train on effectively. This
underscores the importance of data volume in achieving optimal model performance.

In summation: While traditional actuarial methods like the Mack Chain Ladder and
Bootstrap Chain Ladder provide foundational approaches to loss reserve estimation,
their deterministic and homogeneity assumptions might be challenged by data with
high variability, skewness, or negative values. On the other hand, advanced models like
XGBoost and AutoML leverage machine learning techniques to adapt to various data
characteristics, often resulting in superior predictive performance. However, the choice of
model should always consider the nuances of the data and the specific requirements of
the task at hand.

5.2 Loss ratios

To gain a deeper understanding of the predictive performance across different lines of
business, we turn to scatter plots. By plotting observed values against their corresponding
predictions, scatter plots offer a clear snapshot of a model’s accuracy and precision.
The closer the data points cluster around the line y=x, the more accurate the model’s
predictions. As we delve into each LoB, these plots will illuminate the nuances of each
model’s performance. Note that we only analyse the best performing traditional model,
namely chain ladder, To keep it concise and clear.

5.2.1 Commercial auto

The predicted and observed loss of each observation in the test set of the CA LoB is given
in Graph 5.2. We discuss the results below.
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FIGURE 5.2: Predicted and observed loss ratios of the different models for the CA
LoB.

Both the Mack Chain Ladder and the XGBoost architecture exhibit similar patterns
in their scatter plots. Many of their data points cluster around the y=x line, suggesting a
commendable degree of accuracy. However, deviations, especially for higher loss ratios,
hint at potential challenges in predicting extreme values or outliers. This indicates that
while both models are generally reliable, they might occasionally falter with specific data
points.

The scatter plots for XGBoost, whether trained on split or full data, showcase a con-
sistent pattern. The split data variant displays a slightly tighter clustering around the
ideal line, suggesting enhanced accuracy when trained on a subset. On the other hand,
the full data variant, while still accurate, seems to be influenced by the broader variability
inherent in a larger dataset.

The AutoML model, trained on full data, stands out distinctly. Its data points are
densely packed around the y=x line, signaling superior predictive accuracy. This model’s
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automated approach to algorithm selection and hyperparameter tuning appears to be
especially effective for the Commercial Auto line of business.

In summation, consistent with the results of the loss reserve predictions, it is evident
that not all models yield equal results. The models that excel in this analysis, particularly
the AutoML (Full Data) and XGBoost (Split Data), are also the ones that deliver the most
accurate predictions for the Commercial Auto segment.

5.2.2 Private passenger auto

The predicted and observed loss of each observation in the test set of the PPA line of
business is given in Graph 5.3. For the PPA LoB, the data points across all models are
more densely clustered around the y=x line compared to the CA LoB. This suggests that
the models, in general, have a higher predictive accuracy for the PPA segment. We discuss
the remaining results below.
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FIGURE 5.3: Predicted and observed loss ratios of the different models for the
private passenger auto LoB.

Both variants of the XGBoost model, whether trained on split or full data, emerge as
top performers for the PPA line of business. The split data variant, in particular, displays
an impressive clustering around the ideal line, with notably fewer outliers. This tight
clustering, combined with its minimal outliers, underscores why the XGBoost model
based on split data is the best performer among the lot.

While the XGBoost models shine, it is worth noting that the scatter plots for other
methodologies also exhibit a decent accuracy, with their results appearing fairly consistent.
The data points for these models are also closely packed around the y=x line, indicating
that the differences in their predictive capabilities, especially for the PPA segment, are
relatively marginal.

In summation, the PPA line of business scatter plots reveal a higher degree of predictive
accuracy across all models compared to the CA segment. However, the XGBoost model
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trained on split data stands out, primarily due to its fewer outliers, making it the most
reliable predictor for the PPA line of business.

5.2.3 Workers’ compensation

The predicted and observed loss of each observation in the test set of the WC line of
business is given in graph 5.4. We discuss the results below.
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FIGURE 5.4: Predicted and observed loss ratios of the different models for the
workers” compensation LoB.

For the Workers Compensation line of business, the scatter plots offer a visual com-
parison of the models” predictive capabilities. The XGBoost model trained on split data
stands out, with most of its data points closely hugging the y=x line. The Mack Chain
Ladder and XGBoost architecture display commendable results, but with slightly more
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dispersion. The AutoML model, trained on full data, showcases a distribution akin to the
XGBoost models but with a few more deviations.

While all models present comparable performances for the Workers Compensation
LoB, the XGBoost model trained on split data distinguishes itself. Most of its points
are more concentrated around the y=x line, and its outliers are notably closer to this
benchmark, underscoring its subtle superiority for this line of business.

5.2.4 Other liability

The predicted and observed loss of each observation in the test set of the OL line of
business is given in Graph 5.5. For the Other Liability line of business, the scatter plots
exhibit a more dispersed distribution compared to the previous lines of business. This
increased spread might be attributed to the limited data available for this category and the
fact that it encompasses a diverse range of LOBs, introducing more variability. We discuss
the remaining results below.
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5.2 Loss ratios
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FIGURE 5.5: Predicted and observed loss ratios of the different models for the other
liability LoB.

The XGBoost models, particularly the one trained on full data, demonstrate slightly
superior performance, with their data points being relatively closer to the y=x line. On the
other hand, the Mack Chain Ladder and AutoML models display similar patterns, with
their predictions spread out in a manner that suggests comparable predictive capabilities.

In summation, while the Other Liability LoB presents challenges due to its diverse
nature and limited data, the XGBoost model trained on full data emerges as the most
reliable. The Mack Chain Ladder and AutoML models, despite their merits, offer similar
performances that are slightly overshadowed by the precision of the XGBoost models
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5.3 Recoveries

5.3 Recoveries

We provide an overview of the performance of predicting recoveries of various models, as
measured by RSME and MAE, across different lines of business in Table 5.2. A striking
observation is the superior performance of the base XGBoost model, which consistently
outperforms its more intricate counterparts, including the XGBoost architecture and the
AutoML model. This suggests that the base XGBoost model, despite its simplicity relative
to the other advanced models, captures the essential patterns in the data most effectively.

Furthermore, the traditional Mack chain ladder method, a stalwart in actuarial pre-
dictions, not only holds its ground but also surpasses the more complex models like the
XGBoost architecture and AutoML. This underlines the robustness and enduring relevance
of the chain ladder method in this context.

In terms of specific results, the XGBoost model with split data showcases some of
the lowest RSME and MAE values, particularly in the other liability and workers com-
pensation LoBs. This indicates its adeptness at making precise predictions when the
data is segmented appropriately. On the other hand, while the XGBoost architecture and
AutoML models bring sophisticated methodologies to the table, their performance does
not necessarily translate to better predictive accuracy in this dataset.

In conclusion, the results underscore the efficacy of the base XGBoost model in pre-
dicting recoveries, even when juxtaposed against more complex models. Additionally,
the enduring performance of the Mack chain ladder method serves as a testament to
its robustness, further emphasizing that complexity does not always equate to superior
predictive power.

Recovery results |

Line of business
Models Commercial Private workers. other liability
auto passenger auto | compensation

MAE | RSME | MAE | RSME | MAE | RSME
0,021 0,089 | 0,034 | 0,094 | 0,042 | 0,130

Mack chain
ladder
XGBoost
architecture
XGBoost
full data
XGBoost
split data
AutoML
full data

0,060 | 0,135

TABLE 5.2: The RSME and MAE results of the recoveries.

Table 5.3 presents the comparative accuracy of various models in predicting recoveries
within a claim triangle. The objective was to ascertain the effectiveness of each model in
forecasting whether a single recovery would occur within the claim triangle, juxtaposed
against the actual outcome.

Our findings indicate a marked difference in the performance of traditional actuarial
methods versus machine learning models. The Mack chain ladder, a conventional ac-
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5.4 Feature importance

tuarial technique, yielded accuracy rates ranging from 43% to 51% across the different
insurance categories. This performance, while consistent with expectations based on
the deterministic nature of the model, was notably outperformed by machine learning
approaches.

The XGBoost architecture, a gradient boosting framework, demonstrated superior
accuracy, overall the XGBoost model with split data outperformed all other models. The
XGBoost models consistently outperformed the Mack chain ladder. Similarly, the AutoML
model, which leverages automated machine learning processes on full data, mirrored the
high accuracy rates of the XGBoost models.

The observed disparity in performance can be attributed to the inherent characteristics
of the models. Traditional models like the chain ladder are grounded in historical data
patterns and often operate under deterministic assumptions. While they provide a foun-
dational understanding of claim triangles, they may not capture intricate nuances and
non-linear relationships inherent in the data. In contrast, machine learning models, with
their capacity to discern and learn from complex patterns in extensive datasets, offer a
more adaptive and potentially accurate predictive framework.

In summary, our results underscore the potential of machine learning models, par-
ticularly the XGBoost and AutoML frameworks, in enhancing the accuracy of recovery
predictions within claim triangles. The findings suggest a promising direction for future
research and potential integration of these models into insurance and actuarial practices.

Accuracy of recovery prediction

Private Workers
passenger | comp-
ensation

Other
liability

Models

Mack
chain
ladder

XGBoost
architecture
XGBoost
full data
XGBoost
split data
AutoML
full data

TABLE 5.3: Accuracy of predicting recoveries within the claim triangles.

5.4 Feature importance

We show the feature importance scores for the best-performing model, the XGBoost, when
trained on split data across four LoBs: Commercial Auto, Private Passenger Auto, Workers
Compensation, and Other Liability in Figure 5.6. We discuss the features below:

1. Development Lag: This feature stands out as the most influential across all cate-
gories, with the highest importance in Commercial Auto, Private Passenger Auto,
and Workers Compensation. Its slightly reduced importance in the Other Liability
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5.4 Feature importance

category suggests that the time taken for a claim to develop might be slightly less
predictive in this category compared to the others.

2. Company Code: The importance of the company code varies across categories. It’s
most influential in the Other Liability category, indicating that specific companies
might have distinct patterns or behaviors when it comes to other liability claims.
In contrast, its influence is notably less in Private Passenger Auto. It suggest that
further splitting lines of businesses might result in more information gain.

3. Accident Year & Calendar Year: Both these factorized data points show varying
degrees of importance across the categories. The accident year has a moderate
influence in Commercial Auto but is less significant in the other categories. The
calendar year, representing the year in which the claim was made, has relatively low
importance across all categories, suggesting that the specific year of claim might not
be a strong predictor in this context.

4. Time Series Data (9 to 3): The observations from the most recent periods (9 and
8) generally have higher importance scores across all categories, emphasizing their
relevance in predicting recoveries. The importance of 9 is especially pronounced in
the Other Liability category. As we move further back in time (7 to 4), the importance
diminishes, which is consistent with the nature of claim triangles where more recent
data tends to be more predictive. The absence of significant importance for 3 in most
categories, and the lack of 2 and 1, aligns with the understanding that not every
accident year has extensive data in the context of claim triangles.

In summation, the results underscore the significance of recent time series data and
development lag in predicting recoveries within claim triangles. While development lag
overlaps with the assumption of the chain ladder, it is interesting to see that including
the loss ratios of the "known’ triangle increases the predictability of the loss reserve. Fur-
thermore, the significance of the company code information and the Line of Business
(LoB) splitting in our results aligns with findings from existing literature. It has been
documented that incorporating company-specific information and segmenting by Line
of Business can enhance the predictability of the loss reserve. This segmentation allows
for a more granular understanding of claim patterns and behaviors, which can be partic-
ularly beneficial when forecasting future liabilities. The consistency of our results with
established literature not only validates our model’s findings but also emphasizes the
importance of considering these factors in loss reserve prediction models.
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FIGURE 5.6: Feature importance of the XGBoost trained on the split datasets.
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6 Conclusions

In concluding this research, it is important to revisit the initial questions that guided this
study. The complex field of predicting the loss reserve of non life insurers, with its various
challenges, led to the following inquiries:

How effective are machine learning techniques in enhancing the accuracy of loss reserve
predictions for non-life insurers?

With the following sub-questions:

1. Which metrics can be employed to assess the performance of loss reserve predictions in
non-life insurance?

2. Which conventional methods have been historically utilized for loss reserve forecasting in
non-life insurance

3. Which machine learning algorithms have been previously explored for enhancing loss reserve
predictions in the non-life insurance sector?

4. Can we improve the performance of predicting recoveries using machine learning?
5. Which features are important for influencing the performance of loss reserve predictions?

6. Which specific machine learning approaches can be recommended to optimize the forecasting
of loss reserves in non-life insurance?

7. Which validation techniques can ensure the reliability and robustness of our loss reserve
prediction models?

Each question led to a specific line of investigation, directing the research through
traditional methods, advanced machine learning techniques, and the detailed area of
recoveries. In this conclusion, we intend to integrate the insights and results obtained
from these questions. A comprehensive summary will be provided, highlighting the
research’s main contributions, challenges faced, and the wider application for the non-life
insurance field. We will first discuss the conclusions from the sub-questions and then
conclude with the primary research question.

To assess the accuracy of loss reserve predictions in non-life insurance, we primarily
utilize the RSME (Root Mean Square Error) and MAE (Mean Absolute Error) metrics. Both
RSME and MAE serve as reliable indicators of the magnitude of errors between predicted
and observed values, providing insights into the model’s performance. For the specific
task of predicting recoveries, RSME and MAE continue to play a pivotal role in evaluating
the performance. These metrics offer a quantitative measure of how closely the model’s
predictions align with the actual observed recoveries. In addition to RSME and MAE, the
accuracy metric is employed to gauge the model’s capability to predict the occurrence
of recoveries within a triangle. This metric provides a binary perspective, determining
whether or not a recovery will take place, thereby complementing the quantitative insights
offered by RSME and MAE. In summary, while RSME and MAE provide a comprehensive
understanding of the model’s performance in terms of quantitative prediction errors, the
accuracy metric adds an additional layer of assessment, specifically tailored for predicting
the occurrence of recoveries within a triangle.
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Historically, several conventional methods have been employed for loss reserve fore-
casting in non-life insurance, with a few standing out due to their prominence in literature
and practical applications. Among these, the Mack Chain Ladder, Bootstrap Chain Ladder,
and Clark’s LDF (Loss Development Factor) are particularly noteworthy. The Mack Chain
Ladder is a widely recognized method, known for its robustness and adaptability. In the
context of this research, it has been observed that the Mack Chain Ladder outperforms
both the Bootstrap Chain Ladder and Clark’s LDF, making it the most effective model
among the three for predicting loss reserves. Furthermore, it’s essential to acknowledge
the role of expert judgment in the realm of loss reserve forecasting. In practice, experts
often opt to exclude certain link ratios based on their domain knowledge and experience.
This exclusion, while not incorporated in the models discussed in this research, is a com-
mon practice that can potentially enhance the performance of loss reserve predictions.
By integrating such expert judgment with the computational prowess of models like
the Mack Chain Ladder, there’s potential for more accurate and reliable forecasts. In
conclusion, while the Mack Chain Ladder, Bootstrap Chain Ladder, and Clark’s LDF serve
as foundational pillars in loss reserve forecasting, the integration of expert judgment offers
an avenue for further refinement and optimization in the prediction process. however this
is not included in this thesis.

The body of literature on loss reserve predictions in non-life insurance has witnessed a
transition from traditional stalwarts to the incorporation of advanced machine learning
techniques. While foundational methods like the Mack Chain Ladder, Bootstrap Chain
Ladder, and Clark’s LDF have been mainstays, the advent of machine learning has ushered
in a new era of exploration and potential enhancement. Neural networks, as highlighted
by Wiithrich (2018), have been employed to synthesize claims data, and there’s been
an extension of the conventional chain ladder method with neural networks to better
incorporate claims features. Deep learning, especially, has been gaining traction, with Kuo
(2019) proposing a loss reserving approach based on deep neural networks, which allows
for a nuanced integration of diverse inputs into the modeling of outstanding paid losses
and claims. Lopes et al. (2016) introduced an innovative regression tree method, aiming
to compute the conditional distribution of a variable that’s typically censored from direct
observation. Additionally, there’s been a notable effort, as seen in the works of Gabrielli
et al. (2018) and Gabrielli (2019), to embed classical parametric loss reserving models
into neural networks. Within the scope of this research, there’s a distinct emphasis on
the XGBoost algorithm. Recognized for its prowess across various domains, XGBoost’s
application in the realm of loss reserve predictions for non-life insurers is a novel endeavor.
This research endeavors to harness the potential of XGBoost, especially given its uncharted
status in this specific context and its renowned performance capabilities. In essence,
the literature and this research collectively signal a promising trajectory for machine
learning in enhancing loss reserve predictions, with ample avenues for future exploration.
Moreover, in this thesis we apply some methods used in literuture such as company code
embedding to try to improve the performance of the regular XGBoost model.

Machine learning, specifically the XGBoost model, has demonstrated a notable im-
provement in the performance of predicting recoveries when compared to traditional
methods. By evaluating the RSME (Root Mean Square Error) and MAE (Mean Absolute
Error) of the recovery loss ratios, it becomes evident that the XGBoost model offers a
more accurate prediction. Additionally, when assessing the accuracy of predicting the
occurrence of recoveries within a claim triangle, the XGBoost model again stands out,
showcasing its superior predictive capabilities. In essence, while traditional methods
have their merits, the application of machine learning, and in particular the XGBoost algo-
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rithm, brings forth a significant enhancement in the accuracy and reliability of predicting
recoveries in the context of non-life insurance.

Traditional methods, such as the chain ladder, primarily focus on development lag as
the key feature for loss reserve predictions. This approach, rooted in historical practices,
offers a generalized perspective on loss reserving. However, our research findings suggest
a more nuanced approach can yield enhanced results. Specifically, considering historical
claims, especially the most recent ones, has shown to be pivotal in refining predictions.
The inclusion of the company code as a feature provides an additional layer of granu-
larity, capturing company-specific nuances that can influence loss reserve predictions.
Furthermore, segmenting the data based on Lines of Business (LoB) has proven beneficial.
Different LoBs have distinct characteristics and risk profiles, and by tailoring the models
to cater to these individualities, the performance of our predictions has shown marked
improvement. In essence, while development lag remains a cornerstone in traditional
loss reserve forecasting, our results underscore the value of incorporating a broader set of
features, such as recent claim history, company code, and LoB-specific data, to improve
the performance of our models.

To ensure the reliability and robustness of our loss reserve prediction models, we
employ a validation technique analogous to the one used with the chain ladder and other
traditional methods. Specifically, we implement a train-test split based on the calendar
year. The training data, derived from the earlier calendar years, is utilized to train the
models. Subsequently, the models are tested using data from the later calendar years,
serving as the test set. This approach not only mirrors the validation process of traditional
methods like the chain ladder but also ensures that the models are exposed to a diverse
range of data, enhancing their generalization capabilities. Importantly, this train-test split
methodology based on calendar years is versatile and can be consistently applied across
all models, ensuring a standardized validation process that bolsters the confidence in the
predictive outcomes.

The utilization of machine learning, and more specifically the XGBoost algorithm, has
demonstrated an enhancement in the performance of predicting recoveries. When the data
is segmented based on Lines of Business (LoB), the XGBoost model consistently excels,
outperforming other methods across all evaluation metrics. This pronounced superiority
is evident in metrics such as RSME, MAE (and accuracy) for both normal loss reserve
predictions and recovery predictions. The segmentation based on LoB allows the model to
cater to the unique characteristics and risk profiles of each business line, leading to more
tailored and accurate predictions. In summary, the application of XGBoost, especially
when data is split based on Lines of Business, stands out as an effective approach in
the domain of loss reserve and recovery predictions, offering an advancement over both
traditional methods and other machine learning techniques.

The central research question of this thesis sought to understand the efficacy of machine
learning techniques in enhancing the accuracy of loss reserve predictions for non-life
insurers. As the insurance landscape becomes increasingly complex, the need for more
accurate and reliable prediction models has never been more paramount. Traditional
methods, while foundational, often fall short in capturing the intricate nuances and
evolving dynamics of the non-life insurance sector. Machine learning, with its ability to
process vast amounts of data and identify intricate patterns, has emerged as a promising
alternative. The research has shown that machine learning models, particularly the
XGBoost algorithm, have demonstrated significant improvements in predictive accuracy
over traditional methods. This is especially evident when data is segmented based on
Lines of Business (LoB), allowing the model to cater to the unique characteristics and
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risk profiles of each business line. Furthermore, the research underscores the importance
of considering a broader set of features for loss reserve predictions. While traditional
methods like the chain ladder primarily focus on development lag, the inclusion of
features such as recent claim history, company code, and LoB-specific data has proven to
enhance the performance of prediction models. The validation techniques employed in
this research, particularly the train-test split based on calendar years, ensure the reliability
and robustness of the prediction models. This approach not only mirrors the validation
process of traditional methods but also bolsters confidence in the predictive outcomes. In
conclusion, machine learning techniques, especially when tailored to the specific nuances
of the non-life insurance sector, offer an advancement in the perfomance of loss reserve
predictions. The findings of this research not only validate the potential of machine
learning in this domain but also pave the way for further exploration and optimization in
the future.
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7 Discussion and limitations

Our research delved into the domain of non-life insurance, emphasizing the role of ma-
chine learning in improving loss reserve predictions. The results highlight the significant
impact of machine learning, especially the XGBoost algorithm, in tackling the complex
issues of the non-life insurance industry. Segmenting data by Lines of Business (LoB) and
incorporating a wider range of features proved crucial in enhancing the models’ predictive
performance.

While traditional methods have served as the bedrock of loss reserve predictions for
years, the dynamic and evolving landscape of non-life insurance necessitates a more
nuanced and adaptive approach. Machine learning, with its ability to process vast datasets
and discern intricate patterns, offers a promising avenue for future research and applica-
tions in this domain.

However, as with any research endeavor, it is crucial to acknowledge the inherent
limitations and potential areas of improvement. One of the primary limitations of this
research is the practical challenge associated with using multiple claim triangles across
various Lines of Business (LoB). In a real-world scenario, insurers would need to share
data to achieve this level of granularity and segmentation. Given the competitive nature of
the insurance industry and concerns related to data privacy and proprietary information,
such data sharing might be challenging to realize. A centralized organization overseeing
this data sharing would be an ideal solution, but establishing such an entity comes with
its own set of challenges, both logistical and regulatory.

Furthermore, the data utilized in this study are relatively old and originate from the
USA. This poses questions about the generalizability of the findings to contemporary
scenarios, especially in different geographical contexts like Europe or the Netherlands.
The insurance landscape, regulatory environment, and risk profiles can vary significantly
across regions and time periods. Thus, results in this study might not be universally
applicable to all non-life insurance scenarios or datasets.

Another aspect to consider is the exclusion of expert judgment from the models. In
the industry, experts often exclude certain link ratios based on their domain knowledge
and experience. While the models showcased their predictive prowess, the integration
of expert judgment could potentially enhance their performance further. Additionally,
the speed of information processing is a crucial factor in real-time applications. While
machine learning models, especially those as advanced as XGBoost, offer robust predictive
capabilities, their computational complexity might pose challenges in scenarios where
rapid information processing is essential. It remains uncertain whether the methods
explored can seamlessly accommodate such real-time processing requirements.
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8 Further research

Moving forward, there are multiple opportunities for more research in loss reserve pre-
dictions within non-life insurance. Combining expert opinions with machine learning
forecasts presents a notable direction. Upcoming research could focus on developing hy-
brid models that merge the computational capabilities of algorithms with the specialized
knowledge of industry experts.

Another significant area of exploration is the development of frameworks or plat-
forms that facilitate secure and efficient data exchange among insurers. Addressing the
challenges of data sharing, such platforms could ensure that multiple claim triangles
across various LoBs can be used without compromising on data privacy or proprietary
information.

Beyond XGBoost, the vast world of machine learning offers numerous algorithms
that could be tailored for loss reserve predictions. Future studies could embark on a
comparative journey, juxtaposing the performances of various algorithms in different
contexts to unearth the most optimal techniques.

A particularly intriguing prospect is the analysis of individual claim data. With the
advent of Natural Language Processing (NLP), there’s untapped potential to mine insights
from textual claim descriptions. Semantic analysis of these descriptions, powered by NLP,
could provide early indicators of claim severity or the likelihood of litigation, factors
pivotal in influencing reserve amounts.

Lastly, as the insurance industry gravitates towards real-time claim processing and
dynamic pricing models, optimizing machine learning models for speed without com-
promising on accuracy becomes paramount. Ensuring that these models are not only
theoretically robust but also practically applicable in fast-paced insurance scenarios will
be a cornerstone of future research endeavors.

In essence, the findings of this research have opened the doors to a plethora of pos-
sibilities, each promising to further refine and revolutionize the domain of loss reserve
predictions in non-life insurance.
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