
Abstract

Parkinson’s Disease is a debilitating neuro-degenerative disorder which
has a major impact on patients and their quality of life. The main patho-
logical feature is the loss of dopaminergic neurons in the Basal Ganglia.
Action selection and response inhibition two functions of the BG and also
affected over the course of disease progression. It is possible to quantify
response inhibition via the use of the Stop Signal Test, where PD patients
show significant differences when compared to age matched controls. The
goal of this paper is to create a model of the BG capable of simulating
the Stop Signal Test. The model included several populations of the BG
modelled as a set of spiking Izhikevic neurons with connectivity between
populations. The Reaction Times and Stop Signal Reaction Times were
compared between a normal and parkinsonian condition. The results in-
dicate that there is a significant difference between the RT of the two
conditions, 262.8ms vs. 274.8ms, p = 0.04. There was no significant
difference between the SSRTs of two conditions.
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1 Introduction

1.1 Parkinson’s Disease

Parkinson’s Disease (PD) is a neurodegenerative movement disorder. It is the
second most prevalent age related neurodegenerative disorder after Alzheimer’s
disease. It is estimated that 1% of the population over the age of 60 years old
suffers from the disorder, rising to 3% in people over the age of 80 [4]. The com-
mon symptoms of PD are resting tremor, rigidity, bradykinesia and postural
instability [17]. These symptoms are often referred to together as parkinsonism,
which is a defining characteristic of PD. There are other disorders which fea-
ture parkinsonism, typically referred to as atypical Parkinson’s Disorders, the
most notable ones being; multiple system atrophy, dementia with Lewy bodies,
progressive supranuclear palsy and corticobasal degeneration [40].

In addition to the movement symptoms, there are a slew of other non-movement
related symptoms, which can greatly affect the patient’s quality of life. Failure
of the autonomic system is a common feature of PD, with patients experi-
encing among others orthostatic hypotension, sweating dysfunction, sphincter
dysfunction and erectile dysfunction [17]. In addition to this, decline of cogni-
tive faculties is also highly prevalent. In a follow-up study, it was found that
28.9% of PD patients developed mild cognitive impairment after a period of
five years. The yearly prevalence of dementia development was also markedly
increased compared to non-PD patients, PD-patients are four to six times more
likely to develop dementia. 10% of PD patients develop dementia every year
with a life-long prevalence of up to 80% [9]. Other neurological comorbidities
include depression, anxiety and apathy [17].

The main focus for this thesis will be the inhibitory control system in the context
of Parkinson’s Disease. Response control is affected in PD due to it’s relation
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with dopamine and the dopaminergic medications commonly prescribed in PD
can negatively impact this system, resulting in Impulse Control Disorders in
some patients [21][5].

One method to quantify the effectiveness of the inhibition control system is
through the Go/Stop test, which was first developed and mathematically for-
mulated by Logan, Cowan and Davis in 1984 [19]. This experiment allows for
the quantification of the reaction time to a stimulus as well as the reaction time
to a stop stimulus, which can only be determined indirectly. It is assumed that
the time to inhibit a response is shorter than the reaction time. This seems to
be sound as otherwise inhibition of an ongoing action would be impossible.

In the Stop Signal Task test subjects are asked react as quickly as they can to
a presented stimulus, a signal called the Go cue. Commonly, subjects will be
situated in front of a computer screen which will display a visual indicator. As
soon as this indicator appears, the subjects should respond. In most cases the
subjects will have to press a button, which will register the Go Reaction Time
(GoRT). After a reaction has been given the indicator will be removed from
the screen. In between cues, separate mark is present on the screen to allow
subjects to more easily focus on the centre of the screen.

A certain percentage of trials will be Stop Trials instead, usually 25% of the
total number of trials to reduce anticipation effects. A Stop Trial will start the
same way as a Go Trial. However, after the Go cue has been presented, following
a fixed delay, a Stop cue will be given to the subject. This delay is dubbed the
Stop Delay (SD) and is usually in the order of a 100 ms. The subjects have been
instructed that in the case of this second signal, they should attempt to refrain
from pressing the button. Additionally, it is emphasized during the briefing that
it is not always possible to abort the button press and that the reaction speed
is more important than accuracy. The Stop Trials where subjects successfully
inhibit their response are dubbed successful stops, and the trials were they were
unable to stop themselves are called failed stops. The failed stops will yield a
GoRT as the action has not been inhibited.

A full course of testing consists of multiple blocks of trials divided by periods
of rest, to prevent fatigue. The first block of the course will consist of only
Go Trials, in order to obtain the distribution of the GoRTs for a particular
subject, as well as to allow the subject to train and familiarize themselves with
the experiment. After this initial training phase, Stop Trials will be randomly
mixed into the blocks in the aforementioned ratio. In Figure 1 an example of a
series of trials is shown. Here the subjects are given multiple options in response
to a Go Cue and the Stop Cue is auditory. This image was first published in
Verbruggen et al. [38]. The data obtained from these testing blocks will be used
to calculated the inhibition success rate as a function of the Stop Delay.

The SD is dynamically altered over the course of the trial in an attempt to
obtain an approximately 50% success rate of inhibition. Every successful Stop
Trial will increase the SD, giving subjects less time to inhibit their response.
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Figure 1: This figure presents an example of a Stop Signal Task block with Stop Trials
interspersed between Go Trials. In this example subjects are given two different Go stimuli
which should elicit two different responses, a left button for a square image and a right button
for a circle image. The Stop Cue takes the form of a sound which informs the subjects to
inhibit their response. The fixation duration is the time that the fixation mark is presented
to the subject, after which the Go Cue is presented. The SSD corresponds to the Stop Delay.
The SDT is the period during which the Stop Signal is continously presented. The MAXRT
is the maximum time allotted for a reaction to be given. If a response is given within this
period a GoRT will be registered. If no response is given, this will be registered as a successful
inhibition. Image originally published in Verbruggen et al. [38]

Every failed Stop Trial will decrease the SD, allowing subjects more time to
respond. After a sufficient number of trials has been performed, the average SD
will correspond to a 50-50 inhibition success rate.

The Stop Signal Reaction Time (SSRT) can be calculated from two test pa-
rameters obtained from this course of experiments. The first parameter is the
distribution of GoRTs, which are obtained from the initial testing block. The
second is the SD for which the success rate of inhibition is 50%. The SSRT can
then be calculated by subtracting the SD from the average GoRT. In Figure 2
the relation between the distribution of the GoRT and the SD are made more
apparent, this figure was originally published in Wang et al. [39]. Reaching a
success rate of inhibition of 50% is the goal over the course testing, because this
eases the determination of the SSRT.

The relevance of the Stop Signal Test was demonstrated by Gauggel, Rieger
and Feghoff [7]. Following findings that lesions in the basal ganglia correspond
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Figure 2: The blue curve displays the probability distribution of the Go Reaction Times
following a Go cue. The Stop Finish line marks the point in time at which a stop process has
finished. The area under the curve to the left of this line gives the probability that an action
will occur in spite of a stop signal. The area under the curve to the right of the line is the chance
of successful inhibition. Finding the relationship between the Stop Delay and the probability
of inhibition will allow one to calculate the cumulative probability distribution of successful
inhibition. The difference between the Stop Delay value which yields 50% inhibition success
rate and the average GoRT is the Stop Signal Reaction Time. Image originally published in
Wang et al. [39]

to deficits in inhibition, they compared PD patients with an age matched con-
trol. They found that PD patients had significantly longer SSRTs, even when
compensating for general differences in reaction time between groups. These
findings show the relevance of the Stop Signal Test for PD as a potential quan-
tifier and a method to show the efficacy of PD treatments, which can be used
as an additional parameter alongside e.g. the Hoehn and Yahr scale.

1.2 Basal Ganglia

The role of the basal ganglia (BG) in movement control is primarily that of a
controller. It takes input from the cortical regions, which arrives in the striatum.
The output target is the thalamus. Depending on the input the thalamus can be
inhibited, disallowing it from relaying movement related signals, or alternatively
disinhibited, promoting its relay function.

The primary pathological feature of PD is the degeneration of dopaminergic
neurons in the substantia nigra pars compacta (SNpc). This phenomenon even-
tually leads to depletion of dopamine (DA) levels throughout the brain, but
especially in the striatum [3]. The striatum is an important part of the BG,
playing an integral role in the regulation of movement. The decreased presence
of DA in the striatum affects functionality of the Medium Spiny Neurons (MSN),
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which are responsible for the relay of signals downstream to the globus pallidus
and represent the majority of striatal neurons. This pathological development
in the BG is considered to be the main driver of the movement symptoms of PD.
Specifically, the decreased activation of DA receptors affects the synaptic surface
expression of AMPA receptors. These receptors are responsible for excitation in
response to glutamatergic signals from the cortex. D1-type receptor activation
increases the surface expression of AMPA receptors and D2-type receptor acti-
vation decreases the surface expression of AMPA receptors, among other effects.
The lower ambient levels of DA present in PD, thus has a inhibitory effect on
D1-type expressing MSNs and a excitatory effect on D2-type expressing MSNs
[34].

The vast majority of the neuronal connections within the BG are inhibitory
in nature. This inhibition is facilitated through release of the neurotransmit-
ter γ-aminobutyric acid (GABA). GABA activates the GABA-receptors in the
cell membrane of the post-synaptic neuron, which leads to a transient flux of
Cl− ions into the cell. This causes temporary hyperpolarization, decreasing the
likelihood of an action potential being generated. A relatively small portion
of the neuronal connections within the BG are excitatory. Excitation is facil-
itated through the release of the neurotransmitter glutamate, which binds to
the AMPA receptors present on the cell membrane. Activation of the AMPA-
receptors sets in motion a transient flux of Na+ and K+ ions, depolarizing the
membrane and increasing the likelihood of an action potential being generated.
Both types of receptors are present on the cell membranes of all neurons within
the BG. The sensitivity of a certain neuron to a specific neurotransmitter is a
function of the amount of receptors present on the membrane. The nature of
the pre-synaptic neuron is the determining factor for which neurotransmitter
gets released in response to an action potential arriving at the synapse. The
sensitivity of the post-synapse to the neurotransmitter of the pre-synapse, as
well as the amount of neurotransmitter released, determines the connectivity
strength between any two neurons.

The signal processing pathways and the effects can be explained in terms of
a direct and indirect pathway. The cortical input for action selection arrives
at the striatum. There exist two different populations of MSNs which either
primarily express D1 dopamine receptors or D2 dopamine receptors. These two
populations project to different parts of the globus pallidus, which form the
basis for the direct and indirect pathways. The D1 expressing MSNs project
inhibitory signals to the Globus Pallidus Interna (GPi), which disinhibits the
thalamus. The D2 expressing MSNs project inhibitory signals to the Globus
Pallidus Externa (GPe). The GPe forms a neural circuit with the Subthalamic
Nucleus (STN), where the GPe inhibits STN activity and the STN has excitatory
projections to the GPe in addition to sending excitatory signals to the GPi. In
this simplified framework the direct pathway promotes thalamic signal relaying
and the indirect pathway inhibits thalamic activity [34].

In addition to the pathways of the classical BG model, another site of corti-
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cal input in the STN has been suggested to form a hyperdirect pathway [24].
The shorter transmission delays of the cortico-subthalamic connection and the
overall shorter length of the pathway to the thalamus allows the hyperdirect
pathway to influence the thalamus before the other signals arrive. The exci-
tation of the STN sends excitatory signals to the GPi, which would inhibit
thalamic activity. The three pathways together are suggested to function as
a dynamic ’center-surround model’. The hyperdirect pathway broadly inhibits
the thalamus around a certain desired motor programme. The direct pathway
disinhibits the specific motor programme to be executed. Finally, the indirect
pathway would inhibit the motor programme ending this instance of motor ac-
tivity. This process would ensure that only a single action is allowed to be
enacted from a list of competing actions involving the same motor outputs, pre-
venting simultaneous activation. An example of this model using simple spiking
data can be seen in Figure 3 from the work by Hashemiyoon et al. [12]. A com-
parison between the ’classical’ model, consisting of solely a direct and indirect
pathway, and a more contemporary model can be seen in Figure 4, as originally
seen in a paper by Simonyan [33].

Figure 3: A representation of the dynamic behaviour of a centre surround model is
depicted here in terms of simple spiking neurons. Initially, the hyperdirect pathway
broadly excites a portion of the STN, which projects onto the GPi/SNr, leading to
diffuse thalamic inhibition. This is followed by specific inhibition of the GPi/SNr via
the direct pathway, enabling disinhibition of only a specific portion of the Thalamus,
whilst surrounding thalamic neurons remain surpressed. Finally, disinhibition of the
STN via the indirect pathway once again causes diffuse excitation of the GPi/SNr
inhibiting the thalamic relay neurons. This brief window of disinhibition of the select
ghalamus neuron is what allows for the motor function signal to be passed along.
Image originally published in Hashemiyoon et al. [12].

The BG receive a constant stream of sensorimotor and associative input from the
cortical areas upstream. To facilitate in the execution of multiple programmes
simultaneously and aid in task switching, a certain degree of parallel processing
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(a) Classical Model

(b) Contemporary Model

Figure 4: a) The classical model of the basal ganglia as envisioned roughly 25 years
prior. Note the relative self-containment of the basal ganglia, having only a single
input and output site. The only form of internal feedback envisioned at the time
was the STN-GPe loop. b) The contemporary model of the basal ganglia, the basal
ganglia are more integrate with external circuits compared to what was presumed
previously. A major cortical input site in the STN, corresponding with the hyper-
direct pathway, has been described, with this current scheme allowing for dynamic
action selection. The current model is markedly more complex in terms of connec-
tivity between the various nodes, and new neuronal pathways have been discovered
since, and will most likely by found in the future. Image originally published in
Simonyan et al. [33].
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within the BG has been proposed [18]. The presence of a clear bodymap topog-
raphy being preserved within the multiple nuclei of the BG has been cited as
evidence for the segregation of functional pathways. A certain degree of com-
munication between these pathways would still be necessary in order to process
only the most salient programmes. A detailed scheme for communications be-
tween paths has yet to be described. Tracer studies show a greater degree
of convergence between striatonigral pathways in comparison to striatopallidal
pathways [6]. This would suggest that interactions between functional pathways
occurs in this domain. This is conform with the Centre Surround model and
this framework would allow for action selection between multiple options.

The realization of the Centre Surround model in the BG can be described in
terms of the hyperdirect model for multiple pathways. Initially broad inhibition
of the thalamus is achieved via the diffuse excitation of the STN via the hy-
perdirect pathway. This cortical stimulation is non-specific and applied broadly
to a portion of the STN. Next, the striatum will receive cortical input with
pathway specific salience, which is passed along to the GPi. In the striatum the
multiple pathways act simultaneously to inhibit their specific GPi parts as well
as their neighbouring, parallel pathways. Once an action has been selected by
the thalamus, the STN will once again receive broad excitatory input via the
thalamocortical pathway which will halt further thalamic activity. At the same
time the input into the striatum will be extinguished as well, preventing further
action selection. This process will ensure only a single action is selected during
this period while allowing for multiple inputs and functions to be processed si-
multaneously. A simplified scheme for this architecture can be seen in Figure
5.

1.3 Current Treatment Strategies

As of yet there exists no cure for Parkinson’s Disease, and thus the treatment of
the disease has been focused primarily on alleviation of the symptoms. The two
primary therapies are medication and surgical intervention. Early treatment
often utilizes medication to reduce symptoms and as the disease progresses and
medication alone is no longer enough, clinicians and patients may opt for surgical
intervention.

1.3.1 Pharmacological therapies

After the discovery in 1960 that a major driver of the PD pathology was
dopamine deficiency, Levodopa was soon thereafter developed as a pharmaceu-
tical treatment for the parkinsonian movement symptoms [13]. Levodopa is the
precursor to dopamine and can cross through the blood brain barrier to arrive
at the affected sites and alleviate the dopamine deficiency. Although Levodopa
reduces motor symptoms and is currently still the primary treatment for PD, it
has significant side effects. Up to 40% of patients experience motor fluctuations
and up to one third of patients experience dyskinesias within 4 - 6 years of
Levodopa use [23]. To help reduce the impact of these side effects, Levodopa is
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Figure 5: Functional segregation of the Basal Ganglia manifests via the topographical
organization of the majority of subpopulations. Outside of the striatum, where
lateral connections are abundant, the BG can be envisioned as consisting of parallel
pathways for separate functions. These pathways have relatively few interconnections
and in action selection compete to have their function executed. Through broad
inhibition of these pathways via the diffuse excitation of the STN and pathway
specific input through the striatum, as well as lateral inhibition between MSNs, the
basal ganglia can function as a centre surround system. Each pathway independently
contains all the nodes present in the contemporary model, minus the shared striatum.

frequently combined with additional medication which reduces the conversion
rate of Levodopa, increasing the period of bioavailability and smoothing the
concentration curve.

Another class of medication prescribed to combat the symptoms of PD are
dopamine agonists. These interact with the dopamine receptors present in the
striatum and increase the sensitivity to what little dopamine is present. These
can be used as a monotherapy, or in combination with Levodopa. While the
development of dyskinesia appears to be lesser in dopamine agonist therapies
compared to Levodopa therapies, there is a higher prevalence of hallucinations
[35]. Neither medication has been concluded to have any neuroprotective prop-
erties and serve only for combating symptoms.

The effects of pharmacological therapy does not seem to greatly impact the
SSRTs of PD patients. In a 2015 paper Claassen et al. [2] compared the
SSRT and related parameters between healthy control, PD patients with and
PD patients without Impulse Control Disorder. Within either group of PD
patients, there were those who received dopamine agonist monotherapy and
those who received dopamine agonist and Levodopa co-therapy. It was shown
that PD patients, regardless of therapy received, had significantly longer SSRTs
than the healthy control group. Furthermore, whether the patients were ON
or OFF dopamine agonists had no significant effect on the SSRT. The authors
have noted, however, that the 24 hour washout period for medication might
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not be comparable to full withdrawal. Additionally, the SSRT was found to be
slightly faster in the group taking Levodopa compared to the dopamine agonist
monotherapy group, but this difference was not statistically significant.

In addition to dopamine, noradrenaline, another neurotransmitter, has been
implicated in the inhibitory pathways of the BG. Atomoxetine, a noradrenaline
reuptake inhibitor, was tested in a double blind crossover study fMRI imaging
study, which involved the stop signal paradigm [42]. Here it was not found to
have a significant effect on the SSRT compared to placebo.

1.3.2 Surgical therapies

In the past two decades, in addition to pharmacological treatment, Deep Brain
Stimulation (DBS) has been gaining traction as a method to treat PD [22]. DBS
is a surgical intervention in which a device is implanted either unilaterally or
bilaterally at the BG. The most common targets for stimulation are the STN or
the GPi. Stimulation of either site is able to provide relief of symptoms and an
increase in quality of life, with only small differences in side effects and power
usage depending on the target. When patients receive diminishing returns from
medication treatment, DBS may be considered and after a proper screening
can be prescribed as an additional treatment method. The exact mechanism
through which DBS reduces symptoms in PD is as of yet under investigation.

The influence of DBS on the SSRT in PD patients was studied early on, after the
link between the BG and action inhibition was established. Van den Wildenberg
et al. [37] studied the effect of STN-DBS and thalamus-DBS, in PD patients
and patients with essential tremor, on motor response selection and response
inhibition. Comparing the results of subjects on or off stimulation determined
a significantly faster SSRT during the on-condition for patients with PD. Later
on, Ray et al. [30] expanded upon this research by investigating the effect
difference between unilateral stimulation of the right vs. the left STN. It was
found that improvement of SSRTs during DBS primarily affected patients with
significantly slower SSRTs off-stimulation. PD patients with SSRTs comparable
to age-matched controls, did not experience a significant shortening of the SSRT.

1.4 Computational models of the Basal Ganglia

Neuroscientists have put together various models to help explain different parts
of the neural circuitry, in spite of the immense complexity of the human brain.
The BG are no exception to this push towards neurocomputational exploration.
A model of particular relevance expanding the view of the BG as a central
node in decision making is the action selection model by Gurney, Prescott and
Redgrave [10]. In this article the authors lay the foundation for the BG as a
central node capable of action selection, whether these actions be simple motor
programmes or more complex cognitive behaviors. It is posited that the con-
ventional ’direct’ pathway could be described as the pathway through which the
various actions race to be expressed and the ’indirect’ pathway as the controller
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which oversees the suppression of the actions which do not reach the requisite
threshold for activation.

In the companion piece to the previous article the authors modeled their pro-
posed architecture using leaky integrators as simplified neurons [11]. Using
salience as a scalar input into the BG network, they found it possible to sim-
ulate signal selection. Furthermore, the influence of dopaminergic input was
modeled phenomenologically. Low DA availability led to little to no action be-
ing selected even for normal salience, whereas high DA availability led to the
selection of multiple tasks.

Another instance of BG modeling was performed by Rubin and Terman in 2004,
establishing the eponymous Rubin-Terman model [31]. The goal of this model
was to explain some seemingly paradoxical experimental results. It was in-
dicated that in PD the output nuclei of the BG were overactive, preventing
the thalamus from performing its relay function. Another observation is the
reduction of PD symptoms through DBS therapy. Lastly there were experimen-
tal results indicating that particularly high frequency stimulation ameliorated
symptoms by stimulating the STN which excited the BG output nuclei further.
Rubin and Terman used their computational model to explain how the excita-
tion of the GPi via DBS could improve thalamic relay functionality in the case
of PD.

This model provides an architecture in which the STN-GPe loop and its con-
nection to the GPi is described. With this model they were able to explain the
seeming paradox between heightened activation of the GPi in PD being associ-
ated with motor symptoms, particularly tremor activity, and the excitation of
the STN and GPi via DBS ameliorating these motor symptoms. It was shown in
the simulations that the regularization of GPi firing patterns via DBS, despite
being higher frequency than in the healthy situation, was able to preserve the
thalamic relay activity.

This model established abnormal synchronization in BG subpopulations was a
contributing factor in the pathological behaviour observed in PD. To this day,
the STN-GPe loop is a major region of interest in neurocomputational models
of the BG, especially after the discovery of the hyperdirect pathway by Nambu
et al. [24], giving the STN even more importance.

A recent example of the use of computational models to investigate the effect
of differing dopamine levels in the basal ganglia can be found in the paper
by Navarro-López et al. [25]. Using a dynamic model they investigated the
emergence of oscillatory behavior in the BG nuclei as a function of dopamine
levels. The spectral power levels of different subpopulations of the BG were
compared between cases of normal and parkisonian levels of dopamine within
the striatum. Furthermore, action selection was modelled through the addition
of a phasic dopamine component. The presence of a phasic DA component
increases the influence of the direct pathway over the indirect pathway, causing
the thalamus to act as a relay for cortical input. The thalamic response to
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cortical input for both the presence and absence of a phasic DA component was
compared between normal and Parkinsonian conditions as well.

In the simulations spectral power in the beta frequency range, commonly as-
sociated with PD, start to increase as the dopamine levels decrease. The beta
frequency oscillations manifested as pervasive and synchronized spiking of neu-
rons within BG nuclei at frequencies within the range of 13 to 30 Hz. However,
this synchronized activity was not enough to interfere with the relay function of
the thalamus by itself. Furthermore, for tremor activity to become observable
in response to cortical input it was not enough to lower the dopamine levels.
Tremor response only became apparant after the GPi-Thalamus connectivity
was increased as well.

With the recent discovery of additional subpopulations within the GPe, new the-
ories for the potential role they might play within action inhibition have been
developed, dubbed the ’pause-then-cancel’ model [32]. These subpopulations of
the GPe have been dubbed the Prototypical GPe (GPe-Proto), the Arkypallidal
GPe (GPe-Arky) and the Cortico-Pallidal loop GPe (GPe-CP). A theory put
forward describes the activation of the STN via diffuse cortical activity as paus-
ing the transmission of action signals to the thalamus. If the action was to be
stopped, projections from the GPe-Arky can stop the action by projecting inhi-
bition to the striatum to halt further transmission of an action signal. To test
this theory Goenner et al.[8] developed a model which included the additional
pathways within the GPe and simulated the Stop-Signal tests as performed by
Mallet et al. [20]. Using populations of spiking Izhikevic neurons they were
able to simulate the Stop-Signal task and investigate potential modes of failure
of the model. After having succeeded in modeling Mallet’s experimental data,
obtained from Stop Signal tasks in rats, it was found that increased activity
in the arkypallidal neurons corresponded more highly with Stop activity than
general GPe neurons. This lead to the conclusion that the arkypallidal cells
play a significant role in the inhibition of previously initiated actions.

This specific model by Goenner et al. will be referred to as the contemporary
model from this point onward and is the basis for the model implemented in
this paper. In Figure 4 the conception of the BG at the start of the 21st century
can be seen alongside the contemporary model. This highlights the increase in
complexity of the BG models as well as the advances in imaging studies, which
allow for the discovery and tracing of new connections. This will only continue
as time marches on.

1.5 Aim of the Research

The goal of this paper is to create a model of the BG which simulates the relevant
nuclei with cellular interactions. The functional segregation of the BG will be
modelled through the presence of parallel pathways, from the striatum onward,
each having individual thalamic targets. This model will be used to simulate
the Stop-Signal Test to determine whether or not the current description of the
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architecture can adequately simulate the results for normal and parkinsonian
conditions. The presence of parallel pathways will be tested and the influence
this has on the outcomes of the Stop Signal Tests will be compared to the
original model of Goenner et al.

2 Method

2.1 General Architecture

The BG are described as a collection of spiking Izhikevic neuron populations,
the parameters of which are given below. The connectivity between and within
these populations is based on the contemporary model as portrayed in Goenner
et al. [8]. A similar connectivity scheme is followed in this model. There
are three input nodes into the system, corresponding to cortical stimulation
of the three pathways of the BG. Excitation of the D1- and D2-type Striatal
neurons, which project to the GPi and GPe respectively, diffuse excitation of the
STN, simulating cortical stimulation via the hyperdirect pathway, and cortical
excitation of two specific subpopulations of the GPe, the GPe-Arky and the
GPe-CP. All of these pathways converge onto the output nucleus, the thalamus,
via the GPi. A schematic representation of the BG can be seen in Figure 6,
originally depicted in Goenner et al. [8]. The model consists of four pathways
existing in parallel with each other. Communication between these pathways is
restricted to internal inhibition within the striatum. Go activity is determined
on a per pathway basis. Separate integrators for the GO- and Stop-activity give
the model outcome per trial.

2.2 Neuronal Model

The neurons in this model are described using the Izhikevic equations for spik-
ing neurons [15]. The parameters for these neurons as are based on previously
published work. The parameters for the striatal neurons, the D1-type MSNs,
the D2-type MSNs and the Fast Spiking Interneurons (FSI), are based on the
model of Humphries et al. [14] published in 2009. The STN and GPi parameters
are based on the model of Thibeault and Srinivasa [36] published in 2013. The
parameters for the thalamus are based on the set for a tonic spiking neuron by
Izhikevic [16] in 2004. Finally the parameters for the different GPe subpopu-
lations are based on the set given in Goenner et al. [8]. The synaptic weights
for connections between neurons are based on the model by Goenner et al. [8]
and the parameter set outlined above was used in this paper as well. Slight
modifications to these parameters have been made to fit to the different archi-
tecture used in the model as well. These will be given in the section below. The
differential equations governing the behaviour of the neurons are as follows:

dv

dt
= n2v

2+n1v+n0−
u

C ∗ dt
−gAMPA(v−EAMPA)−gGABA(v−EGABA) (1)
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Figure 6: a) Interaction between different subpopulations on a generalized level, indicating
the polarity and direction of the interaction. Synaptic weights and number of connections
on a neuronal basis are not presented and can be found in the sections below. b) Inputs
and outputs of the three different GPe subpopulations indicating the origin of the afferent
projections and the target of the efferent projections. GPe intraconnectivity is accomplished
via connections between the subpopulations. Originally published in Goenner et al. [8]

du

dt
= a(bv − u) (2)

dgAMPA

dt
=

−gAMPA

τAMPA
+Hsyn

AMPA + Iext (3)

dgGABA

dt
=

−gGABA

τGABA
+Hsyn

GABA (4)

These formulae hold for all neurons in the model with the exception of the
striatal neurons, which use the following expression for the recovery variable u:

dU

dt
= a(b(v − (−80))− u) (5)

In the Izhikevic equations v and u are dimensionless variables and n2, n1 and n0

are dimensionless parameters fitted to specific cell types which govern the mem-
brane dynamics and scale the system of equations to biophysical voltage ranges
for v in mV and to ms for t [15]. In this system of equations the introduction of
additional terms requires units to be ascribed to these parameters. This leads to
the following units for the variables and parameters; v(mV ), u(mV ), n2(

S
m∗V ),

n1(
S
m ) and n0(A). gAMPA and gGABA are the conductivity variables in S

m for
the AMPA and GABA gates with EAMPA = 0mV and EGABA = −90mV being
their respective Nernst potentials. Finally C is the capacitance of the membrane
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Table 1: Parameters for Izhikevic Spiking Neurons, on a population basis. Parameter set as
used in Goenner et al. [8].

Population a(-) b(-) c(-) d(-) n0(A) n1(
S
m ) n2(

S
m∗V ) C (F) Vpeak (mV)

STR(D1/D2) 0.05 -20 -55 377 61.651 2.595 0.0228 50 40
FSI 0.2 0.025 -60 0 43.75 1.5 0.0125 25 80
STN 0.005 0.265 -65 2 140 5 0.04 1 30
GPi 0.005 0.585 -65 4 140 5 0.04 1 30

GPe-Proto 0.0058 0.56 -65 3.8 117 4.86 0.043 1 30
GPe-Arky 0.0054 0.34 -71 9.81 113 4.47 0.04 1 30
GPe-CP 0.0058 0.56 -65 3.8 117 4.86 0.043 1 30
Thalamus 0.02 0.2 -65 6 140 5 0.04 1 30

in F . The recovery variable change is influenced by specific recovery parameters
a and b which are dimensionless parameters. The decay rate of the conductivity
variables are given by their time constants τAMPA = 10ms and τGABA = 20ms.
The Nernst potentials and time constants for the AMPA and GABA channels
are equal across all cell types. The values for the celltype specific parameters
are given in Table 1

If v > Vpeak, then v = c and U = U + d. In this event the neuron is considered
to have spiked for the purposes of neuron interaction. The values for c and d
are dimensionless population dependent parameters which determine the state
of the membrane potential and recovery variable after this event has occurred.
Neuron interaction is facilitated through the gating channels, with AMPA fa-
cilitating excitation of the target neuron and GABA facilitating inhibition of
the target neuron. The general formula for the change in AMPA or GABA
conductivity is as follows:

Hsyn = s ∗ wi→j ∗ σ (6)

Here s = 2.5 is the dimensionless scaling factor to account for the differences in
timescale between the current model and the parameters as given in Goenner et
al., wi→j is the dimensionless weight factor for synaptic interaction from spiking
neuron i to target neuron j, and σ is the sigmoid transmission variable ranging
from 0 to 1. H is a function of the membrane voltage of the projecting neuron
at some delay τd(ms) in the past. It is given in the following expression:

σ =
1

1 + eβ∗(v(t−τd)−(vpeak−10))
(7)

The peak voltage Vpeak(mV ) is the value at which the membrane voltage is reset
and is considered the threshold for action potential. The time delay τd in ms
is chosen from a uniform random distribution in the range of 1 to 10 for every
neuron. The sloping factor β gives the steepness of the sigmoid function and is
set to -10.

17



In the paper by Goenner et al. [8] baseline activity is achieved through the ap-
plication of external currents to the neurons based on their type. This was done
by having neurons with consistent spiking frequency project to single neurons.
The frequency was population specific and pulled from a Poisson distribution
ensuring diversity of baseline activity. Modelling additional neurons solely for
the purpose of providing input to single neurons inserts complexity and would
increase the simulation workload. To simplify establishing baseline activity, pre-
determined spike trains will be applied to the neurons during the simulation.
The frequency of these spike trains is based on the spike frequency of the input
neurons. The pulse width is determined to be 0.1 ms, which is the size of a sin-
gle time step in the Goenner et al. model. The value of the gating variables is
only increased at the instant of action potential transmission. The amplitude of
the pulses is determined by the synaptic weight of the input neurons. Similarly,
input into the system will be applied via the use of precalculated pulsetrains to
the AMPA gates of the target neurons.

2.3 Neural Connectivity

In this section the connections between the subpopulations of the BG will be
explained in terms of afferent projections. Every population receives AMPA
input meant to simulate a superposition of the ever-present cortical activity
and induce a baseline activity. Details on this baseline inducing input will be
discussed below, in the Simulation Protocol. The synaptic transmission weights
and integrator input values are given in Table 2.

(a) (b)

Figure 7: A connectivity scheme for the striatal MSN populations. While the inputs into
both a) the D1-Type MSNs and b) the D2-Type MSNs are the same, they have differences
in target populations. The green arrow indicates an excitatory projection and the red line
indicates an inhibitory projection. Input coming from above indicates external stimulation
from the cortex as well as which specific signal this corresponds to.

2.3.1 Striatum

The striatum consists of two populations of medium spiny neurons (MSNs), D1-
type DA-receptor expressing MSNs and D2-type DA-receptor expressing MSNs,
henceforth referred to as StrD1 and StrD2 respectively. The StrD1 and StrD2
populations each receive inhibitory projections from two neurons within their
own subpopulation and two neurons between subpopulations. Additionally, they
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receive three inhibitory neuron projections each from the GPe-Arky and three
inhibitory projections each from the GPe-CP subpopulations. Lastly, they each
receive two inhibitory projections from the FSIs. The thalamus sends two ex-
citatory projections to each of the striatal subpopulations. The striatum is
historically the major input site of the BG, and as such the glutamatergic Go
signal will be applied to the striatal MSNs of both populations. The stria-
tum is the only nucleus of the BG in this model does not have its connections
restricted to a single pathway. The interpopulation and intrapopulation inhi-
bitions of the striatum are across the entire node. The projections originating
from downstream nuclei are restricted exclusively to their own pathway and will
only affect the striatal neurons within their own pathway. Thus, the striatum
is the hub within the BG where the parallel pathways can interact with each
other, albeit within the restrictions mentioned here. The connectivity scheme
for both MSN populations can be seen in Figure 7.

(a) (b)

Figure 8: A connectivity scheme for the striatal FSI population and the prototypical GPe
subpopulation. The green arrow indicates an excitatory projection and the red line indicates
an inhibitory projection. Input coming from above indicates external stimulation from the
cortex as well as which specific signal this corresponds to.

2.3.2 Fast Spiking Interneurons

The Fast Spiking Interneurons are a small portion of the overall population of the
striatum. They receive two inhibitory projections from other FSIs. The three
GPe populations send three inhibitory projections each to a FSI. Additionally,
they receive the same cortical stimulation as the other striatal populations as
well as two excitatory projections from the thalamus. In contrast to the MSNs,
the FSIs do not send interpathway projections and only inhibit within their own
pathway. A connectivity scheme for this population can be seen in 8a.

2.3.3 GPe-Proto

The prototypical GPe neurons receive inhibitory inputs from the two other GPe
subpopulations, three projections from each. Additionally it receives two in-
hibitory projections from the StrD2 neurons. The GPe-Proto neurons receive
three excitatory projections from the STN. A connectivity scheme for this pop-
ulation can be seen in 8b.
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(a) (b)

Figure 9: A connectivity scheme for the arkypallidal GPe subpopulation and the cortico-
pallidal GPe subpopulation. The green arrow indicates an excitatory projection and the red
line indicates an inhibitory projection. Input coming from above indicates external stimulation
from the cortex as well as which specific signal this corresponds to. The dotted line to the
bottom indicates this node sends input to the Stop integrator.

2.3.4 GPe-Arky

The arkypallidal GPe neurons receive inhibitory inputs from the two other GPe
subpopulations, three projections from each. It receives two inhibitory projec-
tions from the StrD2 neurons. The GPe-Arky neurons receive three excitatory
projections from the STN and are one of the two input sites for the glutamater-
gic Stop signal from the cortex. A connectivity scheme for this population can
be seen in 9a.

2.3.5 GPe-CP

The cortico-pallidal loop GPe neurons receive inhibitory inputs from the other
two GPe subpopulations, three projections from each. Additionally it receives
two inhibitory projections from the StrD2 neurons and two inhibitory projec-
tions from the StrD1 neurons. The GPe-CP neurons receive three excitatory
projections from the STN and are the other input site for the glutamatergic
Stop signal originating in the cortex. A connectivity scheme for this population
can be seen in 9b.

(a) (b)

Figure 10: A connectivity scheme for the STN population and the GPipopulation. The green
arrow indicates an excitatory projection and the red line indicates an inhibitory projection.
Input coming from above indicates external stimulation from the cortex as well as which
specific signal this corresponds to.
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2.3.6 STN

The neurons in the subthalamic nucleus receive three inhibitory projections from
the GPe-Proto neurons. The STN is the other major input site of the BG, with
the hyperdirect pathway finding its origin here. As such, it is the sole input site
for the diffuse, cortical excitation which is applied before the arrival of the Go
or Stop Signals. A connectivity scheme for this population can be seen in 10a.

2.3.7 GPi

The GPi receives two inhibitory projections from the StrD1 neurons as well as
three inhibitory projections from the GPe-Proto neurons. It receives excitatory
projections from three STN neurons. A connectivity scheme for this population
can be seen in 10b.

Figure 11: A connectivity scheme for the thalamic population. The green arrow indicates
an excitatory projection and the red line indicates an inhibitory projection. Input coming
from above indicates external stimulation from the cortex as well as which specific signal this
corresponds to. The dotted line to the bottom indicates this node sends input to the Go
integrator.

2.3.8 Thalamus

The Thalamus receives three inhibitory projections from the GPi neurons. It
receives excitatory input from the Go signal at the same time as the striatal
neurons. A connectivity scheme for this population can be seen in 11.

2.3.9 Model Outputs

There are two primary output nodes in this model, which are modelled as in-
tegrators. These nodes each receive input from a single population within the
model. The first is the Go integrator, which receives input for every single spike
produced by the thalamus. The second is the Stop integrator, which receives
input for every spike produced by the GPe-CP population. The Stop integrator
has an additional interaction with the model. If one of the Stop integrators for
any given path reaches a certain threshold value it will stop the Go signal from
having effect by applying the falling phase of the Go signal from that point in
time onward. It should be noted that a set integrator exists for each and every
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pathway. The Go integrator is only indicative of a Go signal passing through
a single pathway. The Stop integrators have a global effect. For instance, if
the Stop integrator for path 3 were to reach the designated stop threshold, this
event will trigger the cessation of the Go signal for all pathways.

Table 2: Connectivity strengths between pre- and postsynaptic neurons based on the BG
subpopulation. These values are used in eqn. 6 in the function for gate conductivity. Originally
published in Goenner et al. [8].

Presynapse Postsynapse wPre→Post Receptor

StrD1 GPi 0.06 GABA
StrD1 0.01 GABA
StrD2 0.015 GABA

GPe-CP 0.005 GABA
StrD2 StrD1 0.015 GABA

StrD2 0.01 GABA
GPe-Proto 0.04 GABA
GPe-Arky 0.08 GABA
GPe-CP 0.08 GABA

FSI StrD1 0.01 GABA
StrD2 0.01 GABA
FSI 0.01 GABA

STN GPi 0.04 AMPA
GPe-Proto 0.001 AMPA
GPe-Arky 0.001 AMPA
GPe-CP 0.001 AMPA

GPe-Proto STN 0.001 GABA
GPi 0.015 GABA
FSI 0.02 GABA

GPe-Arky 0.025 GABA
GPe-CP 0.025 GABA

GPe-Arky StrD1 0.065 GABA
StrD2 0.12 GABA
FSI 0.08 GABA

GPe-Proto 0.008 GABA
GPe-CP 0.008 GABA

GPe-CP StrD1 0.01 GABA
StrD2 0.01 GABA
FSI 0.01 GABA

GPe-Proto 0.008 GABA
GPe-Arky 0.008 GABA

GPi Tha 0.06 GABA
Tha StrD1 0.14 AMPA

StrD2 0.12 AMPA
FSI 0.12 AMPA
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2.4 Model Parameters

The model presumes the neuronal populations to have different parameters on
a population level. The parameters are based on the model of Goenner et al.
[8]. Whenever there is a deviation from this model it will be mentioned in text.

The parameters for the Spiking Izhikevic Neurons all populations are given in
Table 1. The main alteration in the model compared to Goenner is the reduced
complexity of the population scheme. For this reason, the GPe parameters are
based on the parameters given for prototypical GPe neurons.

2.5 Stop Signal Reaction Time

To calculate the Stop Signal Reaction Time (SSRT) two relationships must be
established. Firstly the distribution of Go reaction times (GORT) must be
determined. This will be done by collecting the GORTs from Go Trials and
determining the probability distribution. Secondly the relationship between the
probability of inhibiting the Go response and the Stop Delay (SD) must be
established. In the ideal scenario the SD for which the probability of inhibition
is 50 % will be determined. In which case the SSRT can be calculated as follows:

SSRT = µGORT − SD (8)

The SSRT, µGORT and SD are all given in ms.

2.6 Local Field Potential Approximation

A Local Field Potential (LFP) is a common measure of neuronal activity ex-
tracted from small brain regions using small electrodes. It is the total sum of the
electrical field potentials generated by the neurons in a small volume of space
surrounding the sensor. It is possible to calculate an approximation of the LFP
using data obtained from the simulations, which is useful in identifying signal
characteristics of a population or group of neurons, as opposed to the single cell
recording approximations otherwise available. Parasuram et al. [28] detailed a
method used in the development for the tool LFPSim. Simplifying the formulae
to disregard the spatial orientations of the neurons will still allow an approxi-
mate to be calculated, albeit one that considers all neurons to be equidistant to
the sensor. Taking the following formulae:

Itransmembrane = Iionic + cm
∂Vm

∂t
(9)

ΦLFP =

nsources∑
i=1

Ii
4πσri

(10)

Here Φ is the extracellular potential measured at distance r for any given cell.
The transmembrane and the ionic currents are used to calculate the voltage
differential within the differential equation solver. This voltage data needs to
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be resampled due to the nonuniformity of the timesteps. This can then easily be
summed to obtain Φ. Assigning any particular value of r to the neurons would
be arbitrary, thus it is fair to assume all neurons to be at the same distance
to the sensor, or far away enough that the differences are negligible. It can
similarly be assumed that the conductivity of the medium, σ, for the simulation
environment is 1. Leaving the following equation for the approximation of a
LFP for the simulated neurons:

ΦLFP =

n=populationsize∑
i=1

cm
dV
dt

4π
(11)

Once the LFP for a single population has been calculated it is possible to perform
a frequency analysis. This LFP will then be filtered using Butterworth filters.
The second-order high pass filter has a cut-off frequency of 10 Hz and the sixth-
order low pass filter had a cut-off frequency of 600 Hz, the transfer function for
both filters were calculated for a sampling frequency of 10 kHz. Finally, after
filtering, the frequency analysis can be performed using the Continuous Wavelet
Transform.

2.7 Model Simulations

Using the model described above, a series of Stop Signal Tests are performed
for two conditions. A control case, using the architecture as described earlier,
and a parkinsonian case, including dopamine dependent connectivity scaling
within the striatum, details of which will be described below. For both of these
conditions Go Trials will be used to determine the mean and variance of the
GORT. The Stop Trials will yield a successful stop or a failed stop yielding a
GoRT. A desirable error rate is approximately 50%, during simulation this can
be approached by shortening the SD after failed stop attempts and lengthening
the delay after a successful stop by a fixed value of 10 ms.

2.7.1 Normal Condition

To simulate the competition between parallel functions within the BG the cor-
tical input acting as the Go signal is given to each pathway simultaneously.
The predetermined ’irrelevant’ responses are given a salience thrice as low as
its ’correct’ competitor. These signals simulate competing non-relevant actions
and effectively act as noise. The Stop signal is given equally to all pathways in
response to the Stop integrator reaching threshold value for any pathway. The
cortical input is modelled as a superposition of synaptic inputs from cortical
populations onto the AMPA receptors of the target populations. This signal
has two distinct phases; a rising phase and a falling phase, the length and slope
of which depend on whether it simulates a Pause signal, a Go signal or a Stop
signal. The function for the spiking frequency of the input signal is as follows:

∂y

∂t
=

rtarget − y

τ
(12)
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Figure 12: The order and salience of the various inputs for both trial scenarios are presented,
with t = 0 defined as the Go cue. The opacity of the colours represents the relative input
strength at that point in time. The delays between the inputs is fixed, other than the Stop
Signal Delay, which is dynamically altered in between Stop Trials. This sequence of events was
originally used in Goenner et al. [8]. The signal train in this experiment follows the depicted
relations and events, with the exception of the GPe-CP feedback halting striatal input in Go
Trials.

In this equation rtarget is the target spiking rate and τ is the time constant.
The values for the input signals can be found in Table 3. It should be noted
that while the Pause and Stop signals are transient, the Go signal will enter its
falling phase only when the Stop event triggers. This means that the Go signal
will continue to trend towards its target frequency for the duration of the trial
unless it is interrupted and shifted into its falling phase due to a Stop integrator
reaching its threshold value.

A visual representation of the general signal flow can be seen in Figure 12. In
absence of an external Go cue, the trial starts at a fixed point after the simulation
has started. A delay of 100 ms has been chosen to allow the variables to reach
an equilibrium and prevent any start up artefacts. At this moment cortical
input into the STN marks the start of the trial, referred to as the Go cue.
This STN input is short lived and is succeeded by an input of ever increasing
salience into the striatum. The striatal input is given after a short delay of 75
ms. This delay is in place to mimic the timing difference between the inputs to
the hyperdirect pathway and the striatum. In Go Trials, the striatal input will
continue on uninterupted and after a certain period an action will be detected
on the thalamus via the Go integrator when this reaches a value of 0.13. In
contrast to the original simulations performed in Goenner et al. there is no
feedback event from the GPe nodes in Go trials. As such the striatal input will
continue on unabated for the remainder of the simulation. The differs from the
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signal scheme presented in Figure 12, but seeing as the total trial time for these
simulations is shorter, at 600 ms in total, this should not affect the outcome, as
the trial will end shortly after a Go response either way.

Stop trials begin in the same way as Go trials, with cortical input into the STN
followed by striatal stimulation after a short delay. The Stop cue is defined as
the moment a second burst of input is presented to the STN. The delay between
the Stop and Go cues is defined as the Stop Delay. The Stop delay is altered
dynamically between trials depending on the success or failure of inhibition in
the preceding trial in the series, the value is initialized as 150 ms. The SD is
increased by 10 ms if the preceding trial was successful and decreased by 10 ms
if the preceding trial failed to inhibit. Cortical input to the GPe-Proto and GPe-
CP is presented after a fixed delay of 50 ms. This delay is designed to mimic the
timing differences between the fast hyperdirect input and the relatively slower
cortical inputs to the other parts of the BG. Once the Stop integrator monitoring
the GPe-CP node reaches a threshold value of 1.3 the GPe input is halted and
the striatal input aborted, triggering the falling phase of the rate equations.

Table 3: These parameters determine the target spiking rate of the signal as well as the speed
at which this target can be reached. Parameter values originally published in Goenner et al.
[8].

Signal Phase rtarget(spikes/s) τ(s−1)

Pause Rising 500 1
Falling 0 150

Go Rising 400 200
Falling 0 10

Stop Rising 400 1
Falling 0 70

2.7.2 PD Condition

The hallmark of PD pathology is the depletion of DA levels throughout the
BG. This has a large impact on the neuronal dynamics of the system, especially
within the striatum, where a large population of DA receptor expressing neurons
reside. In D1-type expressing MSNs, the presence of DA increases the surface
expression of AMPA receptors, increasing their general excitability. In D2-
type expressing MSNs, the presence of DA reduce the surface expression of
AMPA receptors, decreasing their general excitability. In a depleted situation
this would impact the responsiveness to the cortical glutamate signals received
by the striatum. This can be expressed by the following scaling factors:

fD1 = 1− d (13)

fD2 = 1 + d (14)

where d is a scaling factor depicting dopamine level compared to the norm.
This scaling factor is applied directly to the connectivity strength from the
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cortex to the relevant striatal populations. In the control situation d = 0. In
the PD condition, the ambient dopamine level is significantly lower compared
to normal levels. This is especially true for the stage in PD where significant
motor problems become apparent. For this reason, during simulations in the
PD condition d was chosen to be 0.75. The scaling factor is the sole difference
between the control and PD condition in this model.

2.8 Simulation Protocol

The amount of trials to simulate has been estimated based on results from a
study performing GO/Stop trial by Van den Wilderberg et al. [37]. Using the
SSRT for both the control and the PD conditions an estimated sample size of
13 using a standard, normally distributed, two-sided distribution. Given the
assumption that about half of the Stop trials will yield a SSRT, this should be
increased to 26 per condition. This will result in a total 104 simulations, 26
Go-trials and 26 Stop-trials, for both the control and Parkinsonian condition.

Before each simulation the initial parameters were randomized. Every neuron
receives simulated cortical input to the AMPA-receptor to induce baseline ac-
tivity. The frequency of this baseline activity was a constant value chosen from
a normal distribution described by the value given in Table 4. The neuron
connectivity matrix was randomized as well. For every subpopulation the list
of afferent projections was randomly generated, after which it was adjusted to
ensure no neuron receives input from multiple instances of a single neuron. The
number of projections is described above. Lastly, the initial values of the mem-
brane potential V and the recovery variable U were randomly generated. The
membrane potential was pulled from a uniform distribution with a range of -65
to -25 mV. The recovery variable was generated from a uniform distribution
with a range of 60 to 100, with the STN being a exception, having the recovery
variables for this nucleus pulled from a range of 35 to 45. The starting values for
the recovery variables were determined from testing the resting state values of
the model. Starting the variable around this range accommodates faster initial-
ization in the presignal stage of the simulation. At the end of every simulation
the results from the delayed differential equation solver as well as the current
stop delay, in case of a Stop trial, were saved before another trial was initiated.

2.9 Statistical Analysis

The distribution of the test results was tested for normalcy using the Shapiro-
Wilk test. Depending on the outcome, different methods will be used to de-
termine significance of between groups. For normally distributed outcome pa-
rameters the two sample Student’s t-test will be used to test for statistical
differences between the two conditions. For non-normally distributed data, sig-
nificance testing will be performed using the two-sided Wilcoxon rank sum test.
All results will be tested for a significance level of α = 0.05.
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Table 4: Parameters for the spike firing rate and input strength of the cortically induced
baseline activity. Originally published in Goenner et al. [8].

Population wInput µ σ

STR D1 0.7 10 2
STR D2 0.8 10 2

FSI 0.8 10 2
STN 0.2 400 80
GPi 1 400 80

GPe-Proto 100 400 80
GPe-Arky 90 400 80
GPe-CP 100 400 80
Thalamus 0.35 150 30

3 Results

3.1 Stop Signal Test Performance

Over the course of the experiment a total of 60 simulations were run and the test
outcomes were generated as described in the method section previously. Ten Go
signal-simulations were generated for both the control and parkinsonian condi-
tions. Twenty Stop-signal simulations were generated for both the control and
parkinsonian conditions. The amount of successful stop trials differed between
the two conditions, ten out of twenty successful Stop Trials for the control con-
dition, and twelve out of twenty successful Stop Trials for the parkinsonian
condition. The decision was made to forego generation of additional Stop Trials
due to time constraints.

The GoRTs were based on whether the Go-integrator exceeded the threshold
value of 0.13 and the first instance this occurred during the simulation. Figure
13 shows the integrator values over time, for both conditions. The definition
of a successful stop is based on the absence of a registered GoRT. Overall, the
thalamic activity for both conditions as measured via the Go Integrator values
are highly similar on first inspection as can be seen in Figure 14.

The Stop integrator values indicating the activity of the GPe-CP population at
a given time are shown in Figure 15. It is plainly visible that this population
is most active during Stop Trials. The moment the threshold value of 1.3 is ex-
ceeded seems to differ between successful and unsuccessful Stop Trials, though
this is obfuscated by dynamically changing SDs, and as such no meaningful
difference could be discerned from simple visual inspection. There is an inter-
esting difference between the Stop integrator values during Go Trials between
the control and PD conditions. In Figure 16 it can be seen that GPe-CP activ-
ity seems to remain stable over the course of the trial for the control condition.
This contrasts with the integrator values diminishing as time goes on in the PD
condition.
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(a) Control

(b) Parkinson’s Disease

Figure 13: Go Integrator values for both the a) control and b) parkinsonian condi-
tions. These values are a measure of thalamic activity at a given point in time and
are used to determine whether or not an action has occurred. If the integrator value
crosses the threshold value of 0.13 at any point during a simulation, an action is said
to have occurred at that point in time.

The Go Reaction Times, the Stop Error Reaction Times and the Stop Delay
values were all tested for normality. The outcome of these tests can be found
in Table 5. Due to failure to reject the null hypothesis, further analysis of this
data will be performed using the two-sample Student’s t-test.
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Table 5: Test results of the Shapiro-Wilk test of normality of the distribution. Rejection of
the null-hypothesis indicates a non-normal distribution. None of the experimental outcomes
can be rejected as normally distributed.

Control (p-value) PD (p-value)

GORT 0.81 0.40
Stop Error RT 0.11 0.66
Stop Delay 0.12 0.10

Table 6: GORT: Go Reaction Time; primary response time during a Go trial. SD: Stop
Delay; delay between to occurrence of a Go signal and a subsequent Stop signal. Stop success;
amount of times a response has been successfully inhibited during a Stop Trial. Stop Error
RT; the reaction time of the primary response in spite of a presented stop signal. SSRT:
Stop Signal Reaction Times; calculated time it takes for a stop signal to result in a successful
inhibition. * A t-test was not performed for statistical analysis of the SSRT values, however
the 95 % confidence intervals were calculated giving the following results for the control, 101.8
+/− 13.9, and PD, 112.7 + / − 10.5, conditions it can be found that due to the overlap in
ranges there is decisively no statistical significance.

Control µ(σ) PD p

GORT (ms) 262.8 (10.1) 274.8 (10.1) 0.0431
SD (ms) 161.0 (11.6) 162.1 (9.7) 0.7699

Stop Success (n) 10 12 -
Stop Error RT (ms) 244.5 (9.4) 250.0 (13.8) 0.3284

SSRT (ms) 101.8 (18.4) 112.7 (14.0) *

3.1.1 GORT vs. Stop Error RT

One of the assumptions of the Stop Signal ask is the presence of a consistent
GoRT probability distribution between the Go and the Stop trials. One way to
check for this is to compare the reaction times between the Go trials and the
Stop Error reaction times. According to the theory, the Stop Error reaction
times come from the lowest 50% of the primary reaction time distribution and
should therefore have a statistically significant difference. In Figure 17 it can be
seen that there is a noticeable difference between the primary reaction time and
the Stop Error reaction time. Statistical analysis yields a p-value of 0.0033 for
the control condition and 4.4e−4 for the parkinsonian condition. These results
indicate that the Stop Signal tasks have been successfully simulated.

3.1.2 Parallel Pathway Activation

The model simulated the Stop Signal task with the existence of parallel pathways
corresponding to non-relevant, competing functions. The Go signal for the
’correct’ pathway was significantly higher compared to the competing parallel
paths. In this simple experimental design, there were no occurrence of a ’wrong’
action being chosen. The Stop signal and Pause signals, by contrast, were
applied equally to all channels in accordance with the Centre Surround model
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(a) Go Trial (b) Failed Stop Trial

(c) Stop Trial

Figure 14: Go Integrator values over time for a) Go Trials, b) Failed Stop Trials and
c) Successful Stop Trials for both the control and parkinsonian condition.

of action selection within the BG. A comparison between the Go integrator
values of the multiple pathways can be seen in Figure 18. Here it can be seen
that although there is activity for undesirable actions, they would not reach the
threshold to become activated within the time span of the simulation, even were
the desired action absent.

The Stop integrator activities for the different pathways are more evenly matched.
In the majority of instances, in both control and PD condition, the stop integra-
tor on Path 1 initiated the cessation of the Go signal. This does not necessarily
mean the action was successfully inhibited, merely that the stopping thresh-
old was reached. There were five instances of the stopping threshold not being
reached in the control condition. These five instances also correspond with a
successful inhibition. The same is true for the PD condition where there were
two instances of the stopping threshold not being reached, but the inhibition
being successful nonetheless. In the control condition, there was one instance of
the stop being initiated by a pathway other than Path 1 and two instances of
multiple pathways reaching the threshold at approximately the same time. In
the Parkinsonian condition, there was also one instance of a pathway other than
Path 1 being solely responsible for the cessation of the Go-signal. The amount
of times multiple pathways reached the threshold nearly simultaneously was
higher, occurring six times.
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(a) Control

(b) Parkinson’s Disease

Figure 15: Stop Integrator values for both the a) control and b) parkinsonian condi-
tions. The if at any point during the trial the threshold value of 1.3 was crossed, the
stopping procedure would be started and all input into the model would soon come
to a halt.

3.2 Wavelet Analysis

To better understand the dynamics present within the model and the dynamics
of the populations within the network a wavelet analysis was performed. The
raw data obtained from the simulations were resampled at 10kHz at a three to
one ratio. Firstly, the individual neuron data was translated to a Local Field
Potential (LFP) approximation on a neuronal population basis. The signal was
filtered successively with the Butterworth filters described above. Additionally,
first 15 ms of the signal were omitted from the frequency analysis due to the
presence of fairly significant step-in artefacts at the start of the simulation. A
continuous wavelet transformation using the Morlet waveform was performed
on the LFPs of single trials.
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Figure 16: Stop Integrator values over time for Go trials for both the control and parkinsonian
conditions. There is no period of elevated activity in the GPe-CP, as can be expected from the
absence of a cortical Stop input. However, the control condition seems to maintain a steady
level of activity in comparison to the PD condition, where activity diminishes over time.

3.2.1 Go versus Stop Trials

The moment the pause signal is applied to the STN is clearly distinguishable in
both the Go and Stop trials through the short burst of high frequency around
400 Hz, see Figure. At the same time there is a noticeable increase in power in
the lower frequencies as well. This process is the same for both the control and
Parkinsonian condition.

The other major input site of the model is the striatum, with each of the three
striatum subpopulations receiving nearly identical cortical input. There is only
a slight difference in the synaptic weight of the input, in the control condition.
The FSI population does not add much to the dynamics of the model, never
reaching an active state and therefore not communicating with other neurons.
It does however receive input identical to the D1 and D2 type MSNs, allowing
for comparison between these populations and allowing the separation of effect
from the input and the dynamics between neurons, to a certain degree. This
is illustrated in Figure 20 where the higher frequency content is similar in all
three populations, but there is a notable presence of lower frequency content in
the MSNs as compared to the FSI populations.

Using the CWT the cortical inputs in to the system and the timings become
more easily apparent. Visual analysis alone, however, does not suffice for com-
parison of frequency spectra between the control and parkinsonian conditions.
To attempt this, comparisons of the power spectra between the Go Trials of
both conditions has been performed. Two specific bands of frequencies were
selected to compare between the two conditions, namely the frequencies corre-
sponding to beta brainwaves (15 - 30 Hz) and the lower range of gamma brain
waves (30 - 60 Hz). These bands have been selected for the following reason.
These frequency ranges were unaffected by the filtering process and originated
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Figure 17: Boxplot of the Go Reaction times and Stop Error reaction times both the con-
trol and Parkinsonian condition. *: mean population difference with p < 0.05. **: mean
population difference with p < 0.01.

from the dynamics of the system. None of the cortical input frequencies to in-
duce baseline activity were in this range nor do they appear in the FSI spectra.
Furthermore, the beta band is frequently associated with PD, being implicated
in various motor symptoms [26]. The Go Trials of both conditions are more
easily comparable due to the lack of additional time varying aspects, as is the
case in the Stop Trials with their variable SDs. The time window over which
this analysis can be performed is bounded on both sides by the cone of influence
produced by the CWT. The time window is narrowest at lower frequencies, as
such, the boundaries for 15 Hz will be taken for all frequencies.

The average spectral power of the two conditions for both frequency bands can
be seen in Figure 22 for the GPe subpopulations. The largest area of significant
difference can be found in the striatal populations, with the D1-type MSNs
having a larger window for beta frequencies and the D2-type MSNs having a
larger area for the gamma frequencies, as can be seen in Figure 21. Notably,
even though the location is most often associated with beta band frequencies in
literature, the STN-GPe loop, there is hardly any difference between the band
powers in the STN in either condition, especially when compared to the GPe-
populations. It is interesting to note that while the GPi does display differences
between the two conditions, the gamma band is the most affected, whereas the
beta frequencies are largely comparable, as can be seen in Figure 23.
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(a) Control Go Trial (b) PD Go Trial

(c) Control Stop Trial (d) PD Stop Trial

Figure 18: The value of the Go integrators over time for both conditions and both trials are
depicted above. Path 1 represents the Go integrator values for the chosen correct pathway
over time across the Go trial simulation for the healthy control. Path 2, 3, and 4 represent
the additional competing actions. It can clearly be seen that in this experimental setup, the
chance for selection of a irrelevant action is vanishingly small.
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(a) Go Trial

(b) Stop Trial

Figure 19: Continuous Wavelet Transformation Scalogram of the STN in the
normal condition for both the Go and Stop trials. The vertical line at 100
ms indicates the initiation of the Go cue, which first gives a Pause signal to
the STN. The Stop Trial (b) has a second vertical line at 250 ms indicating
the initiation of the Stop cue, which gives a second Pause signal to the STN.
The short burst of activity corresponding to the Pause signal is plainly distin-
guishable. The dashed lines indicate the frequency regions of interest, namely
the beta band (15 - 30 Hz) and the gamma band (30 - 60 Hz). The white
dashed shows the cone of influence, outside this line the CWT amplitudes are
not significant.
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(a) D1 type MSN

(b) D2 type MSN

(c) Fast Spiking Interneurons.

Figure 20: Continuous Wavelet Transformation Scalogram of the Striatal pop-
ulations in the normal condition for the Stop trials. The cortical input to the
striatum is present in all three populations, but the lower frequency content is
found mostly in the D1-type MSNs. The cone of influence is bounded by the
white dashed border showing nonsignficant wavelets. The black vertical lines
at t = 100 ms and t = 250 ms indicate the initiation of the Go cue and Stop
cue respectively. The regions of interest the beta band (15 - 30 Hz) and the
gamma band (30 - 60 Hz) are emphasized with the horizontal dashed lines.
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(a) Beta Band Power StrD1 (b) Gamma Band Power StrD1

(c) Beta Band Power StrD2 (d) Gamma Band Power StrD2

Figure 21: Average spectral power over time in the striatal subpopulations for both the Control
and PD conditions. Shaded regions display the 95% CI. The left column displays beta band
(15 - 30 Hz) power and the right column displays gamma band (30 - 60 Hz) power.

(a) Beta Band Power GPe-Proto (b) Gamma Band Power GPe-Proto

(c) Beta Band Power GPe-Arky (d) Gamma Band Power GPe-Arky

(e) Beta Band Power GPe-CP (f) Gamma Band Power GPe-CP

Figure 22: Average spectral power over time in the GPe subpopulations for both the Control
and PD conditions. Shaded regions display the 95% CI. The left column displays beta band
(15 - 30 Hz) power and the right column displays gamma band (30 - 60 Hz) power.
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(a) Beta Band Power STN (b) Gamma Band Power STN

(c) Beta Band Power GPi (d) Gamma Band Power GPi

Figure 23: Average spectral power over time in the STN and GPi populations for both the
Control and PD conditions. Shaded regions display the 95% CI. The left column displays beta
band (15 - 30 Hz) power and the right column displays gamma band (30 - 60 Hz) power.
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4 Discussion

The aim of the research was to develop a model of the BG capable of simulating
the Stop Signal task in both a control and parkinsonian condition. A few factors
should be considered before definitively discussing the validity of the model. It
should be noted that the model was able to faithfully reproduce the mathe-
matical conditions of the Stop Signal task as outlined by Logan and Cowan.
The GoRTs obtained from the trials followed a normal distribution and there
was a significant difference between the primary reaction times for Go and Stop
Trials. This held for both the control and the parkinsonian condition. A signif-
icant difference between the SSRTs could not be established, even though there
was a significant difference between the GoRTs for the conditions. A major
factor holding back further experimentation with this model is the computa-
tional expenses and the ability to generate enough data to establish statistical
significance, if any should exist. Provided this obstacle could be overcome, this
model could be used for different experiments regarding action selection in a
time dynamic fashion.

The remainder of the discussion will detail some topics in depth, particularly
expanding on the reasons for certain design decisions and assumptions, and the
shortcomings of the current model as well as suggestions on how to overcome
these. In the final section, suggestion for possible future steps in the utilization
of the model will be given.

4.1 Validity of the results

It would be prudent to compare the results from this model with those of its
inspiration. Goenner et al. did not incorporate any pathologies into their sim-
ulations, being primarily focused on the validation of their model in terms of
the ’pause-then-cancel’ model. They reported an average GoRT for Go Trials
of 339.5 and an average GoRT for failed Stop Trials of 289.9. This constitutes
a difference of 76.7 and 45.4 ms with the GoRT and Stop Error RT obtained
from this model respectively.

Comparing the simulation results with experimental results obtained from real
subjects there is once again a significant difference. Comparing the GoRTs with
values obtained from a group of Parkinson’s patients and age matched healthy
controls, as performed by Gauggel et al. [7], real reaction times are nearly twice
as high.

These differences seem to mostly depend on the time scaling of the simulations.
The relationship between GoRT and Stop Error RT holds when compared to the
model by Goenner et al. When adapting the model from the original equations
some assumptions had been made in regards to the neural connections. The
connectivity weights were maintained, but a gain factor had been added to
make up for the differences in time scale and the possible effects this had on
the equation solvers. This would affect the magnitude of the results, but should
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have little impact on the difference in reaction times obtained from the same
model.

There are also factors to consider when comparing simulation results with real-
ity, namely that this model simulates the BG in isolation. In reality there are
additional delays. The cues have to pass from the sensory organs to the brain,
be recognized as relevant cues and then passed along the subcortical nuclei.
After having passed through the relevant brain regions, the signals will have to
travel to the muscles were a reaction may or may not be evoked. These pro-
cesses, among others, introduce offsets to the reaction time when compared to
models of brain regions in isolation. Attempts have been made to include some
of these delays into the simulation of the Stop Signal task, specifically the delays
between inputs arriving at the STN versus inputs arriving at the striatum.

If the ratio between the reaction times of PD patients versus healthy controls are
compared to the model results, both cases have significant differences in reaction
times with PD patients have slower GoRTs in general. It should be possible to
approach similar model dynamics as in Goenner et al. if additional parameter
fitting were to be performed with a specific focus on the time constants and
connection gains.

Apart from this, little can conclusively be said about the validity of the exper-
imental outcomes. The conditions regarding the mathematics have been met
and given enough data it would likely be possible to perform Stop Signal task for
various conditions. The internal workings of the model and the implementation
of the Parkinson condition also require validation. Direct comparison of the
LFP approximations and in-vivo measurements of the BG during Stop Signal
tasks would be the most direct method. This data will most likely only be avail-
able for Parkinson’s patients and not healthy controls due to the circumstances
under which it can be collected. Furthermore, the main target of the majority
of these studies is the STN, which in this model does not show a lot of difference
between conditions. A number of recent studies has linked inhibition of actions
during a Stop Signal task in PD patients with the dynamic presence of beta
band power moments prior to inhibition [1] [29] [27] [41]. Currently it can be
stated that the Pause signals in particular elicit significant bursts of beta and
gamma band power for a short duration. Given more testing of the model it
would likely be possible to compare the correlation of STN neurons during this
period as well as how the level of beta band power correlates to successful inhi-
bition. At the moment not enough testing has been performed to comfortably
compare such characteristics. Finally, the majority of the difference in beta and
gamma band power has been determined to be in the striatum as well as parts
of the globus pallidus. Direct LFP measurements for these regions are rarer
due to not being a target for DBS electrode implantation. This complicates the
validation of neuronal dynamics for these regions.
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4.2 Inclusion of parallel pathways

In the current experimental design, the inclusion of parallel pathways within
the BG has not been used to the fullest degree. Early on, during the adaptation
of the model by Goenner et al. parallel pathways were considered due to the
various experiments that could be simulated with their inclusion. The relevance
of the additional pathways is currently limited to acting as an additional source
of noise and possibly delaying the primary reaction. An interesting addition to
the Stop Signal task in particular would be to vary the salience of the pathways
and measure if it produces a noticeable lag in action selection. Additionally,
it might also be interesting to investigate the mechanics of pivoting from one
motor programme to another, as opposed to halting all actions. This is a pos-
sibility that could be implemented by replacing the Stop signal with another
programme of varying salience, basically switching inputs partway through the
previous task. In the context of PD, which is known to have difficulties with
task switching, this would be an interesting avenue to explore.

4.3 Inclusion of the GPe-subpopulations

The classical model of the BG proposes that overactivity and an increase in
connectivity in the STN-GPe loop in PD cause at least a part of the motor
symptoms associated with the disease. In light of recent advances, this view
has become more nuanced. The finding that the STN responded to both Stop
and Go cues as well as newly characterized subsets of neurons in the Globus
Pallidus External segment lead Mallet et al. [20] to propose a new scheme
of inhibition. It was proposed that these subpopulations of GPe neurons, the
Arkypallidal and corticopallidal neurons, reacted specifically to Stop signals. In
light of this hypothesis, it seemed relevant to include these subpopulations to the
model. These subpopulations produced a different frequency profile compared
to the Prototypical GPe neurons. The Arkypallidal GPe neurons had notably
higher power in located in the beta band in response to various cortical inputs.
The corticopallidal GPe neurons also exhibited the greatest period of significant
differences between the control and Parkinsonian condition compare to the other
parts of the GPe. These findings seem to justify the subdivision of the GPe in
this model as each part exhibits different responses to the experimental signals
and were instrumental in the construction of an appropriate output site for the
Stop signal.

4.4 Role of the Fast Spiking Interneurons

In a similar vein to the GPe subpopulations, the Fast Spiking Interneurons
are, in theory, an important facilitator of striatal inhibition originating in the
Globus Pallidus. This function was mostly absent in the current modelling
scheme and the population as a whole had little impact on the outcome of the
experiments. This can be determined from the dormant state the FSIs were in
during almost the entirety of the experiment, leading to no interaction with the
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MSNs. Whether the FSIs were incorrectly implemented into the model, or this
population is simply not active during inhibition tasks is an important step for
further refinement of the model. Although it seems unlikely the population as
a whole should be inactive. For future experimental considerations the role of
the FSI should be re-examined and if they are found to be relevant, renewed
parameter fitting might be fruitful.

4.5 Statistical power of the results

One major hurdle in assessing the results generated by the model is the lack
of certainty that can be gained from the results. The sample sizes generated
for the experiments are significantly lower when compared to patient studies.
The reduced sample size is a consequence of the time constraints imposed on
the experiments by the excessive calculation times of the differential equation
solver.

Using the GoRTs obtained from the Stop/Signal trials a new power analysis
can be performed. The minimum sample size per group for an expected effect
of 10 ms with a standard deviation of 18 ms is 17. Given that for every GO
trial at least as many successful and unsuccessful Stop trials are need and that
there are two conditions for this setup, this yields a total minimum amount of
trials of 102. This result does not differ much from the sample size calculated at
the start of the trial, which was calculated to be 104 trials. This was under the
assumption that the amount of Go- and Stop-trials would be the same however.

4.6 Computational expenses and potential alternatives

The time resolution obtained from the current method of calculation was need-
lessly fine. The raw simulation results had sampling frequencies approaching 25
kHz, reaching well above any reasonably necessary sampling frequency. While
the sheer amount of data facilitated resampling and oversampling for the pur-
poses of frequency analysis, the point still stands that more trials of lesser detail
would have been preferable.

A large portion of the hindrances in this model can be traced back to the less
than optimal method of calculation of the differential equations. The system of
equations was implemented using the Matlab native ddesd functionality. This
method allowed for stable simulation as well as relatively easy implementation
of delayed interaction between neurons, simulating synaptic delay. A major
limiting factor in the computation time of this method was the way it handles
time step calculations. This algorithm can be used to solve non-stiff differential
equations, which holds up well when a limited number of differential equations
are being solved during a single function call. For larger systems of equations
this means a single equations experiencing a steep difference in values slows
every other equation. Considering the type of phenomenon being simulated,
fast spiking neurons, this happens quite often.
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A possible solution would be the implementation of another algorithm for solv-
ing systems of differential equations. Using a custom Euler method or equivalent
with either fixed or controlled time steps could allow one to control the amount
of data being calculated during a trial. Alternatively, one could use more spe-
cialized software packages to run the simulations. An example of this would
the NEURON package for Python or EBRAINS by the Human Brain Project,
which also runs on Python. Using either solution would allow for greater control
of the computational expenses as well as a greater degree of fine tuning when
necessary.

4.7 Future Considerations

Taking into account the hurdles the model has to overcome to truly become
viable there are a few interesting directions that could be explored. The use
of variable inputs into the parallel pathways might the model to perform ac-
tion selection tasks, key parameters of interest being reaction speed in relation
to conflict complexity. Another experiment that might be interesting is the
Go/NoGo task, which is related to the Stop Signal task but relates more to
action preparation and precise execution as opposed to inhibition of motor pro-
grammes.

The investigation into the pathological effects of Parkinson’s Disease could also
be studied further. Using the Stop Signal task additional case could be added
to the experiment, for various values of the dopamine factor d. This would
test the inhibitory efficiency for a gradient of severities, ultimately allowing a
relation between this factor and the SSRT to be established. Assuming, that
the dopamine factor in the model is a valid method the create a Parkinsonian
condition. The implementation of treatment effects modeling the influence of
Levadopa or localized DBS stimulation of the STN could also be attempted. The
outcome of these simulations could be compared to Stop Signal test experiments,
which are plentiful for different treatment methods. This could be an additional
venue for model validation.

There are other methods to simulate the pathological state of PD. Increasing
the connectivity between the striatal populations could replicate the reported
loss of functional segregation. Another possibility would be to tweak the con-
nectivity parameters in the STN-GPe loop, which in previous studies has been
demonstrated to induce tremor-like patterns.

There are quite a few possible directions this model could be taken if the com-
putational challenges are overcome and it can be more thoroughly validated as
a result.
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