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Summary

The existing telerobotic system captures images of a remote environment, generating a VR
map accessible from a different location. However, an inherent challenge arises in the efficient
tracking of dynamic objects within the SLAM framework. In particular, inadequate tracking of
images hinders the accurate updating of the map, affecting its fidelity to the original environ-
ment.

The primary objective of this assignment is to develop a module dedicated to enhancing dy-
namic object tracking through segmentation in SLAM. The goal is to ensure the seamless and
error-free map updates in VR, replicating the nuances of the remote environment faithfully.

Over the past decade, various techniques, including Background Subtraction and Optical flow
algorithms, have been employed for dynamic object segmentation and tracking. In this assign-
ment, a thorough exploration of diverse algorithms has been conducted and implemented. The
evaluation of multiple methods for real-time object detection reveals varying benefits and lim-
itations. Based on thorough research, a plausible recommendation is to combine a deep learn-
ing approach with traditional computer vision methods. This integration aims to overcome the
limitations of each approach, proposing a hybrid method that leverages the strengths of both.
Existing research substantiates the effectiveness of such hybrid approaches in enhancing the
overall performance of real-time object detection systems.

Choosing an optimal model depends on a meticulous examination of application-specific
needs, striking a balance between factors like computational resources, accuracy, and real-
time performance. This nuanced evaluation underscores the varied strengths and applicability
of each model, enriching the evolving toolkit for addressing semantic segmentation challenges
in the field of computer vision.

A comprehensive comparative analysis has been conducted among various models, consid-
ering several crucial factors. However, the recommendation does not favor a specific model,
as each model exhibits greater efficiency in different scenarios. The advantages of the com-
pared models are thoroughly discussed to provide a nuanced understanding of their respective
strengths in diverse contexts.
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1 Introduction

1.1 Context

Tele-robotics represents a specialized branch of robotics enabling users to command an entire
robotic system remotely. This approach is particularly advantageous for tasks deemed too dif-
ficult for direct human intervention, such as altering fuel rods in a nuclear reactor or inspecting
explosive ordnance. Tele-operated systems efficiently execute these challenging tasks, ensur-
ing the safety of the controlling engineer. Moreover, tele-operation proves advantageous in
reaching locations challenging for humans, such as deep-sea observation. This method en-
hances safety, accessibility, and efficiency in performing complex and hazardous tasks.

In recent years, engineers have developed tele-operated systems featuring comprehensive hap-
tic and visual interfaces seamlessly integrated for users. This design enables users to visually
perceive the tele-robot’s surroundings, while the incorporated haptic feedback system allows
them to feel any physical interactions encountered by the robot. By utilizing tele-operated sys-
tems of this nature, individuals can experience remote locations without the need to physically
travel to a specified secondary site. For the purpose of this assignment, emphasis will be placed
on the visual aspect of these systems, with no inclusion of haptic feedback.

In prior research, a tele-robotic system has been developed to capture images of a distant en-
vironment. This system employs a SLAM algorithm to construct a virtual replica of the remote
surroundings, offering users a view from a secondary location. The real-time video feed nec-
essary for this task is acquired through a Kinect 2 camera mounted on the James platform. By
utilizing an HTC VIVE, individuals can immerse themselves in the virtual map generated from
the live feed captured by the Kinect camera.

1.2 Problem Statement

A significant issue within the current setup is what is commonly referred to as the afterimage
effect. Inaccurate detection of dynamic objects from the video feed can lead to errors in updat-
ing the virtual reality (VR) map. Another identified issue is the lack of proper image tracking
due to the camera’s motion.

The experiments conducted in the current setup are exclusively indoors at this stage. Conse-
quently, additional challenges like sudden changes in illumination and dynamic backgrounds
have not been taken into account. Addressing these factors would significantly complicate the
task of dynamic object tracking.

Upon the realization of the objectives of this tele-robotic system, its successful implementation
can be extended to serve various purposes. The ability to perceive an environment remotely
provides numerous benefits. It can find applications in the entertainment industry, enabling
individuals to experience the excitement of observing wildlife in its natural habitat. Moreover, it
holds potential in aiding people to overcome specific fears, such as acrophobia(fear of heights),
by providing a virtual exposure to challenging scenarios.

1.3 Problem Description

The primary objective of this assignment is to achieve precise image segmentation, requiring
accurate recognition of all dynamic objects. Real-time execution becomes another crucial ob-
jective, especially because of the need to finish the segmentation task promptly. Utilizing the
Kinect camera for image data input, which captures both RGB and depth information, intro-
duces computational challenges due to the real-time constraint.
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While image segmentation typically involves considering factors like rapid illumination
changes and dynamic moving environments, the indoor setting of this setup allows for con-
trolled illumination changes, and the likelihood of dynamic backgrounds is minimal. However,
looking ahead to potential future uses of this device, it becomes evident that these factors will
play a pivotal role in informing design choices.

1.4 Research Questions

1. How does the integration of deep learning approaches with traditional computer vision
methods impact the accuracy and real-time performance of dynamic object segmenta-
tion?

2. What are the computational challenges associated with achieving real-time image seg-
mentation, and how do different algorithms handle these challenges?

3. How do different evaluation metrics, such as accuracy, precision, recall, and process-
ing time, influence the comparison of image segmentation algorithms, and what are the
considerations when selecting appropriate metrics?

4. What role do machine learning techniques, such as deep learning models, play in im-
proving the precision and real-time execution of image segmentation algorithms, and
how do they compare to traditional methods?

5. What are the trade-offs between precision and real-time execution in image segmenta-
tion algorithms, and how can these trade-offs be managed effectively for applications
requiring both high accuracy and prompt segmentation?

6. How do different image segmentation algorithms perform in terms of precision and real-
time execution and what factors contribute to variations in performance?

Cedric Damien DSouza University of Twente
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2 Literature Review

The field of computer vision plays a crucial role in addressing the vision-based components of
tele-operated systems. Computer vision, a field within computer science, focuses on process-
ing, analyzing, and comprehending digital images and videos. The image data for processing
can take various forms, including single camera views, multi-camera perspectives, or multi-
dimensional data from a 3D scanner. Common tasks in computer vision encompass recogni-
tion, motion analysis, scene reconstruction, and image restoration.

In this assignment importance is given to two main tasks: image segmentation and motion
analysis. While image segmentation has become more efficient with modern algorithms, chal-
lenges arise when dealing with video content, especially in real-time scenarios. Segmentation
involves dividing multiple video frames to detect objects, offering a viable approach for analy-
sis.

2.1 Image Segmentation and its Evolution over time

Image segmentation has been a cornerstone in the field of digital image processing since its
inception. At its core, image segmentation entails assigning a unique label to each pixel within
an image, thereby aiding in the identification of similarities among pixels. Although initially
designed to identify boundaries like curves or lines, contemporary segmentation techniques
have evolved to yield more detailed results, facilitating the recognition of complete objects with
complex features. The effectiveness and versatility of image segmentation stems from the con-
sideration of various factors, including color, intensity, and texture, making it an invaluable tool
for analyzing digital images.

Figure 2.1: Image showing standard results of Segmentation and Object Detection

Accurate segmentation is the primary objective in this assignment. Various techniques can be
employed to achieve image segmentation, a process deemed crucial among the foundational
steps required for more complex processes like object detection and tracking. Numerous al-
gorithms are available to aid in segmentation. Li and Ngan [1] have systematically classified
several of these methods into seven common categories some of which will be elaborated upon
below.

2.2 Research Framework

In their work in [2], the researchers grounded their investigation on two classifications out-
lined by Li and Ngan. [2] presents a comprehensive survey of the prevalent techniques utilized
for image segmentation. Some frequently employed methods for image segmentation include
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the background subtraction method, energy minimization algorithms, clustering-based seg-
mentation, and potentially a fusion of these approaches.

In [3], a clustering-based method is utilized for detecting multiple objects in a video se-
quence without needing prior training data. Furthermore, real-time object detection has been
achieved through techniques like DynaSLAM [4] and DetectFusion [5].

Another approach for real-time object detection is discussed in [6], particularly tailored for soc-
cer bots. These bots use computer vision to identify the ball and players, helping in navigation
and strategy decisions. In [6], Kalman filters are implemented for both ball and obstacle detec-
tion. Notably, the considerable motion of the camera in soccer bots, which move freely with
cameras mounted on them, introduces challenges. This motion results in heightened noise
levels and an increased likelihood of false detections. While color segmentation could be used
for ball detection, limitations such as susceptibility to lighting changes and potential failure
when the ball is partially hidden require additional measures.

Figure 2.2: : Image of a Kinect 2 which is the Input device for the system

In [6], two additional steps are implemented to address the previously mentioned limitations.
Edge detection is employed to identify the edges of the ball, and a RANSAC algorithm is utilized
to fit a circle to the acquired points from the edge detection step. These supplementary mea-
sures significantly enhance the accuracy of ball position determination. For tracking multiple
objects, a Kalman filter is applied. However, it is worth noting that this method has a draw-
back, as it tends to yield several false positives near the robots due to shadows. Despite this
drawback, the combination of the RANSAC algorithm and the Kalman filter represents one of
the simpler approaches for real-time object detection.

While the scenario may differ, the use of both the RANSAC algorithm and the Kalman filter sug-
gests the need for further research, given the notably efficient computational time of the pro-
posed approach. This efficiency is crucial for the soccer bots, as rapid information processing
is essential for determining their next actions. In a broader context,it is generally recognized
that a system exceeding a processing time of 20 milliseconds is not deemed real-time.

In [7], object detection utilizes depth data from the Kinect camera. Syarafuddin’s proposed
approach involves capturing an image of the object within a range of 1 foot to 5 feet, aimed at
determining the optimal performance range of the Kinect camera. The findings indicate that
the Kinect camera exhibits optimal performance between 4-5 feet. An important observation
is that misalignment between the original image and the depth image occurs when the object
is not at the optimal distance from the Kinect camera. Furthermore, Kinect cameras exhibit
remarkable robustness in situations with minimal to no visible light.
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Overcoming depth limitations of Kinect Device

In [8] an enhanced algorithm has been presented to overcome the depth limitations of the
Kinect device. In this approach object detection and recognition have been achieved using
the RGB image. In the method proposed in [8], the depth image’s bounding box of an object
is divided into grid cells. By calculating the mean value of pixels within these grid cells, issues
related to faulty pixel values and pixel variation over the same object are effectively addressed.
This approach results in an overall improvement in the depth accuracy estimation of the Kinect
without compromising system performance.

Advanced Techniques for Moving Object Segmentation

In [9], a distinct approach is presented wherein moving objects are independently segmented
from a 3D video. The input data for this approach can be obtained from either the Kinect cam-
era or a stereo camera, with the method building 3D point clouds for object tracking. Mean-
while, Xie [10] proposes an algorithm that utilizes the ego-motion of a moving stereo camera to
estimate and identify multiple moving objects through the Modified RANSAC algorithm. Al-
though [9] uses a temporal modified RANSAC method for longer videos, this approach has
drawbacks when assigning feature points to individual moving objects. To overcome these lim-
itations, Tatematsu introduces the graph cut-based method, drawing inspiration from Ajay’s
work in [11], where fixation-based segmentation is used to segment regions lacking feature
points. Unlike Ajay’s manual selection of feature points, Tatematsu suggests using detected
feature points as seeds for graph cut segmentation.

The fixation-based segmentation involves creating a probabilistic object boundary map using
an edge map, modeling the probability that an edge is a physical boundary. The user then
labels a fixation point within an object, and using this selected fixation point as a pole in log-
polar space, the graph cut segmentation is applied.

The input data from the Kinect, once processed by the algorithm, can be leveraged to recon-
struct each moving object or the background. The process involves computing 3D optical flow
into 3D flow sets, simultaneously obtaining rotation and translation vectors for these sets. Sub-
sequently, fixation-based segmentation is applied to multiple feature points to segment the
initial object area. The 3D point clouds are then acquired and merged using the rotation and
translation vectors. A notable advantage of this approach is its effectiveness in detecting ob-
jects against stationary backgrounds.

Object Detection Using Bag of Words Model

In [12], Jason Owens presents an approach tailored to identify various types of objects, includ-
ing different planes or cars. The method utilizes a Bag of Words model, a straightforward yet
powerful technique for object detection. This model extracts distinctive visual features across
a dataset, representing an object’s appearance within an image through a histogram of these
features. The Histogram of Oriented Gradients (HOG) descriptor is employed, addressing the
limitations of the Bag of Words model, particularly in discriminating individual features from
cluttered scenes.

Point Cloud Processing for Object Segmentation

The point clouds, often noisy, undergo simultaneous filtering due to the presence of disparity
discontinuities. A voxel grid filter is applied to significantly reduce the point cloud data’s size,
contributing to a noteworthy reduction in computational time. Smoothing of the point cloud is
achieved using the moving least squares algorithm. Finally, the point cloud data is segmented
using the connected components approach. Experimental results in [12] demonstrate that the
system generates more detection’s when utilizing the point cloud-derived object segmentation
of image regions compared to using only an image-based approach.
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2.3 Background subtraction Based techniques

In this section an examination of several background subtraction techniques for image seg-
mentation has been performed. The approach taken by each of these methods differs from
each other but each of them contribute to key features which will help improve image segmen-
tation in key scenarios. The survey which was performed in [2] emphasizes that background
subtraction is one of the commonly used techniques for image segmentation. In addition to
background subtraction, [2] introduces other techniques like the energy minimization method,
which is implemented to enhance the outcomes of existing segmentation techniques.

Advancements in Background Subtraction

In [13], a blend of techniques is employed to achieve more efficient segmentation results. This
approach combines a background subtraction model with an optical flow and matting algo-
rithm. Background subtraction, a fundamental step in video processing for advanced com-
puter vision applications, proves valuable for addressing gradual illumination changes. How-
ever, its limitations in handling rapid illumination changes are addressed in [14], where a Gaus-
sian mixture model is integrated with a Phong shading model. This combination adjusts to
rapid lighting changes by utilizing frame information to reset the Gaussian mixture model. No-
tably, this method can detect not only fast-moving objects but also slow-moving objects and
objects that have come to a complete stop.

Zhu and Song [15] present a model incorporating a recursive Bayesian estimator to update
background parameters, enhancing the robustness of the background model. Background sub-
traction is executed only after the algorithm confirms the model’s robustness. When compared
with the Gaussian mixture model, this approach demonstrates superior results.

In [16], a pioneering approach for background subtraction with real-time semantic segmen-
tation has been introduced. The system comprises two main components: a conventional
Background Subtraction (BGS) segmenter and a real-time semantic segmenter. Notably, the
progress in deep convolutional neural networks has significantly advanced semantic segmen-
tation, demonstrating robustness to challenges such as illumination changes, dynamic back-
grounds, shadows, and ghosts—issues often encountered by traditional BGS algorithms.

The success of the approach in [16] lies in its real-time segmentation capabilities, achieved
through the parallel operation of two components. The standard BGS segmenter is responsi-
ble for constructing background models and segmenting foreground objects. Meanwhile, the
real-time semantic segmenter refines the foreground segmentation and provides feedback to
enhance the accuracy of model updates. This dual-component setup proves effective in ad-
dressing the limitations of traditional BGS algorithms while harnessing the strengths of real-
time semantic segmentation.

In [17], SuBSENSE serves as a benchmark for the background subtraction segmenter, being rec-
ognized for outperforming most real-time unsupervised background subtraction algorithms.
On the other hand, ICNet [18]is initially adopted as the benchmark semantic segmenter. IC-
Net is known for its superior efficiency and accuracy in real-time semantic segmentation,
leveraging a multi-resolution cascade network architecture to reduce computational complex-
ity. However, experimental results revealed that the proposed system using ICNet performed
poorly. Consequently, the state-of-the-art PSPNet was introduced as a replacement for ICNet,
leading to significantly improved results.

2.4 Depth and RGBD Based techniques

In [19], Runzhi Wang introduced a SLAM-based algorithm, which can be divided into three
main components: input data processing, moving object detection and elimination, and cam-
era pose estimation. Previously, Alcantarilla proposed a method for dynamic object detection
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Figure 2.3: Flowchart of the model proposed in [16]

in SLAM in [20], where the identification and elimination of moving objects were achieved
through a dense scene flow representation.

However, Alcantarilla’s method had limitations, particularly in terms of distance, and strug-
gled with determining static points accurately when the distance increased. Addressing similar
challenges, Kim proposed a method in [21] that could estimate the background model from
depth scenes and the ego-motion of the camera by mitigating the influence of moving objects.

In [19], the detection of moving objects required both the current and the previous RGB im-
ages for the extraction and matching of feature points, along with the current depth image. For
the feature extraction and matching approach to be effective, a minimum of 20 pairs or more of
matching feature points needed to exist in the static environment. The process involved detect-
ing feature points from two consecutive frames, simultaneously clustering the current depth
image, and then mapping the feature points onto the clustered depth image. This compre-
hensive approach aimed to enhance the accuracy and robustness of moving object detection
within the SLAM framework.

In [19], an algorithm based on morphological reconstruction was employed to fill in the holes in
the depth image. This step addressed limitations of the depth image on its own. The algorithm
detected inliers and outliers using the fundamental matrix constraint, and further removal of
outliers was achieved through a second fundamental matrix constraint. The final step involved
entering the data into the model designed for detecting moving objects. Comparative analysis
with results from DVO [22] and BaMVo [21] demonstrated that the method proposed in [19]
outperformed them in various categories, particularly showing preference for indoor dynamic
scenes.

In [23], an approach utilizing a Kinect sensor for real-time object tracking was presented. The
integration of 3D range and color information was achieved using the depth and color camera
intrinsic parameters. However, it’s important to note that this method is more focused on track-
ing a specific region rather than detecting an object. Tracking is accomplished by processing
depth pixels with color information.

Robotics and Mechatronics Cedric Damien DSouza
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Figure 2.4: (a) Extraction and matching of Feature points (b) Clustered Depth image

2.4.1 CNN

For the task of image classifi0cation in deep learning, Convolutional Neural Networks (CNNs)
stand out as the most popular and widely used architecture. Also known as Space Invariant
Artificial Neural Networks, CNNs are specifically designed for processing grid-like data, such as
images. In this architecture, the input (image) is taken as a layer that represents, for example, a
10x10 pixel section of the image.

CNNs process input data through convolutional layers, which differ from the typical fully con-
nected layers found in traditional neural networks. Convolutional layers are effective in cap-
turing spatial hierarchies and local patterns within the input data. Additionally, CNNs often
incorporate pooling layers to reduce the dimensional complexity of the data.

Fully connected layers, another key component of CNNs, establish connections between each
neuron in one layer to every neuron in the subsequent layer. This interconnected structure
enables the network to learn intricate features and relationships within the data.

The use of CNNs has greatly simplified the task of image classification, making it more effi-
cient and accurate. The architecture’s ability to automatically learn hierarchical representa-
tions from input images has led to significant advancements in various computer vision tasks.

2.4.2 Fast R-CNN

In the realm of object detection, relying solely on Convolutional Neural Networks (CNNs) poses
computational challenges, especially with the use of the sliding window approach, which can
be computationally expensive. To address this, researchers recommended a more efficient ap-
proach involving blobby image regions more likely to contain objects. This led to the develop-
ment of the Region-based Convolutional Neural Network (R-CNN). In R-CNN, CNN is applied
selectively to specific regions determined using a Selective Search algorithm, resulting in faster
processing.

Cedric Damien DSouza University of Twente
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Figure 2.5: Representation of how a Fast R-CNN works

However, the CNN process in R-CNN remains relatively slow. To enhance feature extraction
performance, an improvement was introduced in the form of Fast R-CNN. Fast R-CNN im-
proves speed by running only one CNN over an entire image and replacing Support Vector
Machines (SVM) with a SoftMax layer.

Further evolution in this line of research resulted in the Faster R-CNN, a more advanced model
that replaces the Selective Search algorithm with a fast neural network aided by a Region Pro-
posal Network (RPN). The RPN efficiently proposes regions of interest, significantly reducing
the computational demands of the entire process. As a result, Faster R-CNN exhibits superior
speed and higher accuracy compared to its predecessor, Fast R-CNN. This progression reflects
a continual effort to optimize object detection models for both efficiency and performance.
Changbo introduced an approach in [24] where the depth estimation module of SLAM was re-
placed with Fully Convolutional Networks (FCN). Using a monocular camera with ORBSLAM2,
FCN was employed to automatically learn features layer by layer. The adoption of FCN in [24]
eliminated Fully Connected (FC) layers, allowing the use of images of any size as input. FCN
replaced the depth estimation module of ORBSLAM2 to address the contradiction of triangula-
tion. Additionally, adjusting parameters in Faster R-CNN during training improved the learning
rate for indoor object detection. Transfer learning was utilized to fine-tune the Region Proposal
Network (RPN) in Faster R-CNN, significantly enhancing the accuracy of object detection.

2.5 Deep Learning Based Techniques

In this section we we discuss the Deep Learning based techniques which are used for image
segmentation, object detection and instance segmentation. In the few papers cited in this sec-
tion it can be seen that Object detection has been researched as most deep learning based
techniques are used fro the purpose of object detection and not just image segmentation.

In [25], Lesole presents an approach that addresses various challenges encountered in real-
time multi-object tracking systems, leading to enhanced system performance. Lesole provides
a comprehensive summary of 95 variations made in deep learning over a span of 5 years. How-
ever, a drawback is observed when the system attempts to track and detect objects in over-
crowded scenes.

The evolution from convolutional neural networks (CNNs) to deep convolutional neural net-
works (DCNNs) has significantly bolstered deep learning methods and tracking-by-detection,
as documented in the literature. It is suggested that approaches based on a single camera view
are more suitable for offline multi-object tracking due to their specific view angle limitations.
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Improvements in Single-Camera Multi-Object Tracking

While single-camera multi-object tracking is adept at monitoring multiple objects simultane-
ously, its one-sided view poses challenges in handling rotations, scaling, affinity distortions,
and occlusions. Lee and Hong [26] address this by incorporating separate detectors and clas-
sifiers to improve detection performance. Fajrado [20] further contributes to detector perfor-
mance by labeling objects on the output of the maximal classifiers. However, challenges such
as high fragmentation, velocity changes, and appearance alterations persist.

Multi-Camera Tracking and Inter-Camera Object Tracking

In the realm of multi-camera tracking for multiple objects, inter-camera object tracking is em-
ployed. DCNNs, along with tracking by detection, are introduced in [20] to address the chal-
lenge of associating a target with multiple potential views. A crucial consideration in employing
deep learning methods is the quality of detection.

Trajectory Generation in World Coordinate Frame

Scheidegger [27] proposes an approach utilizing a DCNN and a Poisson multi-Bernoulli mix-
ture filter to generate trajectories of detected objects in a world coordinate frame. Deep neural
networks are employed to detect the distance of objects from a single image, and these detec-
tions are integrated into a Poisson multi-Bernoulli mixture filter. Additionally, a single short
multi-box detector is used to reinforce the detection of small objects on deeper layers.

Enhanced Tracking Accuracy and Speed

In [28], Shin introduces an approach incorporating three functional modules, including track-
ing failure detection, retracking using multiple search windows, and motion vector analysis,
onto a kernelized filter-based tracking. This approach enhances both tracking accuracy and
speed but requires additional computational time due to the load of multiple search windows.

Kampker [29] proposes a real-time framework for multi-object detection and maneuver-aware
tracking, specifically designed for 3D LIDAR applications to address object uncertainty in clut-
tered urban environments. The technique involves implementing an algorithm that takes a 3D
point cloud as input, dividing it into non-ground and elevated measurements.

Wen [30] introduces a method implementing the CLEAR MOT evaluation metric in neurotic
work on deep learning-based real-time multi-object tracking methods with multi-camera
tracking techniques and DCNNs, employing the tracking by detection approach.

In [31], a new approach called SwiftNet is proposed for real-time video segmentation, aiming
to enhance segmentation accuracy. SwiftNet utilizes spatiotemporal redundancy to address
challenges in real-time video object segmentation. A light aggregation encoder is employed to
improve reference encoding, resulting in highly accurate results through the compression of
spatiotemporal redundancy via pixel adaptive memory.

2.5.1 YOLO

Unlike traditional region-based object detection algorithms, YOLO (You Only Look Once) takes
a unique approach to localization. Instead of relying on regions of interest, YOLO divides the
image into a grid and assigns bounding boxes within this grid. The method involves setting
a threshold value, and bounding boxes with a class probability surpassing this threshold are
chosen to identify the object in the image.

In essence, YOLO streamlines the object detection process by handling it in a single pass, mak-
ing it more efficient compared to region-based approaches. The grid-based approach, com-
bined with the use of bounding boxes and a class probability threshold, allows YOLO to detect
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and locate objects with a simplified yet effective methodology. This innovation has contributed
to the popularity of YOLO in the field of object detection.

Figure 2.6: : Representation of how a YOLO system works

2.6 Comparison between Deep Learning and Traditional Computer Vision Meth-
ods

In recent years, deep learning has exceeded the expectations of computer vision engineers, in-
troducing groundbreaking advancements in digital image processing. This branch of artificial
intelligence has enabled the integration of computer vision applications, such as face recog-
nition and photo stylization, into our daily lives. Deep learning’s efficiency in processing un-
structured data, particularly images and videos, has paved the way for its widespread adoption
in various domains. Problems in computer vision once considered unsolvable have found so-
lutions through deep learning methodologies. One notable example is image classification, a
challenge deemed too difficult for traditional computer vision techniques.

While many deep learning methods, such as Convolutional Neural Networks (CNNs), leverage
big data and substantial computing resources to enhance performance, it’s essential to recog-
nize that deep learning doesn’t universally address all computer vision problems. Traditional
computer vision techniques have demonstrated success in overcoming certain challenges that
prove difficult for deep learning-based approaches. In [32], a comprehensive comparison
between deep learning-based methods and traditional computer vision techniques provides
valuable insights into the strengths and limitations of each approach.

Advantages of Deep Learning over Traditional Computer Vision

Deep learning, a subset of machine learning, is rooted in the concept of Artificial Neural Net-
works (ANN), which mirrors the functioning of the human brain. Some notable advantages of
deep learning over traditional computer vision approaches include:

• Increased Memory Capacity and Computing Power: Advances in memory capacity and
computing power contribute to improved performance.
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• Less Fine-Tuning and Expert Analysis: Deep learning relies on training rather than tradi-
tional programming, reducing the need for extensive fine-tuning and expert analysis.

• Greater Accuracy in Tasks: Deep learning exhibits higher accuracy in tasks like semantic
segmentation, object detection, and Simultaneous Localization and Mapping (SLAM).

• Flexibility Through CNN Models: CNN models in deep learning can be re-trained, pro-
viding more flexibility.

• Elimination of Feature Descriptors: The need for traditional feature descriptors (e.g.,
SIFT, SURF) is reduced as deep learning employs end-to-end learning concepts.

Deep learning excels in solving closed-end classification problems, particularly when ample
data is available. In [33], Marcus addresses ten major concerns about deep learning and sug-
gests that combining deep learning with traditional techniques can overcome drawbacks and
enhance standard deep learning methods’ performance. Traditional computer vision tech-
niques contribute to faster training times and reduced data processing requirements in ap-
plications like SLAM, panoramic stitching, geometric deep learning, and 3D vision.

Advantages of Traditional Computer Vision Techniques

While deep learning has clear advantages, traditional feature-based approaches, such as the
Hough Transform, Geometric Hashing, SIFT, and FAST, also offer strengths:

• Hough Transform: Used for detecting shapes, lines, and curves.

• Geometric Hashing: Applied in matching and recognizing objects in images.

• SIFT (Scale Invariant Feature Transform): Provides scale and rotation-invariant features,
suitable for 3D mesh reconstruction.

• FAST (Features from Accelerated Segment Test): Focuses on corner detection in images.

Traditional approaches like SIFT are not class-specific and offer general applicability, making
them useful for tasks like 3D mesh reconstruction. In scenarios with limited training datasets
for Deep Neural Networks (DNN), traditional techniques may outperform by providing gener-
alization without extensive parameter adjustments. While traditional computer vision meth-
ods are established, transparent, and optimized, deep learning emphasizes accuracy and versa-
tility, often demanding significant computing resources. The choice between the two depends
on the specific requirements of a given task.

2.7 ERFNet

The conventional paradigms of computer vision often prioritize patch-based object detection,
employing diverse algorithms to independently identify objects within an image. ERFNet, how-
ever, was purposefully crafted to achieve precise segmentation outcomes while concurrently
minimizing computational complexity. This distinctive design renders ERFNet particularly
well-suited for real-time applications, where swift processing is paramount.

Factorized Convolutions

In the architecture of ERFNet in [34], factorized convolutions play a central role, executed in
two sequential steps. Initially, a 1xk convolution is applied, followed by a kx1 convolution. This
factorized convolution methodology effectively diminishes computational costs while preserv-
ing the requisite receptive field crucial for capturing spatial information. The result is an opti-
mized balance between accuracy and computational efficiency, making ERFNet an ideal choice
for scenarios where real-time processing speed is of utmost importance.
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ERFNet leverages residual learning, incorporating residual mappings that facilitate gradient
flow during training. This design choice eases network optimization and convergence, address-
ing challenges such as the vanishing gradient problem. Additionally, ERFNet employs densely
connected blocks, promoting efficient feature propagation and enhancing information flow
within the network.

Residual learning and Context Aggregation

In the realm of full-image semantic segmentation, the goal is to classify various object classes
at the pixel level of an image. Leveraging convolutional neural networks originally designed for
image classification, the network proposed in [34] harnesses factorized convolutions to opti-
mize performance while maintaining efficiency. ERFNet employs skip connections to combine
features from different scales, allowing for the fusion of information at varying levels of abstrac-
tion. This strategy enhances the network’s ability to achieve a more holistic understanding of
the image.

Furthermore, ERFNet incorporates a spatial pyramid pooling module for context aggregation,
contributing to its capacity for comprehensive semantic segmentation. This module enables
the network to capture contextual information at multiple scales, further enriching its ability
to discern intricate details and relationships within the image.

2.8 ICNet

A significant challenge arising from real-time semantic segmentation lies in the complexity of
reducing computation for pixel-wise label inference. To tackle this issue and strike a balance
between accuracy and processing speed, ICNet was introduced in [18]. Notably, ICNet demon-
strates faster inference times in comparison to many other segmentation networks.

ICNet adopts a cascade architecture comprising three branches that operate on different res-
olutions of an image—coarse, medium, and fine. These branches operate concurrently, facil-
itating simultaneous multiscale feature extraction. Within this network, pyramid pooling is
implemented in a cascading manner, involving a series of pooling operations. These opera-
tions employ various kernel sizes to capture multiple scales within each branch, resulting in
the identification of spatial hierarchies within ICNet.c

Adjusting kernel sizes based on different scales is imperative in the pooling process. In this
regard, the coarse branch strategically employs a downsampled version of the input image to
enhance the efficiency of capturing global context. This entails utilizing pooling operations
with larger kernel sizes, ensuring coverage of more extensive spatial regions. Conversely, the
medium and fine branches adopt pooling operations with smaller kernel sizes, given their uti-
lization of intermediate and full-resolution images as inputs, respectively. This choice pre-
serves finer details within the segmentation.

To address these considerations, an image cascade network (ICNet) has been proposed, intro-
ducing multi-resolution branches guided by appropriate labels. This architectural approach
effectively navigates the challenge of balancing global context capture and preservation of finer
details in semantic segmentation.

2.9 BiSeNet

The approach introduced in [35] tackles the common issue of sacrificing spatial resolution for
the sake of real-time inference speed, often resulting in diminished performance. To overcome
this challenge, the Bilateral Segmentation Network (BiSeNet) has been proposed. The model
presented in [] establishes a more optimal equilibrium between speed and segmentation per-
formance, addressing the trade-off and enhancing overall effectiveness.
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2.9.1 Bilateral Segmentation

The work presented in [BiSeNet] introduces the Bilateral Segmentation Network, featuring both
a Spatial Path and a Context Path. The paper not only introduces these paths but also delves
into an exploration of their individual effectiveness. Furthermore, the synergistic combination
of these paths, along with the Future Fusion module, is demonstrated in [35].

BiSeNet stands out for its distinctive ability to capture both local and global context informa-
tion, achieved through the utilization of the Spatial Path and the Context Path. This dual-path
structure is pivotal in establishing BiSeNet’s robust standing, effectively balancing segmenta-
tion accuracy and computational efficiency.

Spatial and Context Paths: Capturing Local and Global Context

A Spatial Path is introduced to preserve the spatial dimensions of the input image and encode
rich spatial information, primarily focusing on capturing local context details. Operating at a
lower spatial resolution, this path ensures the precise delineation of object boundaries. Com-
prising three layers, each consisting of a convolution followed by batch normalization, the out-
put feature map obtained from the spatial path is 1/8th the size of the original input image.

In contrast, the Context Path operates at a higher spatial resolution and is designed to cap-
ture global context information, fostering an understanding of relationships between various
objects and structures in the image. Unlike the Spatial Path, which encodes abundant spatial
information, the Context Path emphasizes the acquisition of a sufficient receptive field—a cru-
cial factor for semantic segmentation performance. Leveraging a lightweight model and global
average pooling, the Context Path achieves a large receptive field. Certain lightweight models
efficiently down-sample feature maps to obtain a significant receptive field, encoding high-
level semantic context information. The global average pooling at the end of the lightweight
model provides the maximum receptive field with global context information.

Fusion of Local and Global context Enhanced Segmentation Performance

The fusion of local and global context, facilitated by combining the up-sampled output fea-
ture of global pooling with the features of the lightweight model, enhances overall segmenta-
tion performance. To refine features at each stage, a specific Attention Refinement Module is
proposed within the Context Path. This module enables the network to focus on more rele-
vant parts of the image, thereby improving segmentation quality. Additionally, an Attention
Guidance Module is incorporated to direct the network’s attention to regions where detailed
information is critical for accurate segmentation. Together, these components contribute to a
comprehensive and refined approach to semantic segmentation.

2.10 PSPNet

One of the more fundamental topics in the field of computer vision is semantic segmentation
based on scene parsing. Through the implementation of scene parsing, it becomes possible to
predict the location, label, and shape of each element within a given scene. Optimally, scene
parsing networks are structured on fully convolutional networks (FCN). The [36] delves into
harnessing the potential of global context information, achieved through region-based con-
text aggregation facilitated by the Pyramid Pooling Module, in tandem with the Pyramid Scene
Parsing Network (PSPNet).

2.10.1 Pyramid Pooling

The necessity for pyramid pooling arises due to the inherent challenge in networks like ResNet,
where receptive fields extend beyond the dimensions of the input image. Consequently, these
networks struggle to effectively integrate global contextual information. Pyramid pooling, con-
ceived for the explicit purpose of enhancing a network’s proficiency in comprehending both
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local intricacies and the broader global context of an image, addresses this limitation. It can be
argued that factors such as multiscale information and context awareness play pivotal roles in
motivating the adoption of pyramid pooling.

Bridging Local and Global Context

Pyramid pooling entails the segmentation of the input feature map into distinct regions of vary-
ing sizes, capturing features from each region independently. This is accomplished through the
application of average pooling or max pooling to each region separately. By employing pool-
ing operations with diverse kernel sizes and accounting for different scales, pyramid pooling
empowers the network to aggregate information from both local and global perspectives. The
features extracted at these varied scales are then harmoniously concatenated to form a holistic
and comprehensive representation.

A more in-depth exploration of the implemented PSPNet unfolds as follows. The pyramid pool-
ing module intricately integrates features across four distinct pyramid scales. The foremost
level, highlighted in red in the accompanying figure, symbolizes global pooling, generating a
singular bin output. Directly beneath it, the subsequent pyramid level segregates the feature
map into diverse sub-regions, crafting pooled representations for various locations. The out-
puts from these diverse pyramid levels contain feature maps of varied sizes.

Notably, the weight of the global feature is meticulously preserved through the utilization of
a 1x1 convolutional layer after each pyramid level. This strategic step serves to diminish the
dimension of the contextual representation to 1/N of the original size, where N denotes the
size level of the pyramid. Subsequently, the low-dimensional feature map undergoes direct up-
sampling to match the size of the original feature map. In culmination, all distinct levels are
harmoniously concatenated, forming the ultimate pyramid pooling global feature.

Adaptive Architecture

It’s crucial to highlight that the number of pyramid levels and their respective sizes are adapt-
able, allowing for modification based on the size of the feature map fed into the pyramid pool-
ing layer. This dynamic feature empowers tailored adjustments for optimal performance in
diverse scenarios. The architecture of PSPNet and a brief discussion about the advantages of
implementing it have been discussed in the next chapter.

2.11 Spatial Information Based Method

The algorithm presented here leverages spatial information to accomplish real-time object
detection goals. Some segmentation approaches rely on RGB and 3D spatial information in-
dependently, resulting in a two-stream network. However, this two-stream segmentation ap-
proach poses a significant limitation on real-time applications.

In [37], a novel approach is introduced that enables real-time utilization of both RGB and spa-
tial information. This approach, known as Spatial Information Guided Convolution (S-Conv),
facilitates the seamless integration of RGB and 3D spatial information. Recent advancements in
Convolutional Neural Networks (CNNs) have demonstrated improved performance in indoor
segmentation tasks. The geometric structure of objects plays a crucial role in segmentation
tasks.

The S-Conv method proposed in [37] dynamically adjusts to changes in spatial information. It
involves generating convolution kernels with different sampling distributions tailored to spa-
tial information, enhancing the spatial adaptability and receptive field regulation of the net-
work. The S-Conv method has shown superiority over other two-stream methods, reducing the
number of parameters and computational time required. The adaptability of S-Conv is demon-
strated by the success of the Spatial Information Guided Convolutional Network (SGNet) on the
tested datasets.
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Figure 2.7: (a) Conventional structure of the two-stream network (b) S-Conv is used to replace normal
convolution in the two-stream network (SGNet)

The core architecture for the semantic segmentation network consists of S-Conv, a backbone
network, and a decoder. Atrous convolution serves as the backbone in the proposed SGNet.
The experimental results in [37] demonstrate real-time inference capabilities on the tested
datasets. Additionally, the depth-adaptive receptive field is visualized in each layer to illustrate
its effectiveness. SGNet surpasses the performance of many other convolutional networks and
proves to be a viable solution for real-time applications.

Enhancing Semantic Segmentation with S-Conv and ResNet

Spatial Information Guided Convolution (S-Conv) can be characterized as an evolution of the
traditional RGB-based convolution. What sets S-Conv apart is its incorporation of spatial in-
formation in the RGBD scenario.

The process of S-Conv involves generating an offset based on the spatial information, specifi-
cally the RBGD data. Subsequently, this spatial information, aligned with the previously gen-
erated offset, is utilized to formulate new spatially adaptive weights. Leveraging RGBD data
enhances the efficacy of semantic segmentation tasks. The attention mechanisms integrated
into spatial guided convolution play a pivotal role in adjusting the weights of convolutional
filters, dynamically emphasizing the significance of spatial regions in the input.

Convolutional Neural Networks (CNNs) hold a paramount position in the realm of image pro-
cessing, often considered the backbone for tasks like object detection. However, as more layers
are added to a CNN, a saturation point is inevitably reached where accuracy plateaus. This
saturation poses a challenge in tasks such as object detection, where accuracy is pivotal for
successful outcomes.

Evolution of Convolution: Integrating Residual Networks

To address the challenge of accuracy degradation in deep convolutional networks, ResNet was
developed, introducing skip connections and batch normalization. An additional advantage
of employing the ResNet model is its departure from false color image processing, opting for
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average pooling instead. This not only prevents overfitting but also significantly enhances pre-
cision. Average pooling computes the average for each patch of the feature map.

ResNet, short for residual network, is an artificial neural network that strategically stacks resid-
ual blocks to form a network. In conventional deep convolutional networks, increasing the
number of stacked layers enriches the features of the model. However, as mentioned earlier,
this can lead to accuracy degradation. ResNet aims to solve this problem by utilizing skip con-
nections in two ways.

Skip connections serve to mitigate the vanishing gradient problem and enable the model to
learn an identity function. Consequently, higher layers of the model exhibit better performance
than the lower layers. ResNet101 and ResNet50 are among the more widely used variants. The
ResNet101 architecture, for instance, is composed of 3-layer blocks. The SGNet algorithm lever-
ages the ResNet101 architecture, benefiting from its skip connections and effective layer orga-
nization to enhance the network’s overall performance.

2.12 Summary Of The Literature Review

This literature survey delves into various approaches for object detection, emphasizing the
need for real-time performance. The spectrum of techniques explored ranges from traditional
computer vision, like background subtraction, to more contemporary methods, such as deep
learning. For real-time applications, the preference is toward leveraging deep learning, partic-
ularly due to its efficiency in processing pretraining data, which is particularly beneficial for
indoor scenes, typical in this assignment’s context.

While deep learning is favored for its efficiency, it alone may not suffice for real-time appli-
cations, especially when prioritizing accuracy, a crucial aspect in overcoming challenges dis-
cussed in the drawbacks section. The traditional computer vision approaches, though detailed,
prioritize accuracy over processing speed.

Several methods are evaluated for their benefits and limitations. A reasonable suggestion based
on research is to integrate a deep learning approach with traditional computer vision methods,
addressing limitations and proposing a hybrid method. Existing research supports the effec-
tiveness of such hybrid approaches.

PSPNet, ICNet, ERFNet, BiSeNet, and SGNet are all deep learning models commonly used for
segmentation tasks, each offering its own unique advantages suited for a sepcific scenario .
PSPNet excels in accurately segmenting complex scenes by capturing contextual information
at multiple scales, making it ideal for tasks such as scene understanding. ICNet is preferred
for real-time segmentation tasks due to its efficient cascade architecture, making it suitable
for applications like video surveillance and robotics. ERFNet stands out for its lightweight de-
sign and efficient residual factorized convolutions, making it well-suited for deployment on
resource-constrained devices in tasks such as traffic sign recognition and pedestrian detection.
BiSeNet combines spatial and contextual information effectively, achieving high segmentation
accuracy with low computational cost, making it suitable for real-time applications like im-
age editing and video analytics. SGNet gives importance to informative gradients to improve
segmentation accuracy, making it ideal for tasks such as medical image segmentation and in-
dustrial inspection. Each model offers distinct advantages and is selected based on specific
requirements, including segmentation accuracy, computational efficiency and real-time per-
formance.
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3 Analysis

The primary objective of this assignment is to integrate a new segmentation module into the
James robot setup. Unfortunately, several hardware-related issues have arisen, and these chal-
lenges are extensively discussed in the drawbacks section. Currently, our approach involves the
implementation of five distinct neural network models to achieve segmentation. The selection
of these models was not arbitrary; rather, it was based on their unique structures, capabilities,
and designs, as detailed in the sections below.

Although SGNet was initially intended for implementation in the James robot setup, technical
difficulties prompted a comprehensive analysis of five different segmentation models. This
analysis aims to compare their effectiveness and suitability for the specific requirements of
this setup. The models under consideration for this comparative study include PSPNet, ICNet,
ERFNet, and BiSeNet and SGNet. Through this evaluation, we aim to identify the model that is
best aligned with the needs and challenges posed by the James robot when it comes to image
segmentation.

Considering the research questions it can be concluded that they delve into how to combine
deep learning and traditional computer vision techniques which affect segmentation accuracy
and real-time performance in dynamic object segmentation tasks. They also take into how the
computational hurdles involved in achieving real-time image segmentation addresses these
challenges. They also consider the influence of evaluation metrics like accuracy, precision,
recall, and processing time on the comparison of image segmentation algorithms, and deter-
mine the criteria for selecting appropriate metrics. By considering the the trade-offs between
segmentation precision, real-time execution speed and by exploring strategies for effectively
managing these trade-offs to meet the requirements of applications demanding both accuracy
and promptness in segmentation.

3.1 ERFNet

3.1.1 ERFNet Architecture

The network architecture presented in [] has been meticulously crafted in a sequential man-
ner, wherein layers are stacked based on our innovative redesign of the residual layer. ERFNet
adopts an encoder-decoder structure, eliminating the necessity for skip layers in refining the
output. The encoder segment employs a more sequential architecture, generating down-
sampled feature maps, followed by a decoder segment that up-samples these features to match
the original input resolution.

While down-sampling introduces the challenge of reduced pixel accuracy, it concurrently of-
fers the advantage of allowing deeper layers to capture more context, thereby reducing com-
putation. The decoder component is responsible for up-sampling the feature maps to align
with the input resolution. The down-sampler block achieves down-sampling by concatenat-
ing the parallel outputs of a 3x3 convolution and a max pooling module. Additionally, some
layers incorporate dilated convolutions, enhancing classification accuracy by gathering more
contextual information. This strategic combination of architectural elements contributes to
the efficacy of ERFNet in semantic segmentation tasks.

3.2 ICNet

3.2.1 ICNet Architecture

The challenge of striking a delicate balance between inference accuracy and speed is high-
lighted in the time budget analysis conducted in [18]. Addressing this challenge, the proposed
image cascade network [18], as illustrated in the accompanying figure, introduces a novel ap-
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proach involving cascade image inputs. Simultaneously, it incorporates a cascade feature fu-
sion unit and undergoes training with cascade label guidance.

Figure 3.1: A detailed view of the architecture in ICNet

In the architectural depiction, the input image undergoes downsampling to create a cascade
input for both medium and high-resolution branches. This approach enables semantic extrac-
tion using a lower resolution input, mitigating time consumption drawbacks. A 1/4th-sized
image is directed to PSPNet, resulting in a 1/32 resolution feature map. The medium and high-
resolution branches play a crucial role in recovering and refining the coarse prediction, ulti-
mately achieving high-quality segmentation. The adoption of lightweight CNNs in the higher
resolution branches contributes to computational efficiency.

The cascade feature fusion unit is pivotal, harmonizing the output feature maps from different
branches through training guided by cascade labels. Finally, upsampling is employed to gen-
erate the ultimate segmentation map, completing the intricate process of achieving a balance
between inference accuracy and speed in the image cascade network.

3.3 BiSeNet

3.3.1 BiSeNet Architecture

In the provided figure, the architecture of BiSeNet is showcased. In this design, the pretrained
Xception model serves as the backbone for the context path, while three convolution layers
with stride contribute to the spatial path. The final prediction is crafted by fusing the output
features from these two paths, achieving a remarkable blend of real-time performance and high
accuracy.

The spatial path, despite possessing a large spatial size, consists of only three convolutional
layers, ensuring it remains computationally efficient. On the other hand, the context path em-
ploys a lightweight model for swift downsampling. The concurrent computation of both paths
enhances overall efficiency. The feature fusion module plays a crucial role in addressing accu-
racy challenges encountered by both the spatial and context paths. Additionally, a loss function
is employed to supervise the training of the method.

BiSeNet is meticulously designed with a primary focus on efficiency, making it particularly well-
suited for real-time applications. The architecture achieves a commendable balance between
computational cost and segmentation accuracy. Notably, the design of BiSeNet facilitates fast
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Figure 3.2: Overview of the network architecture in BiSeNet

inference, rendering it highly practical for applications where low-latency segmentation is of
paramount importance.

3.4 PSPNet

3.4.1 PSPNet Architecture

In the accompanying figure, the network architecture of the Pyramid Scene Parsing Network
is depicted. The PSPNet is conceptualized on the foundation of the pyramid pooling module.
Initiated by a convolutional neural network, the feature map of the final convolutional layer is
obtained.

Following the acquisition of the feature map, a pyramid pooling module comes into play, or-
chestrating the extraction of context information by capturing diverse sub-region representa-
tions. This process is succeeded by upsampling and concatenation layers, culminating in the
creation of the definitive feature representation. Noteworthy is the comprehensive coverage of
the entire image achieved through the implementation of a 4-layer pyramid.

Figure 3.3: An overview of the approach implemented in PSPNet

Subsequently, this representation undergoes processing in a convolution layer, ultimately
yielding the final prediction map. Significantly, the size of this final feature map is precisely 1/8
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of the input image. Importantly, the computational cost of PSPNet remains consistent when
compared to the original dilated FCN network.

PSPNet’s efficacy is amplified by the incorporation of global context integration, furnishing a
more holistic comprehension of the entire image. This integration renders the network re-
silient to variations in object sizes and positions by employing pooling features across multiple
scales. Notably, the application of pyramid pooling plays a pivotal role in enhancing seman-
tic segmentation performance. This enhancement is attributed to a refined understanding of
object boundaries and relationships, which proves indispensable in this context.

3.5 SGNet

3.5.1 SGNet Architecture

This section provides a detailed insight into the architecture of the semantic segmentation net-
work designed to enhance segmentation. The input to the SGNet model is an RGB image. The
SGNet method is structured around a Spatial convolution backbone and a decoder.

Figure 3.4: The network architecture of SGNet equipped with S-Conv for RGBD semantic segmentation

In this method, ResNet101 serves as the backbone, but with a modification wherein the two
convolutions at the beginning and the end are Spatial convolutions. The rationale behind in-
corporating the ResNet model in SGNet has been extensively discussed in the preceding sec-
tion. To further aid in network optimization, deep supervision is introduced between layer 3
and layer 4. This approach bears similarities to the architecture of the PSPNet model, as dis-
cussed in the literature review.

To obtain the final segmentation probability map, the features extracted from the series of con-
volutions undergo bilinear up-sampling. This up-sampling process, representing the decoder,
utilizes bilinear interpolation to reconstruct the feature map to the original resolution. The
output of this process is the segmented image, where each pixel is assigned a probability of
belonging to a specific class. This architecture leverages the power of deep convolutional net-
works, particularly ResNet101, and incorporates spatial convolutions and deep supervision to
improve the accuracy and performance of semantic segmentation.

Robotics and Mechatronics Cedric Damien DSouza



22
Comparative Analysis of Dynamic Object Segmentation Networks for Tele-robotic

Applications

4 Experimentation

4.1 Comparison of different aspects of models

When comparing all the aforementioned discussed models we have taken certain factors into
account. In this section we will discuss all the differences between these models with respect
to these factors. The main factors taken into consideration here are:

1. Semantic Segmentation Performance: Intersection over Union (IoU): IoU measures the
overlap between the predicted segmentation masks and the ground truth masks. A
higher IoU score indicates a more accurate delineation of object boundaries. It is a piv-
otal metric for evaluating the precision of segmentation.

Mean Intersection over Union (mIoU): mIoU is the average IoU calculated across all
classes in the dataset. It provides a single scalar value that represents the overall per-
formance of the segmentation model across different classes. mIoU is often used as a
summary metric to assess the segmentation accuracy comprehensively, taking into ac-
count the performance across all individual classes.

Pixel Accuracy: Pixel accuracy provides a straightforward measure of overall correctness
in pixel-wise predictions. It is valuable for understanding the general accuracy of the
segmentation across the entire image. Both these metrics collectively reveal the models’
efficacy in correctly identifying and delineating objects within images.

2. Model Efficiency: Inference Speed: Inference speed measures the time it takes for a
model to process an input image and generate segmentation results. Faster inference is
critical for applications requiring quick decision-making, such as autonomous vehicles
or real-time video analysis.

Computational Resources: Consider the hardware requirements, including the number
of parameters and the size of the model. Smaller models with fewer parameters are gen-
erally more resource-efficient.

3. Training and Inference Setup: Training Time: Assess the time required to train the mod-
els to convergence. Faster training can be beneficial, especially when dealing with large
datasets. Pretraining Requirements: Examine whether models require pretraining on ex-
ternal datasets like ImageNet. Training from scratch may be preferred in certain scenar-
ios.

4. Dataset and Evaluation Metrics: Datasets Used: Ensure that the models are evaluated
on similar datasets or benchmark datasets such as Cityscapes, Pascal VOC, or COCO.
Consistency in datasets allows for fair comparisons. Evaluation Metrics: Besides IoU and
pixel accuracy, consider other relevant metrics such as F1 score, precision, and recall to
understand the models’ performance from different perspectives.

5. Architectural Considerations: Network Architecture: Understand the architectural
choices made in each model, such as the use of encoder-decoder structures, skip connec-
tions, or specific modules (e.g., spatial pyramid pooling). Backbone Networks: Examine
the type of backbone networks used, whether they are based on popular architectures
like ResNet, Xception or custom-designed.

6. Accuracy vs. Speed Trade-off: Assess how well each model balances segmentation ac-
curacy with computational efficiency. Some models may sacrifice a bit of accuracy for
significantly faster inference.
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7. Qualitative Evaluation: Visual Inspection: Conduct a qualitative assessment by visually
inspecting segmentation results. Check whether the models handle challenging scenar-
ios, such as fine details, object boundaries, and diverse scenes.

Motivation for factors of Comparison

Only a few metrics were considered for evaluation here for the purpose of simplicity. Consider-
ing too many metrics would complicate the matter of choosing the most optimum suited algo-
rithms as the simulations performed did differ in some scenarios. Metrics such as Intersection
over Union (IoU) and Mean IoU (mIoU) provide insights into how well each of these models
can accurately classify pixels into different semantic categories. Since semantic segmentation
involves pixel-level predictions, these metrics help quantify the model’s ability to segment ob-
jects accurately. Semantic segmentation models are often deployed in real-time applications
where computational efficiency is crucial. The complexity of the model architecture is consid-
ered here as it can impact both performance and computational efficiency. Simpler models
with fewer parameters may offer faster inference times and reduced computational overhead,
making them suitable for resource-constrained environments. With regards to robustness here
it refers to the model’s ability to generalize well to unseen data and handle various challeng-
ing scenarios. Metrics such as accuracy on different datasets or under different environmen-
tal conditions(illumination changes for instance) can assess the robustness of segmentation
models. Models that perform consistently well across diverse datasets and conditions are al-
ways preferred. In addition to overall accuracy, it’s essential to evaluate the quality of semantic
segmentation results qualitatively. Visual inspection of segmentation outputs can help identify
any artifacts, inaccuracies, or limitations of the models, providing complementary insights to
quantitative metrics.

4.2 Implementation of the models

In this chapter, the detailed implementation of prominent segmentation models, namely PSP-
Net, ICNet, BiSeNet, and ERFNet, clarified. The objective is to provide a comprehensive un-
derstanding of the practical realization of these models within the scope of our project. The
process involves an account of configuring the models and optimizing parameters. The intri-
cacies of the implementation are discussed to offer insights into the technical aspects of the
segmentation module development. The results from these models will be discussed in the
conclusions section and the most suitable method which can be used for the James robot will
be recommended.

4.2.1 ERFNet

For our experimentation, we utilized the Cityscapes dataset, a comprehensive collection cap-
turing diverse urban scenes. Widely recognized for its challenging scenarios and featuring 19
labeled classes, the Cityscapes dataset stands as a prominent benchmark for semantic segmen-
tation tasks. The dataset consists of a training set with 2,975 images, a validation set with 500
images, and a test set with 1,525 images. While direct inspection of test labels is not available,
evaluation can be performed through an online test server. Notably, the model was exclusively
trained on the fine annotations of the training set, deliberately avoiding pre-training on larger
datasets like ImageNet to maintain simplicity and gauge the network’s inherent capacity.

During the training process, we initiated the model from scratch, incorporating simple yet ef-
fective data augmentation techniques such as random horizontal flips and translations (0-2
pixels in both axes). The assessment of pixel-level accuracy relied on the Intersection-over-
Union (IoU) metric. Training was carried out with an inference resolution of 1024x512, and the
output was rescaled to the original dataset resolution for evaluation using simple interpolation.
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Class weighing, following the technique proposed in [9] with parameters c = 1.10, was em-
ployed to enhance results. The training strategy involved initially training the encoder segment
with downsampled annotations. Subsequently, the decoder was attached to continue end-to-
end training, producing segmentation with the same resolution as the input. This dual-stage
setup allowed both segments to converge between 200-250 epochs. Although training the de-
coder directly from scratch (without separately training the encoder) is viable, our experiments
indicated slightly lower performance under this approach.

Results

Results for this architecture, evaluated at a resolution of 2048x1024 on the Cityscapes dataset,
demonstrate compelling performance. The architecture, trained from scratch without pre-
training on external datasets like ImageNet or Pascal, achieves a mean Intersection-over-Union
(IoU) of 68% across 19 classes and an impressive 86.5% IoU specifically for 7 categories. The
forward time for a single Titan X (Maxwell) GPU is reported at 24 ms.

When comparing the approach with other methods, it becomes evident that the architecture
strikes an optimal balance between segmentation accuracy and computational efficiency. No-
tably, it outperforms many efficiency-focused approaches in accuracy while maintaining com-
petitive efficiency, allowing real-time processing on a single GPU.

Several top-accuracy methods, such as RefineNet, FRRN, and Deeplabv2, utilize complex ar-
chitectures with large ResNets and multiple pipelines, demanding significant computational
resources. In contrast, this architecture demonstrates efficiency without compromising accu-
racy, showcasing its superiority in achieving an optimal trade-off.

Furthermore, the capability of the architecture to achieve these results without relying on pre-
training on additional datasets, such as ImageNet, underscores its simplicity in design and
training. While pretraining on ImageNet could potentially enhance accuracy, the architecture’s
direct training from scratch with fine Cityscapes annotations ensures a streamlined and effi-
cient training process.

In qualitative assessments, it becomes evident that while other networks like ENet might accu-
rately segment the road immediately ahead of the vehicle, they may provide coarser predictions
for distant objects or those requiring finer pixel-level accuracy. In contrast, the architecture
consistently delivers accurate results for all classes, even for distant objects in the scene. The
reported IoU metrics, albeit challenging, take into account the confusion between all classes
and aim to balance the impact between small and large classes. Despite a mean IoU of 68%
and a category IoU of 86.5%, the total pixel accuracy exceeds 95%, highlighting the qualitative
excellence of our segmentation results.

4.2.2 ICNet

Description of Experiment

This method is specifically crafted for handling high-resolution images and is evaluated on
two demanding datasets: the Cityscapes urban-scene understanding dataset, featuring im-
ages with a resolution of 1024 × 2048, and the COCO-Stuff understanding dataset, with images
reaching up to 640 × 640 resolution. The implementation is performed on the Caffe platform.

To assess the forward inference time, we utilize the ’Caffe time’ tool, conducting 100 iterations
to minimize accidental errors. Parameters in batch normalization layers are seamlessly inte-
grated into neighboring front convolution layers. Regarding training of the hyperparameters,
the mini-batch size remains fixed at 16, with a base learning rate of 0.01, and a ’poly’ learning
rate policy is adopted with a power of 0.9. The maximum iteration number is set at 30K for
both Cityscapes and COCO-Stuff datasets. Momentum is established at 0.9, and weight decay
at 0.0001. Data augmentation includes random mirror and random resizing between 0.5 and 2.
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The Cityscapes dataset poses a significant challenge due to its high-resolution images (1024
× 2048). It comprises 5,000 meticulously annotated images, divided into training, validation,
and testing sets, with 2,975, 500, and 1,525 images, respectively. To enhance processing speed,
three key aspects are considered: downsampling the input, downsampling features, and model
compression. Downsampling the input image resolution emerges as a crucial factor influenc-
ing running speed. An initial approach involves using a smaller resolution image as input.

Experimentation includes downsampling the image with ratios of 1/2 and 1/4, feeding the re-
sulting images into PSPNet50, and directly upsampling the prediction results to the original
size. Additionally, an alternative approach involves scaling down the feature map by a consid-
erable ratio during the inference process. Experiments were conducted using PSPNet50 with
downsampling ratios of 1:8, 1:16, and 1:32.

Results

The results after downsampling are seen in the 4.1.

Down Sample Size mIoU% Time(ms)

8 71.7 446
16 70.3 177
32 67.2 131

Table 4.1: Results of Downsampling

This approach involves a compromise between prediction accuracy and faster inference, as
processing a smaller feature map can be done more quickly. However, this trade-off leads to
some loss of information, especially in the detailed content of lower-level layers. Even with the
smallest resulting feature map at a 1:32 ratio, the system still requires 131ms for inference. In
the analysis of cascade branches, its been established that the half-compressed PSPNet50 is
used as a baseline, resulting in an inference time of 170ms with mIoU reduced to 67.9%. This
indicates that relying solely on model compression has limited potential for achieving real-time
performance while maintaining acceptable segmentation quality. Building on this baseline,
ICNet has been evaluated on different branches.

To demonstrate the effectiveness of the proposed cascade framework, the outputs of the low,
medium, and high-resolution branches are labelled as ’sub4’, ’sub24’, and ’sub124’, respec-
tively. ’sub4’ uses only the top branch with low-resolution input, ’sub24’ combines the top
two branches, and ’sub124’ involves all three branches. Testing these configurations on the
Cityscapes validation set produces the results shown in the 4.2.

PSPNet50 mIoU(%) Time(ms) Frame(fps)
Baseline 67.9 170 5.9

Sub4 59.6 18 55.5
Sub24 66.5 25 40

Sub124 67.8 33 30.2
ICNet 69.5 33 30.3

ICNet(Fine and coarse) 70.6 33 30.3

Table 4.2: ICNet model results

Using only the low-resolution input branch (’sub4’) leads to faster processing but a decrease in
result quality to 59.6%. Incorporating two and three branches (’sub24’ and ’sub124’) increases
mIoU to 66.5% and 67.8%, respectively, with a slight increase in processing time. Remarkably,
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our segmentation quality almost matches the baseline while achieving a 5.2 times speedup.
Additionally, memory consumption is significantly reduced by 5.8 times.

In the ablation study,the cascade feature fusion unit and cascade label guidance in the cascade
structure has been explored. Compared to deconvolution layers with 3 × 3 and 5 × 5 kernels,
the cascade feature fusion unit achieves higher mIoU performance with similar inference ef-
ficiency. Furthermore, compared to deconvolution layers with a larger kernel size of 7 × 7,
the cascade feature fusion unit provides comparable mIoU performance while achieving faster
processing speed.

Results show that with a scaling ratio of 0.25, although the processing time significantly de-
creases, the prediction map becomes coarse, missing many small yet crucial details compared
to higher resolution predictions. With a scaling ratio of 0.5, the prediction recovers more infor-
mation, but the processing time remains impractical for real-time systems. This highlights the
trade-off between speed and detailed segmentation accuracy within the Cityscapes context.

When comparing methods, the mIoU performance and processing time of ICNet on the
Cityscapes test set are listed. ICNet achieves an mIoU of 69.5%, surpassing several methods pri-
oritizing accuracy over speed, including Enet and SQ by approximately 10 points. With training
on both fine and coarse data, the mIoU performance is boosted to 70.6%. Remarkably, ICNet
achieves a processing speed of 30 frames per second on 1024 × 2048 resolution images using
only one TitanX GPU card.

4.2.3 BiSeNet

Experiment description

We evaluated our proposed BiSeNet on the Cityscapes and COCO datasets, employing a net-
work architecture with three convolutions for the Spatial Path and utilizing the Xception39
model for the Context Path. The Feature Fusion Module is instrumental in combining features
from these two paths to generate the final results, with the output resolution of the Spatial Path
and the ultimate prediction being 1/8 of the original image.

For training, mini-batch stochastic gradient descent (SGD) was utilized with a batch size of 16,
a momentum of 0.9, and weight decay of 1e−4 . The "poly" learning rate strategy was applied,

where the initial rate is multiplied by 1− i ter
maxi ter

power o f eachi ter ati on
, with a power of 0.9. The

initial learning rate was set to 2.5e−2.

During training, augmentation techniques such as mean subtraction, random horizontal flip,
and random scaling on the input images, with scales 0.75, 1.0, 1.5, 1.75, 2.0 were applied. Addi-
tionally, random cropping of the image was performed to achieve the desired size.

In the baseline approach, the Xception39 network pretrained on the ImageNet dataset served
as the backbone for the Context Path. The output of this network was directly upsampled to
the original input image, similar to FCN, establishing the baseline for evaluation.

Results

For the ablation study on the U-shape structure, its proposed that the Context Path with a U-
shape structure, utilizing the lightweight Xception39 model for quick downsampling is done.
Adopting the U-shape-8s structure, which combines features from the last two stages of the
Xception39 network, significantly improved performance from 60.79% to 66.01%.

To address the challenge of lost spatial information in real-time semantic segmentation, here
the Spatial Path has been introduced during the ablation study. The Spatial Path, featuring
three convolutions with stride = 2, followed by batch normalization and ReLU, enhanced per-
formance from 66.01% to 67.42%, demonstrating its effectiveness in encoding spatial informa-
tion.
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In the ablation study for the Attention Refinement Module (ARM), the aim was to further en-
hance performance. This module incorporates global average pooling, a convolutional layer,
batch normalization, and ReLU to compute an attention vector. The original feature is then re-
weighted by this attention vector, contributing to improved global context awareness without
complex up-sampling operations.

Addressing the different levels of features from the Spatial Path and Context Path, the abla-
tion study for the Feature Fusion Module was conducted to effectively combine these features.
A straightforward sum of features was compared with our proposed Feature Fusion Module,
highlighting the importance of considering feature levels in the fusion process.

To enhance the receptive field of the Context Path, the ablation study for Global Average Pooling
was implemented. This involved adding global average pooling at the tail of the Xception39
model. The output of global average pooling was then upsampled and summed with the output
of the last stage in the Xception39 model. This design improved performance from 67.42% to
68.42%, underscoring the efficacy of this approach.

4.2.4 PSPNet

Experiment Details

The implementation of Pyramid Scene Parsing (PSPNet) has been executed on the PASVOC
and Cityscapes datasets. Utilizing the Caffe platform, the implementation adheres to the poly
learning rate policy, setting the base learning rate to 0.01 with a power of 0.9. To optimize model
performance, the iteration number is adjusted to 150K for the ImageNet experiment, 30K for
PASCAL VOC, and 90K for Cityscapes.

A robust data augmentation strategy is applied uniformly across all datasets, encompassing
random mirror and random resizing between 0.5 and 2. For ImageNet and PASCAL VOC, addi-
tional augmentations, such as random rotation between -10 and 10 degrees and random Gaus-
sian blur, are introduced. This comprehensive approach to data augmentation aims to enhance
the network’s resilience to overfitting.

Throughout our experiments, it has been observed that an appropriately large "cropsize" sig-
nificantly contributes to achieving good performance. Additionally, the "batchsize" parameter
in the batch normalization layer is of great importance for the success of the model.

In the context of the ImageNet scene parsing challenge 2016, the ADE20K dataset which is
known for its complexity with up to 150 classes, diverse scenes, and 1,038 image-level labels
has been leveraged. The dataset is split into 20K/2K/3K images for training, validation, and
testing, respectively. ADE20K presents a unique challenge as it requires parsing both objects
and stuff in the scene, setting it apart from other datasets. Evaluation metrics include pixel-
wise accuracy (Pixel Acc.) and the mean of class-wise intersection over union (Mean IoU).

In the ablation study for PSPNet, various settings have been explored, including different pool-
ing types (max and average), pooling with either one global feature or four-level features, and
the impact of dimension reduction after pooling and before concatenation. Results reveal that
pooling with pyramid parsing outperforms global pooling, and dimension reduction further
enhances performance. The optimized PSPNet achieves impressive results of 41.68/80.04 in
Mean IoU and Pixel Acc. (%), surpassing global average pooling of 40.07/79.52 by 1.61/0.52.

Additionally, in the ablation study for pre-trained models, experiments involve different depths
of pre-trained ResNet (50, 101, 152, 269). Increasing ResNet depth from 50 to 269 yields a no-
table improvement, with the score of (Mean IoU + Pixel Acc.) / 2 (%) improving from 60.86 to
62.35, demonstrating a substantial 1.49 absolute improvement.
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Results

The results of the ablation study are in the 4.3.

Method Mean IoU(%) Pixel Accuracy (%)
PSPNet(50) 41.68 80.04

PSPNet(101) 41.96 80.64
PSPNet(152) 42.62 80.80
PSPNet(269) 43.81 80.88

Table 4.3: PSPNet model results

The ensemble submission attained a score of 57.21% on the testing set, and even the single-
model submission achieved a high score of 55.38%, surpassing some multi-model ensemble
submissions. The slightly lower score on the testing set compared to the validation set may be
attributed to differences in data distributions between the two sets.

In the experiments on the PASCAL VOC 2012 segmentation dataset, containing 20 object cat-
egories and one background class, the model achieved an impressive accuracy of 82.6% when
exclusively trained with the VOC 2012 data. This surpasses existing methods across all 20
classes. Remarkably, when pre-trained with the MS-COCO dataset, PSPNet reached an even
higher accuracy of 85.4%, with 19 out of the 20 classes achieving the highest accuracy. Note-
worthy is that the PSPNet, trained solely with VOC 2012 data, outperformed existing methods
trained with the MS-COCO pre-trained model.

Cityscapes, a recently released dataset designed for semantic urban scene understanding, com-
prises 5,000 high-quality, pixel-level finely annotated images from 50 cities across different sea-
sons. The dataset is divided into training (2,975 images), validation (500 images), and testing
(1,525 images) sets, covering 19 categories encompassing both stuff and objects. Additionally,
20,000 coarsely annotated images are available for two training settings: utilizing only fine data
or incorporating both fine and coarse data. PSPNet exhibited superior performance compared
to other methods, showcasing a notable advantage. When trained with both fine and coarse
data, our method achieved an impressive accuracy of 80.2%.

4.2.5 SGNet

The SGNet module implementation adheres to the intricacies outlined in the SGNet paper.
Segmentation is conducted solely on a single dataset as per the specified instructions. It’s
important to note that the original intent was to deploy this model on the James robot for
achieving accurate segmentation. Here first the effectiveness of S-Conv through various anal-
yses has been assessed, including its application in different layers, ablation studies, compar-
isons with alternative methods, examining results using different input information for offset
generation, and evaluating inference speed. Subsequently, comparison has been done on the
performance of the SGNet, equipped with S-Conv, against other state-of-the-art semantic seg-
mentation methods on the NYUDV2 dataset.

The NYUDV2 dataset comprises of 1449 RGB images with corresponding depth maps and pixel-
wise labels. Of these, 795 images are allocated for training, while the remaining 654 are reserved
for testing. As a backbone network for feature extraction, a dilated ResNet101 pretrained on
ImageNet has been employed. For training, the SGD optimizer with a learning rate schedule
following the "poly" policy has been utilized. In the ablation study, the initial learning rate is
set to 5e-3, while for NYUDv2, it is adjusted to 8e-3. During testing, we down-sample the image
to the training crop size (480 x 640), and its prediction map is upsampled to the original size.

Substituting Convolution with S-Conv: Here the efficacy of S-Conv has been assessed by re-
placing conventional convolutions (using a 3x3 filter) in different layers. Initially, the convolu-
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tion in layer 3 has been replaced and subsequently extend this exploration to other layers. The
findings yield two key conclusions from the results: While the baseline network demonstrates
fast inference speed, its performance is subpar. However, replacing convolution with S-Conv
enhances the results of the baseline network, albeit with a slight increase in parameters and
computational time. The second being notably, replacing later convolutions, especially be-
yond the first convolution in layer 3 with a stride of 2, yields better results. This improvement
is attributed to the superior ability of spatial information to guide down-sampling operations
in the initial convolution.

The aforementioned experiments underscore that S-Conv significantly enhances network per-
formance with only a marginal increase in parameters. It’s essential to highlight that our net-
work lacks a dedicated spatial information stream; instead, spatial information influences the
distribution and weight of the convolution kernel.

Results

The influence of various spatial information formats on S-Conv has also been assessed, with
results detailed in 4.4.

Information Acc mAcc mIoU)
Depth 75.4 60.9 49.1

RGB Feature 73.9 58.5 46.2
HHA 75.7 60.8 48.8

Coordinates 75.2 61.1 48.5

Table 4.4: SGNet model results

The findings reveal that depth information yields comparable results to HHA and 3D coordi-
nates, outperforming intermediate RGB features used by deformable convolution. Notably, the
conversion of depth to HHA is time-consuming, making 3D coordinates and depth maps more
suitable for real-time segmentation using SGNet. Even without spatial information input (uti-
lizing RGB features alone), the S-Conv demonstrates over a 3.4% improvement.

To highlight the lightweight nature of S-Conv, here the inference speed of SGNet is evaluated
in this context. Additionally, S-Conv with two-stream methods using an image size of 480x640
has been compared. It is evident that S-Conv incurs only a minimal additional computational
cost compared to two-stream methods. Finally comparison has been done with other state
of the art methods. The learning rate has been adjusted accordingly and the input image has
been downsampled to 480x640. In contrast to utilizing additional networks for spatial feature
extraction, SGNet (ResNet50) attains competitive performance and the fastest inference with a
minimal number of parameters.

Furthermore, the SGNet (ResNet101) achieves even more competitive performance, enabling
real-time inference. This is facilitated by S-Conv, which efficiently leverages spatial informa-
tion with only a marginal increase in parameters and computational cost. Notably, the S-Conv
delivers promising results without relying on HHA information, making it well-suited for real-
time applications. This underscores the efficiency of the S-Conv in harnessing spatial informa-
tion.

The proposed SGNet demonstrates superior performance compared to other methods, which
incorporates multi-scale testing, HHA information, and two ResNet152 backbones. Notably,
the performance of SGNet can be further enhanced by adopting multi-scale testing, a tech-
nique employed by other methods in the comparison.
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4.3 Comparison Summary

From 4.5 which shows mIoU it can be seen that ERFNet demonstrates impressive performance
on the Cityscapes dataset, achieving a mean IoU of 68% . It maintains a forward time of 24
ms on a single GPU, making it efficient for real-time processing. ERFNet strikes a balance be-
tween segmentation accuracy and computational efficiency, outperforming many approaches
while remaining competitive in efficiency. It’s suitable for tasks requiring fast inference without
sacrificing accuracy.

ICNet achieves an mIoU of 70.6% on the Cityscapes dataset set with a processing speed of 30
frames per second on a single GPU card. It surpasses several accuracy-focused methods and is
suitable for real-time applications where accuracy is paramount.

PSPNet demonstrates remarkable accuracy on datasets like PASCAL VOC 2012 and Cityscapes,
achieving up to 82.6% accuracy when pre-trained with the MS-COCO dataset. It outperforms
existing methods across multiple classes and is suitable for tasks requiring high segmentation
accuracy.

SGNet efficiently leverages spatial information for segmentation tasks, demonstrating compet-
itive performance with minimal computational cost. Models like SGNet (ResNet50) and SGNet
(ResNet101) achieve real-time inference while delivering promising results without relying on
depth information. They are suitable for real-time applications where computational efficiency
is crucial. The 4.5 shows the Mean IoU of models considered. It shows the best results of each
model based on a specific configuration.

Method Mean IoU(%)
ICNet 70.6

PSPNet(101) 82.6
BiseNet

Xception39 65.6
Res18 68.7

PSPNet(269) 43.81
ERFNet 68
SGNet 48.6

Table 4.5: Mean IoU comparison from the most effective configurations in each model

ErfNet, ICNet, PSPNet, BiSeNet, and SGNet, each bring something unique to the table when
it comes to segmenting images. ErfNet is like the lightweight champion, designed to be fast
and efficient one even on less powerful devices. ICNet, on the other hand can be called the
multitasker, juggling different tasks simultaneously to get real-time results. PSPNet focuses on
getting the big picture, making sure to capture all the details at different scales. BiSeNet is all
about quick and accurate segmentation, ensuring speed without sacrificing accuracy. Lastly,
SGNet is like the navigator, using spatial guidance to stay accurate while moving swiftly. To-
gether, they cover a wide range of needs, offering solutions for various image segmentation
challenges.

In the pursuit of understanding the impact of integrating deep learning approaches with tradi-
tional computer vision methods on dynamic object segmentation accuracy and real-time per-
formance, the selection of ERFNet, ICNet, PSPNet, BiSeNet, and SGNet is strategic. ERFNet’s
architectural simplicity and impressive accuracy, achieved without pre-training on external
datasets, position it as a strong candidate for assessing the fusion of deep learning with con-
ventional methods.

Similarly, ICNet’s real-time processing capabilities, coupled with its competitive accuracy,
make it suitable for investigating computational challenges in image segmentation. PSPNet’s
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exceptional accuracy on datasets like PASCAL VOC 2012 and Cityscapes, along with its flexi-
bility in handling various evaluation metrics, aligns with the need to understand the role of
machine learning techniques in precision improvement.

BiSeNet’s focus on balancing accuracy and efficiency, particularly in real-time applications, ad-
dresses the trade-offs between precision and execution speed, crucial for addressing research
questions related to performance trade-offs.

Lastly, SGNet’s innovative use of spatial information and lightweight architecture makes it a
viable candidate for exploring how different algorithms handle computational challenges and
achieve real-time segmentation. Overall, the selection of these models offers a comprehen-
sive approach to investigating the research questions while considering architectural design,
computational efficiency, attention mechanisms, skip connections, and the balance between
accuracy and speed in image segmentation algorithms.

Brief overview of certain factors which were taken into consideration while comparing the dif-
ference between the models:

SGNet PSPNet ICNet ERFNet BiSeNet
Architectural
Design

Uses spatial
guided in-
formation

in convolu-
tion

Pyramid
pooling
module

Cascade Ar-
chitecture

with 3
branches
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convolu-
tion and
residual
connec-

tions

Uses a Dual
path

structure

Computatio
nal
Efficiency

Efficiency
depends on
design and
optimiza-

tion

Demanding
dude to
pyramid
pooling

Balances
accuracy

with com-
putational
accuracy
very well

Emphasizes
efficiency

and is
suitable for

real time
applica-

tions

Tries to find
balance

between
accuracy

and
efficiency

Attention
Mecha-
nisms

Spatial
guidance is

used

Used for
context
mecha-
nisms

Uses spatial
attention

for guiding

Used for
guiding the

convolu-
tional

operations

Used for
guidance

during con-
volution

Skip Con-
nections

Depends of
the specific
design used

Does not
use skip
connec-

tions

In order to
combine
features

from
different

scales

Used for
feature

propaga-
tion

To enhance
informa-
tion flow

Accuracy vs
Speed

Trade off
depends on
the design

Emphasizes
accuracy

Balances
accuracy
with real

time
processing

Emphasizes
on

efficiency
and

achieves a
balance
between

speed and
accuracy

Strives for a
balance

between
the two
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5 Conclusion and Recommendations

In summary, the thorough analysis of PSPNet, ERFNet, BiSeNet, ICNet, and SGNet yields valu-
able insights into their unique strengths and characteristics in the realm of semantic segmen-
tation. These intricately crafted models, tailored to address specific challenges, exhibit diverse
performances influenced by various factors. The primary goal of this assignment is to deter-
mine the most suitable network for implementation in the James robot setup. Chapter 3 pro-
vides a detailed exploration of several factors considered in comparing these methods.

PSPNet, distinguished by its emphasis on global contextual information through the pyramid
pooling module, stands out as a robust solution for tasks demanding a nuanced understand-
ing of an image’s overall context. Its capacity to recognize objects within a broader perspec-
tive positions PSPNet as a compelling choice for applications requiring an in-depth contextual
analysis.

ERFNet, in contrast, emerges as a standout model prioritizing real-time semantic segmenta-
tion. Leveraging efficient residual factorized convolutions, its lightweight architecture proves
instrumental in scenarios where computational constraints are critical. ERFNet’s ability to de-
liver real-time processing makes it particularly well-suited for embedded systems and environ-
ments emphasizing swift responsiveness.

BiSeNet, with its innovative two-path architecture encompassing spatial and context paths,
strikes an optimal balance between accuracy and efficiency. By parallelizing computations
and integrating local and global information, BiSeNet offers versatility across scenarios where
a trade-off between speed and accuracy is desired.

ICNet introduces a multi-resolution cascade network architecture, optimizing efficiency and
accuracy for real-time semantic segmentation tasks. The adoption of a cascade of networks
with different resolutions enables ICNet to tailor its computational complexity while maintain-
ing competitive performance, making it a suitable choice for real-time applications.

SGNet, as observed in the literature, introduces the Spatial Information-Guided Convolutional
Network, showcasing notable results. Its adaptability to changes in spatial information, facili-
tated by the Spatial Information Guided Convolution (S-Conv), positions SGNet as a promising
solution for real-time semantic segmentation tasks.

In summary, the comparison among PSPNet, ERFNet, BiSeNet, ICNet, and SGNet unveils a
rich landscape of semantic segmentation models, each offering unique advantages. The selec-
tion of an ideal model hinges on a careful consideration of application-specific requirements,
balancing factors such as computational resources, accuracy, and real-time performance. This
nuanced evaluation highlights the diverse strengths and applicability of each model, contribut-
ing to the evolving toolbox for semantic segmentation challenges in computer vision.
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A Appendix 1

During the preparation of this work the author used OpenAI’s ChatGPT 3.5 in order to improve
the quality of writing with the aim to enhance readability & articulation and to obtain a prelim-
inary idea for the skeletal structure of various sections of the report.
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