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Abstract

This thesis explores the use of deep learning in the medical field, specifically in the diagnosis
and treatment of chronic subdural hematoma (cSDH). The research focuses on developing
automated methods to identify geometric constraints in brain CT images, a critical step
in standardizing and enhancing the treatment of cSDH. The study involves brain stripping
techniques, ideal midplane detection, and the development of a slice selection algorithm. It
utilizes the Design Science Research Methodology for a structured approach and evaluates
its solutions through numerical results and visual inspections. The brain stripping method
can successfully identify skull masks. The midplanes are detected with a 3.07-degree angle
difference from the ground truth.
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Chapter 1

Introduction

Every year, up to 130 out of 100.000 elderly people are diagnosed with a chronic subdural
hematoma (cSDH) [34]. ¢SDH is a pervasive neurological condition where blood is col-
lected between the brain and the skull, resulting in constant pressure on the brain. While
sometimes a ¢SDH can go unnoticed, in severe cases it can lead to neurological deficits,
coma, and even death. In fact, for 16.7 percent of patients over the age of 65, cSDH is
fatal [27]. Treatment of ¢SDH differs per case but typically includes undergoing drainage
to remove accumulated blood or receiving follow-up care. The choice of whether a patient
should be operated on or receive follow-up care is not standardized and differs not only
per hospital but also per surgeon [38].

1.1 Background

1.1.1 Chronic Subdural Hematoma

A hematoma is an intracorporeal hemorrhage, typically caused by physical trauma, result-
ing in bleeding that is localized outside blood vessels. A bruise is a common form of a
hematoma. These hematomas can also occur inside the brain or between the skull and the
brain. Subarachnoid, subdural, and intracranial hematomas are examples of hematomas
inside the brain, located in different brain regions. The focus of this report is on subdural
hematomas [1]|, which are located between the dura mater and the arachnoid mater, see
Figure 1.1. Subdural hematomas cause an increase in pressure on the brain, which may
lead to compression of the brain tissue. If such a hematoma grows over several weeks, it is
called a ¢SDH [28|. Unlike acute SDH, which grows immediately after trauma.

A ¢SDH is one of the most frequent neurosurgical conditions [48]. It is encountered more
commonly amongst the elderly, with 130 incidents per 100,000 persons per year (measured
from a population in Finland). Among adults younger than 70 years this number is lower,
namely 8.2 to 17.6 incidents per 100,000 persons per year. [33].

CSDH can grow over weeks or months, which can increase intracranial pressure that
could result in deforming and damaging regions of the brain. This can affect a patient with
c¢SDH with light symptoms, such as headaches and nausea [1], or more serious neurological
deficits. As the symptoms of ¢SDH can be non-specific to the disease, it can be hard
to diagnose a cSDH. Besides neurological assessment, medical imaging can help in the
identification of ¢SDH in a patient. For example, with CT scans, as shown in Figure 1.2.
Figure 1.2 also shows the effects of the intracranial pressure caused by the hematoma.

In contrast to acute subdural hematomas, the prognosis of ¢cSDH is more manageable
and can be treated. Treatments include close observation of the patient and the growth
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F1GURE 1.1: Subdural hematoma localization in the brain. The hematoma is
located between the dura mater and the arachnoid mater. Meaning, it is between
the outer most layer of the brain and the skull.

F1GURE 1.2: Chronic subdural hematoma in a CT scan. The darker matter is the
hematoma, which is indicated by the arrow. The dark intensity of the hematoma
suggests that this is not a new hematoma.

of the hematoma or surgical intervention, such as drainage or craniotomy for more severe
cases [1]. The latter treatment should release the blood pressure in the brain. The decision
boundary for such treatments depends heavily on the neurologist assessing the patient,
which forms the basis of the clinical problem.

1.1.2 Clinical Problem
Current Protocol

When a patient with ¢SDH checks in to a hospital, the hematoma first has to be assessed.
This is done through a Computed Tomography (CT) scan. In this scan, a radiologist
can find accumulated blood between the dura mater and the arachnoid mater. Then, the
radiologist picks a single slice in which they identify the hematoma to be the largest. Then
they investigate how much the mass is deforming the brain. If a brain is severely deformed
on one side, this might be an easy task. The brain is likely deformed asymmetrically.
This is assessed by first drawing the ideal midline. This is done by connecting the frontal
and occipital crest with a straight line. Then the deformation is measured by finding the
membrane between the left and right ventricle. The closest distance from this membrane
to the midline is called the midline shift. As shown in Figure 1.3. Most hospitals have a
threshold of this midline shift that decides whether surgery is required.

Besides the midline shift, no quantified measures of the deformation are measured,



FIGURE 1.3: Ideal midline (yellow) and shifted midline (red). Also the midline
shift of 10.8 mm has been indicated. [3]

except that occasionally the size of the hematoma is measured. Some other aspects are
investigated too. The compression of the ventricles could indicate the pressure of the
hematoma, but sometimes the fluid in the ventricles cannot drain properly anymore, hence
the ventricles could grow. Furthermore, the intensity of the hematoma is checked, which
indicates how long the hematoma has been present. A high intensity implies a more recent
hematoma and vice versa.

If the radiologist decides that surgery might be needed, then a neurologist assesses the
CT scan similarly. Lastly, if the neurologist decides surgery might be needed, a neurosur-
geon also takes the same steps to make the final decision.

Besides looking at the ¢SDH scan, the neurosurgeon from MST emphasizes that they
operate based on patients and not only based on the scan. The evaluation of a patient’s
cognitive functions is also taken into account.

This procedure is based on interviews with one neurosurgeon from MST. It is thus not
certain if the same procedure applies to all hospitals or even all neurosurgeons at MST.
This also leads us to the limitations of the current procedure.

Limitations of the Current Protocol

The first and most prevalent limitation is the lack of consistency in the current assessment.
Each of the measurements in the current protocol is done by hand and is thus subjective to
the physician. Drawing the midline, finding the spot between the left and right ventricle,
and finding the shortest distance to the ideal midline are all subjective steps. The only
quantified measure is the size of the midline shift in millimeters.

The second limitation is that the measurement is done on a single 2D slice. The CT
image that the radiologist obtains is a 3D image and thus contains much more information
than what might be visible on one slice. For example, if a patient’s head is tilted during the
making of the scan, the measured midline shift could result in a smaller or larger number
than it is.

Another limitation regards bilateral ¢SDHs. This is when a patient has a ¢SDH on
both sides of the brain. This would result in pressure coming from both sides, which could
compress important brain regions, but it might not be visible on the scan. If both sides
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FI1GURE 1.4: Pipeline of the Brain-SHIFT project for the computation of the brain
deformation field using deep learning methods. The orange block highlights the
geometric constraints, which are the focus of this report.

apply the same amount of pressure, there would be no midline shift and strictly speaking,
surgery would not be necessary.

The last limitation is in the measurement of the midline shift. This is a very local
measurement that decides the pressure of the cSDH on the whole brain. It is very hard to
tell which regions of the brain the pressure is most present. For neurologists, it is important
to know which regions are affected since more vital regions would increase the need for
surgery. For example, pressure on the brain stem, which could lead to unconsciousness,
should be prioritized over pressure on other regions of the brain. There is much more
data available in the 3D CT image as a whole, yet only a threshold of 5 mm is taken as a
guideline [38].

1.1.3 Brain-SHIFT Project

Due to the lack of standardization and global measurements, the Brain-SHIFT project is
established. The Brain-SHIFT project aims to standardize the current assessment with
the use of deep learning. It does so, by finding a deformation field that can map a a CT
image with ¢SDH to a pseudo-healthy brain, as displayed in Figure 1.4. In this deformation
field, the resulting pressure from the hematoma can be found in each part of the brain.
This also aids the neurologist in deciding whether essential parts of the brain are affected,
such as speech or consciousness. Furthermore, the Brain-SHIFT project assesses the CT
scan in a 3D manner. Where clinicians base their decisions on one local measurement, the
deformation field can provide a global assessment. Additionally, deep learning allows for
the decision process to be fully automated. It can form a precise, consistent guideline that
can greatly aid clinicians.

Considering the lack of available data, mainly the lack of scans with hematomas and
healthy scans of the same patient, the available data must be used to its full potential.



Without having a healthy version of a brain, it is unknown what the deformation field will
look like, but it is known that there are several constraints that the deformation field must
adhere to.

Brain Stripping

The first geometric constraints should ensure that the skull does not change and that the
brain stays inside the skull. For this, the skull, and only the skull, should be extracted.
This means that the brain and the scalp should be removed and only a clean skull is left,
hence the name brain stripping. Also, calcification that may be present inside the brain
should be removed. Furthermore, no traces of the CT machine should be included in the
skull extraction. This can be challenging as the machine may have the same intensity as
the skull in many images. If the skull is deformed, e.g. due to trauma, this should not be
affected.

Ideal Midplane

A healthy brain is nearly symmetric and can be divided in half with an imaginary line
[43]. This imaginary line is the second geometric constraint and is called the ideal midline.
The ideal midline can be drawn on CT slices, as was shown in yellow in Figure 1.3. With
3D images, it can be done in 3D manner. This would be a midplane that could be defined
as the plane that delineates the left hemisphere from the right hemisphere.

cSDH Segmentation Mask

The segmentation mask delineates the precise boundaries of the ¢cSDH in the CT scan.
This assigns a unique pixel or voxel value to each part of the image that contains the cSDH.

1.2 Research Question

Automatically obtaining these geometric constraints that can aid the finding of a defor-
mation field, is the focus of this report. Thus finding the skull and the midplane. The
segmentation mask is beyond the scope, due to a lack of available data at the time of writ-
ing. Because the deformation field should be found fully automatically, also the constraints
should be found fully automatically. To find these, the following research questions have
been established: To what extent can deep learning be used to detect geometric constraints
of brain CT images automatically? The following sub-questions aid to answer the main
question:

1. To what extent can the skull be obtained by applying a brain-stripping algorithm to
brain CT images?

2. To what degree can the ideal midplane be obtained automatically from brain CT
images?

3. What is the proposed value of the Brain-SHIFT project for the clinical decision-
making process for treating cSDH?



1.3 Overview

The document starts with assessing the clinical value of the Brain-SHIFT project. Then, a
relevant literature review for the geometric constraints is assessed. The methodology then
describes the dataset used and the steps taken to find the geometric constraints. Next,
the results are given and discussed. Lastly, limitations and future work are discussed and

a conclusion is drawn.



Chapter 2

Clinical Value

This chapter elaborates on the clinical value of the project. It is evaluated whether the
goals of the project are feasible and tackling the correct problems that are in the ad-hoc
procedure. A risk analysis, a swot analysis, and finally, a value proposition are applied to
constitute the clinical relevance.

2.1 Opportunity of the Project

The main drive behind the project is to aid neurologists in deciding if they should operate
on a patient or not. This should not only help standardize the decision process but also
make it more efficient. Another drive behind the project is in the ease of use because the
product identifies pressure on the brain which is otherwise not visible from a CT scan. Also,
time-effectiveness is a drive, because the tool can identify parts of the brain automatically
which saves time compared to having to do so manually. However, implementing an Al
medical tool comes with a lot of risks and thus the final product should be evaluated
strictly before it is deployed. To assess these risks, a risk analysis is done. Additionally,
a SWOT analysis is done to evaluate the project’s position regarding opportunities and
possible threats. Finally, a value proposition proposes the project as a whole.

2.1.1 Risk Analysis

A risk analysis is produced to assess the possible risks of the project. As the project is
already a work in progress, the risk assessment is concentrated on the deployment of the
project. Specifically, the adoption of the project regarding the acceptance of clinicians,
ethical decisions, and privacy regulations. Furthermore, the risks of the daily usage and
maintenance of the project in clinics are discussed. Although the funding is beyond the
scope of this research, some financial risks regarding the potential obsoleteness of the
project are briefly touched on. For each risk owner, the roles are very general as there is
currently not a large team behind the project so creating very specific roles sets unrealistic
expectations.

The risks and mitigation or contingency actions are defined in the risk analysis in the
appendix in section 8.6. They can be categorized into the following categories: Information
Security Risks, Technology Risks, Technological Environment Risks, Human Risks, Project
Planning Risks, and Financial Risks. The first three can be linked under a broader umbrella
term Technological Risks.



Technological Risks

These risks are all revolved around the data and trained model. The mitigation actions
for all of these risks constitute prevention measures such as periodic reviews of the source
of risk. The data-specific risks can be mitigated by thoroughly checking the data, and col-
lecting data from other sources. The privacy regulation risks can be mitigated with careful
handling of the data, as well as firewalls, encryption, and security protocols to prevent
possible attacks. The environmental risks can be mitigated by obtaining a clear under-
standing of the technical environment and adapting the project accordingly. Alternatively,
the technical environment can be transferred, but this comes with all the same other risks.

Human Risk

The next risk category is Human Risks. This concerns both the clinicians, as well as
the patients who potentially undergo surgery. The first can be mitigated by familiarizing
clinicians with the tool through clear introductions and instructions. It is also important
to allow them to provide feedback. The risk regarding the patients must be mitigated
by emphasizing that the neurologist always exercises ultimate authority over the decision.
A contingency plan would include strict consideration of the use of the tool and again
weighing its benefits against the risks.

Project Planning Risk

The next category is Project Planning Risks. These risks stress the clarity of the objective of
the project. The appropriate mitigation action would be to ensure consistent and effective
communication, for example by meeting regularly with all disciplines involved. These
meetings should ensure clear definitions of roles and responsibilities. Taking unforeseen
circumstances into account and drafting contingency plans accordingly is important too.

Financial Risk

The last category is Financial Risks. The project could fail if the estimated budget is
exceeded. To mitigate this, planning the finances correctly, not only for the production
process but also for the maintenance is needed. A detailed budget plan for such scenarios
is necessary as a contingency plan. Nevertheless, budgeting is beyond the scope of this
report.

2.1.2 SWOT Analysis

A SWOT analysis [40] was done to identify the project’s Strengths, Weaknesses, Oppor-
tunities, and Threats. It is a business strategy that assesses an organization’s or business
product’s position on the market. It is also useful to differentiate between internal versus
external influences. In the case of the project, it can give insight into the strengths of
the project and how these strengths can be affected when upscaling the project to other
hospitals, for example. Figure 2.1 shows the SWOT analysis. Below, the four categories
are discussed.

Strengths

The first strength of the project is the innovative approach. The ad-hoc process of deciding
the severeness of the ¢cSDH is done fully manually. Applying DL is a cutting-edge approach
for medical imaging and might give new insights, undetectable by the human eye.

10



The second strength focuses on clinical relevance. The project is requested based on
a neurosurgeon’s experience, who needed enhancement and standardization in deciding
whether a ¢SDH requires operating. Although one neurosurgeon is not representative of
all neurologists, it does point out a clinical need.

The third strength addresses the standardized precision that comes with DL. Where
neurologists now estimate midline shifts and hematoma sizes, the DL model does this
systematically. This improves the precision of the current click-and-drag method.

Next is data-driven insights, which allow for faster processing of CT scans. This also
gives the ability to analyze more CT scans, which can lead to new insights.

The last strength, interdisciplinary knowledge collaboration, addresses the collabora-
tion between clinicians and researchers. By combining skills and knowledge, the full scope
of the project can be tackled effectively.

Weaknesses

The project handles patient data, which may be a weakness if not addressed properly. It
requires careful and strict guidelines on privacy.

Furthermore, the project is data-dependent. The data that is fed to train the final
product defines the outcome. The project will be trained on data from the MST, which
should not create a problem when deploying it in the MST, but it does raise a problem for
upscaling.

Another weakness is the complexity of the project. Although the final tool should be
user-friendly, there is still a possibility that the tool will break. To counteract this, specific
DL knowledge is required.

Lastly, the production of the tool requires computational resources.

Opportunities

The first opportunity is in the technological advancement. It uses an innovative approach,
which gives the opportunity to easily implement even newer DL approaches, compared to
the manual approach.

The project could result in a growing interest in Al in healthcare. Clinicians have the
opportunity to use the tool and see its benefits in practice, without feeling threatened that
it might replace their job, as it is only an aiding tool. This does assume the product works
as expected.

The final project leaves room for publication, which can attract interest from outside
MST. This leads to the possibility of upscaling and thus deploying the project in more
hospitals. This would also lead to the availability of more data that can improve the
model.

The last opportunity is future research pathways. When deployed, more people come
in touch with Al in healthcare, which may lead to new perspectives and opportunities that
could be researched.

Threats

The first threat is regarding data privacy, which was also shown to be a weakness. Strictly
handling this data according to appropriate privacy laws and ethical considerations is very
important. An attack on privacy or a mistake in data handling can have a very large
negative impact.

11
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FIGURE 2.1: SWOT Analysis of the project

The next threat is the rapidly evolving field that the project positions itself in, which
forms competition. Although this showed to be a strength, it also forms a threat. Newer
models might evolve that easily outperform the project, or even make the project obsolete.

Another threat is the dependency on external factors. These include software availabil-
ities and collaborations with MST. The latter could form a threat when neurologists lack
trust in Al. Then the deployment would be obsolete.

The last threat is in generalizability. The final product is trained on data from MST,
which forms a bias towards those specific images. CT scans that are made with different
machines from different hospitals might lead to worse results.

2.1.3 Value Proposition

To ensure the final project meets the needs of the clinicians, a value proposition canvas
is created. The left side of the canvas on Figure 2.2 outlines the products and services,
gain creators, and pain relievers offered by the Al tool. It emphasizes benefits such as
the AT’s ability to estimate the deformation field of a brain with ¢SDH, automatically
detect certain features, and process multiple scans efficiently without the need for manual
annotation. This leads to more accurate insights and efficient processing, thus creating
value for clinicians. The right side of the canvas focuses on the customer segment, in
this case, clinicians, and details their jobs, pains, and gains associated with diagnosing
c¢SDH. The Al tool aims to relieve pains such as the lack of standardized protocols and
the tediousness of manually annotating CT scans while enhancing gains like standardized
protocols and the ability to make informed operating decisions.

12
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FIGURE 2.2: Value proposition canvas of the project

Higher efficiency

In the current protocol, each scan has to be assessed by three clinicians who all annotate
a scan themselves and have to measure their annotations manually. This process takes
each clinician approximately five minutes, according to the clinicians at MST. As a result,
they only have a midline shift measure, which is an indication of deformation, but gives
no insight into what regions of the brain are affected and how much they are affected.
Retrieving the deformation field is done automatically and provides global insights. It
would likely take some time for the deformation field to load, but because it is done
automatically a clinician can do something else in the meantime. Also not each clinician
in the protocol has to do this, but if the radiologist does it once, it is also available for the
other clinicians.

Standardized Protocol

Currently, three clinicians look at one scan with no baseline. Assessing the presence of
a midline shift does not always give the same outcome. Three clinicians annotating the
same dataset only agreed on a midline shift 88% of the time [8]. Also, the presence of a
subdural hematoma was agreed on only 87% of the time. Assessing the image with AI can
reach higher values than that [49][42][21]. Although the deformation field does not replace
clinicians, it definitely provides valuable and consistent insights.

13



Application Beyond cSDH

Although the Brain-SHIFT project is aimed at ¢cSDH, the deformation field provides insight
into the whole head, based on a single mass removal. Currently, the project is developed
for a ¢SDH, but it could also be trained for other types of hematomas, hemorrhages, and
tumors. The detection of these with Al has already shown to be effective [49][42][21], so
expanding the deformation field would also be plausible.

This Brain-SHIFT project not only streamlines the current protocols, saving valuable time
but also ensures consistency in results, which has been a significant issue with manual
annotations where agreement on midline shifts and SDH detection is far from perfect. The
deformation field fosters standardized procedures and empowers clinicians with more ac-
curate and consistent insights for informed decision-making in the diagnosis and treatment
of ¢SDH.

14



Chapter 3

Literature Review

This chapter discusses relevant literature regarding the three geometrical constraints. For
each constraint, methods are discussed and compared. The research was conducted by
looking up academic literature and selecting the most relevant ones. The essence of the
selected papers is integrated below. This not only provides the state of the art but also
some background information on methods used later in this report.

3.1 Brain Stripping

Brain stripping has been done in different ways, leveraging windowing, thresholding, and
later deep learning techniques. Because medical images often have different imaging param-
eters [15], different methods can tackle different challenges that come with brain stripping.
These include the range of intensity of images [16], varying brain structures [14], and mo-
tion artifacts [51]. Moreover, the outcome of applying different methods can diverge, even
when applied to the same input images.

For the task at hand, the brain stripping method mustn’t be too computationally
expensive, as it is only a small step before being fed into a larger network.

Kalavathi and Prasath already compared different techniques [19] on skull stripping,
where the brain is extracted from images. Although this is a different goal, it does aim to
separate the brain from the skull region and other structures present in the image, hence
it is a very similar process to brain stripping. Thus, the most relevant techniques are
presented below.

3.1.1 Intensity-Based Methods

Intensity-based skull stripping methods rely on the intensity of pixel values of the im-
age. The distribution of intensities can be modeled with histogram-based, edge-based, or
region-growing methods. Then, by classifying which intensity values belong to which brain
structure, the region of interest (ROI) can be found automatically. This is often done with
a statistical analysis of the intensity distribution. Often, methods are also enhanced with
additional cleaning of the resulting stripped image [19].

An early intensity-based method was created by Ward, using existing software that
automatically detects intracranial regions [45][10]. It applies the Nelder-Mead method
to the image, which is a search optimization method to converge to a local minimum
or maximum of a multidimensional space, similar to gradient descent. Then for different
brain structures, upper and lower bound intensity values are set to exclude non-brain pixels.
Afterward, a connected-component analysis is performed to check whether the resulting

15
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object is one component, and if not, other components are excluded. This method was
shown to be highly dependent on the setting of the upper and lower bounds of different
brain structures.

Balan et al. introduced a smart way of analyzing the histogram that is derived from
the pixel values of the image [5]. Existing methods that they compare to, simply take
the value in between to turning points as a threshold, but this is not always an accurate
delineation between different brain structures. Instead, the intensity distribution of the
image is compared to a Gaussian normal distribution. At the point of maximum divergence
between the two, the threshold value between two brain structures is set, as is shown in
Figure 3.1. This resulted in very accurate partitionings of brain structures in multiple
datasets.

3.1.2 Morphology-Based Methods

Morphology-based methods use a combination of thresholding and edge detection to find
the ROI. Early methods depended on histogram thresholding and the anatomy of the brain
[6]. By applying a set of morphological operations they can identify different brain struc-
tures and thus find the ROIL. The histogram thresholding allows for automatic detection
of intensity values of the image, realizing a fully automated process. In this case, the
morphological operations are image-processing techniques that process images based on
detecting and altering shapes in the images.

Shanthi et al. introduced a method that first applies histogram thresholding and then
employs seed growth to find more specific brain regions [36] [18]. The seed growth uses
values from the histogram to identify different brain structures, which are set as seeds.
The pixels with these seed values are found on the image and by looking at the values
of neighboring pixels the ROI grows until it reaches the boundary of that specific brain
region.

Besides thresholding and morphological operation, a more recent skull stripping algo-
rithm developed by Swiebocka-Wiek uses filtration to improve edge detection and thus
provide better tissue separation [41]. However, the filtration sharpens the edges of the
output image, which leads to the brain not being recreated ideally.

With histogram thresholding, morphology-based methods are limited, because it can
be difficult to decide the threshold if the histogram does not indicate a clear distinction.
Also, the resolution of the image could limit the thresholding as well as the morphological
operations.
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Rahmad et al. [32] use a hybrid method combining morphology- and intensity-based
methods. The skull is separated from the brain using intensity thresholding. Next, a set
of morphological operations is applied to acquire the region inside the skull and convert it
to a mask. The skull is then subtracted from this mask, ensuring cavities inside the skull
are not mistaken as part of the skull or brain. They provide an efficient method with an
emphasis on the creation of accurate masks of the brain and keeping the cavities in the
anterior part of the brain (Figure 7?7 shows such a cavity).

Besides the presented methods, there are many more brain-stripping methods. However,
the biggest difference is found in setting the threshold values and deciding the order of
morphological operations. Also, more hybrid methods are available, but not always more
efficient. Furthermore, more computationally expensive methods are not discussed, as they
are less relevant to the task at hand.

3.1.3 Deep Learning Methods

Identifying the skull can also be seen as a segmentation task that can be performed by a
deep learning model. As this method is a segmentation task, more on this is explained in
section 3.2.2.

3.2 Ideal Midplane Detection

Many physicians still manually estimate the ideal midline on a CT scan, to find out how
big the midline shift is [13]. Research shows that automatically finding this ideal midline
or midplane has been done in different manners already. However, the current research
mainly tackles this problem in a 2D manner, using slices of brain CT scans, instead of the
whole image.

Finding ideal midlines is less common in the available literature than finding the de-
formed midlines. Therefore, the presented methods below are not only about finding the
ideal midlines but the most relevant works are presented and discussed below.

3.2.1 Early Fully Automated Methods

Liu et al. introduced one of the first fully automated methods using anatomical markers
to delineate the deformed midline [26]. First, the most ideal slice of the CT image is
selected based on where the midline shift is most visible. Then, markers on the brain are
detected, as shown in Figure 3.2. Points A and B are found by following the inner skull and
finding the largest turning points. The ideal midline is also extracted by connecting these
points. Points C and D are found as centroids of the lateral ventricle and the occipital
horn respectively. Points E and F are found using a vectorization algorithm that finds the
directional single connected chain of pixels. Finally, the deformed midline is formed by
connecting all the best candidates for points A, B, C, D, E, and F.

Chen et al. introduced an automatic method for identifying the midline shift in brain
magnetic resonance (MR) images |7]. First, the ideal midline is found by connecting the
frontal and lateral falces. The deformed midline is then estimated based on the size and
spatial information of brain lesions, like hematomas, compared to the ideal midline. This
is then enhanced by checking local symmetry and intensity gradient symmetry of areas
near the estimated midline.

Liao et al. introduced a method that looks at three markers on the brain and draws
a Bezier curve through them [25] [24]. First, the best slice is selected, scalp stripped, and
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FIGURE 3.2: Markers of a deformed midline from [26]

FIGURE 3.3: Estimated deformed midline from [25]

its position is adjusted according to the ideal midline. The first two points are the upper
and lower straight segments that represent parts of the longitudinal fissure that divide the
left and right hemispheres, like A-E and F-B in Figure 3.2 or as seen at the bottom of
Figure 3.3. The third set of markers consists of three control points: the lowest point of
the upper falx, the highest point of the lower falx, and the point at where there are free
margins in the falx (approximately points E, F, and C in Figure 3.2). Finally, these points
are connected with a Bezier curve, resulting in an approximation of the deformed midline
looking like Figure 3.3.

Although these methods are (fully) automated, they are based on initial midline esti-
mations that leave margins for mistakes. They are also very dependent on the quality of
the image, so results could change for CT images taken on different machines.

3.2.2 Deep Learning Methods

Literature shows multiple methods for midline detection. Again, most methods are for real
midlines and not ideal midlines. The methods are also in 2D and not in 3D, but the most
relevant works are presented below.

Gupta et al. used deep learning to predict ideal midlines, deformed midlines, and midline
shifts on non-contrasted brain CT images [22]. After skull stripping and brain extraction,
they used a fully convolutional UNet [35] to segment the image into three classes: the
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FIGURE 3.4: The UNet architecture [35]

FIGURE 3.5: Midline detection with a UNet [22] From left to right: Input image;
segmented hemispheres; predicted (red) and ground truth (green) midline; ideal
(cyan) and ground truth (green) midline; ideal (cyan) and predicted (red) midline

left and right hemispheres and the background. With the predicted segmentations, the
junction between the left and right hemispheres was detected and taken as the deformed
midline. Then, the top-most and bottom-most coordinate points of the deformed midline
were automatically detected by looking at minimum and maximum row indices. These
points were connected with a straight line to form the ideal midline. Figure 3.5 shows how
the ideal and deformed midlines are found from the predicted segmentation.

Wu et al. created the first 3D midline surface delineation for 3D CT images where
hemorrhages are present [47]. They introduce a hemisphere segmentation network that
delineates the midplane in three steps. The first step is a UNet that segments the whole
brain, the left and right hemispheres, and the hematoma. By applying an edge detector
to these segmentations, the initial midplane is found by looking at the edge between the
left and right hemisphere, similar to the method above [22|. A distance-weighted map
is introduced to train the UNet, which applies a gradient to the predicted and ground
truth midplane, allowing for more efficient learning. The second step applies rectification
learning to align the axes of the brain with the axes of the image. The last step is a
ResNet for midline correction for cases with bilateral intraventricular hemorrhages since
these hemorrhages tend to cross the midplane and thus mess up the prediction.

Since the available data and created annotations allow for a segmentation task, segmen-
tation networks for medical imaging are investigated. The UNet, as was mentioned before,
is a successful variant of this [50][2][37]. Over time, variations on the UNet have emerged
that promise good segmentation results as well [4].

The literature on medical segmentations is not always for brain images, but they are
for medical images nonetheless. The task of segmenting parts of the brain can be similar
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to the task of segmenting other body parts. Relevant literature on medical segmentations
is shown and discussed below.

UNet++

Zhou et al. introduced the UNet+-+ [52], which has a similar architecture to the origi-
nal UNet, depicted in Figure 3.4 [35]. The UNet++ was designed because according to
Zhou et al., the UNet did not meet the strict segmentation requirements that play a large
role when dealing with medical imaging. UNet++ differs from the original UNet in its
skip connections: The aim was to lessen the semantic gap between the feature maps of
the encoder and decoder part of the original UNet. The UNet++ uses a series of nested,
dense, convolutional blocks as skip connections, as depicted in Figure 3.6. The number of
convolutional layers of the convolution block depends on the pyramid level of the UNet-++-.
Each convolutional layer is followed by a concatenation layer that merges the output from
the convolutional layer above with the corresponding upsampled output of the lower con-
volutional block. With deep supervision [23] the model’s performance is also enhanced,
because this enables the use of only one segmentation branch as the final output.

UNet3+

The UNet3+, as introduced by Huang et al. [17], follows the development from UNet [35]
to UNet++ [52] and builds upon this. Also the UNet3+ only differs in its implementation
of the skip connections by introducing full-scale skip connections. This allows lower-level
decoder layers to receive information from higher-level encoder layers. These higher-level
encoder layers are downsampled with MaxPooling and the different levels of encodings are
concatenated into one. This is also shown in Figure 3.8. Then, a UNet3+ also uses full-
scale deep supervision, similar to the UNet+-+. However, in the UNet3-+, the architecture
yields a side output from each decoder stage, supervised by the ground truths.
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FIGURE 3.8: Full scale aggregated feature map from UNet3+ [17]

Each of the UNet adaptations has been shown to improve an image segmentation task
for medical images. However, each segmentation task is different and although results are
promising, none tackle the identification of the ideal midplane. Also, the midline detection
networks are in a 2D manner and do not provide a method for 3D midplane identification.
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Chapter 4

Methodology

This chapter explains the research approach. From the design methodology to an expla-
nation of the dataset, followed by the steps taken for the geometric constraints, as well as
their technical implementation.

4.1 Design Science Research Methodology

The methodology of this research follows Peffers’ Design Science Research Methodology
(DSRM) [31]. It is a commonly accepted framework for researching and implementing
information systems and it includes six steps:

1. Problem identification and motivation
2. Defining objectives of the solution

3. Designing and developing the solution
4. Demonstrating the solution

5. Evaluating the solution

6. Communicating the solution

The six steps are also shown in Figure 4.1. This Figure also shows that the DSRM
framework is a systematic, iterative approach to problem and context identification, de-
velopment, evaluation, and communication. This study can ensure a structured process
for effectively constructing the geometrical constraints. It allows for prototyping, testing,
evaluating, and discussing. Evaluations are based on numerical results, visual inspections,
and discussions will be held with team members and neurologists. New iterations will again
be prototyped and implemented. This aids in making to final product not only functional
but also clinically relevant.

Accompanying Peffer’s DSRM, Wieringa’s Design Science Cycle (DSC) [46] is incorpo-
rated. This also emphasizes the iterative process of the design process of an information
system. Although this cycle is essentially very similar to Peffers DSRM, Figure 4.2 shows
that this cycle has a focus on the interaction between the problem context and the solu-
tion domain. This stresses that the developed geometric constraints will be continuously
adapted based on empirical evaluations. Both frameworks help create an accurate model
for automatically recognizing the geometrical constraints.
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FIGURE 4.3: Voxel shapes of scans in the CQ-500 dataset in coronal, sagittal, and
axial direction

To correctly apply the DSRM and DSC, it is important to emphasize the evaluation and
communication phase. As the Brain-SHIFT project is located in the medical field, it is
crucial to incorporate physicians in this phase. They can provide valuable insight from a
clinical point of view. Asking questions like "Does this improve the current protocol?",
"What is the level of trust in the deformation field?" and "Which factors of the deformation
field do you like and which ones do you not like?", could greatly improve this evaluation
phase. It can steer the next iteration in a direction that meets the expectations of the
physicians.

4.2 The Dataset

4.2.1 CQ-500

Throughout most of the project, the dataset from MST was not yet available. Hence, the
CQ-500 [8] was used for development. This dataset contains 491 3-dimensional CT scans
from 3 different types of CT machines and the images are reviewed by physicians. There
are scans of patients with healthy brains and several types of hemorrhages and hematomas,
including subdural hematomas. The scans are annotated with their type of hematoma and
the binary presence of a midline shift larger than 5 mm. These annotations were made by
three senior radiologists, and are not always in agreement with each other. 65 Patients in
the dataset were labeled with a midline shift and 53 patients were labeled with an SDH,
which is 13% and 11% respectively.

The pixel values, image dimensions, and metadata of this dataset were explored. There
is a large range of number of slices in the dataset. Most images have between 150 and 200
slices. Images with very few slices have been taken out of consideration, as the resolution of
these images is very low. Also, pictures with more than 500 slices have not been considered,
for some consistency in image sizes. The images in the dataset have a pixel value range
from -3024 until 1692. A majority has a value smaller than 0. These are background pixels.
The other values shown showcase different types of brain or head tissues and perhaps other
noises present in the image. Lastly, Figure 4.3 shows the number of voxels of all images
in the dataset. The voxel sizes in coronal and sagittal directions are identical because all
slices of all images in the dataset are squared. As for the slices, most images have a voxel
size smaller than 1. These sizes probably differ based on the type of CT machine the
images were taken on.
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Annotations

For predicting ideal midplanes, the data had to be annotated. This annotation process is
done in a 2D manner due to time and medical expertise constraints. Initially, CT images
of 50 patients were annotated by the author with their ideal midlines. Only 50 patients
were chosen because the dataset is only a pseudo-dataset and the annotation process is
very time-consuming. To stay consistent with the dataset as a whole, 13% of these 50
patients’ images were labeled with a midline shift and 11% were labeled with an SDH. The
rest of the patients were selected randomly. The annotations are done with a MeVisLab
script that is depicted in Appendix 8.1. Later on, an additional 20 images were annotated
for a test set.

The midline was defined as a straight line passing through the frontal crest and occipital
crest of the skull, from an axial view. This method is execuTable on every slice of the
brain above the eyes, no matter the state of the grey matter, ensuring consistency and
reproducibility. Hence, the annotated slices were all picked to be above the eyes. For each
image, 5 slices are annotated:

1. The lowest slice is the first slice in which the orbit of the eyes is no longer visible in
the skull.

2. The middle slice would be the slice where the left and right lateral ventricles appear
to be the largest.

3. The top slice is the highest slice in which the grey matter is still clearly visible and
textured enough to distinguish possibly present hematomas.

4. Slice 4 is placed in between the bottom and the middle slice.

5. Slice 5 is placed in between the top and the middle slice.

This protocol was established jointly with a clinician from MST, so it should be taken
into account that this is not a fully professional or globally used method. It is merely
to ensure consistency in the labels. The same protocol is followed by another annotator
to investigate inter-rater differences. These annotations will be called annotation 1 and
annotation 2 respectively.

4.2.2 Data Preprocessing

Before using both datasets to obtain the geometric constraints, the data is preprocessed.
This should ensure that all images are cleaned from the head fix of the machine and
that the data is in the correct shape and orientation to put into a deep learning model.
Further enhancements, such as rotating and cropping the images to center the brain are
also implemented. Moreover, some data augmentations have been applied. Each of the
following steps is performed in Python 3.8.10.

Train, validation and test set

The 50 annotated images were split 75%, 12.5%, and 12.5% respectively [12]. These all
have the same distribution of SDHs and midline shifts. They were split at random. The
test set was later extended with 20 more images.
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Preprocessing

Both datasets are preprocessed. The images are windowed [30], with a window center of
40 and a window width of 80. This means the Houndsfield Units (HU) of the image pixels
are cut off if they are smaller than 0 and larger than 80. These values were chosen because
the neurosurgeon from MST worked with these values.

Next, noise from the images is removed. This includes random particles that are present
on the CT images, such as removing the head fix of the CT scanner, or parts of skin or
ears that are visible in the image. An example is shown in Appendix ??. The connected
areas are turned into masks with morphological dilation and filled in where needed. The
largest mask, which is a mask of the head, is kept and the other parts are removed.

To prepare the images for further processing, the brain is centered. To do so, three steps
are applied to enhance the brain images. The brains are all set to the same orientation
angle, they are placed in the middle of the image and the images are normalized.

First, all brains are given the same orientation. So if a brain is oriented horizontally,
it is tilted to be oriented vertically, to ensure all brains are oriented the same. To do so,
a mask is created of the brain on a single slice. The angle of this mask is calculated and
a rotation matrix is created. This rotation matrix is then applied to all the slices in the
image to ensure the full 3D image is tilted as a whole.

After tilting, the brain is not yet centered in the image. Cropping and padding are
applied accordingly. The cropping function finds the top left corner and the bottom right
corner of the skull in the 3D images and crops to the borders of this. This results in a smaller
image. Then, equal padding is added to each border so the image size is (ngjices, 512, 512).

Finally, the data was normalized so all values are between 0 and 1.

Label Enhancement

The midline annotations are lines of one-pixel width. These lines are thickened and a
Gaussian smoothing function is added to create a gradient from the annotation. For some
trainings, only the beginning and end markers of the annotation are taken. This is done
by simply taking the minimum and maximum array indices. Also, these are thickened and
smoothed.

Data Augmentations

Data augmentations have shown to be very effective when training UNets [9]. The chosen
transforms are random flips in the vertical direction. Horizontal flips would change the
orientation of the brain and are thus not applied. Some random rotations were also used.
Lastly, a small amount of random Gaussian noise was also added to make the network
training more robust [9]. Considering each of these transforms is random, their probability
is set to p = 0.5.

4.3 Geometric Constraints
The geometric constraints are all identified after cleaning and preprocessing the data.

4.3.1 Brain Stripping

Thresholding in combination with the preprocessing steps, is the chosen method to do the
brainstripping. This is inspired by the intensity-based brain stripping methods, mentioned
in Section 3.1.1. Figure 3.1, showed a gap between a peek of voxel values around 20 HU and
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a second peek starting at 80. Combining this with the literature research from section 3.1,
a thresholding brainstripping technique seemed fitting. After inspection of thresholding,
the machine’s head fix seemed to have similar voxel values as the skull. Hence, besides
brainstripping, the machine is removed by keeping only the largest component. A before
and after of this is shown in Appendix 8.2.

Implementation

The brain stripping is applied as a transform following the preprocessing transforms and
before the data augmentation transforms. To do the brainstripping only pixel values above
the threshold are kept. In some images, the preprocessing did not remove the machine from
the images perfectly. Hence, only the largest component was kept; the skull.

4.3.2 Ideal Midplane

The ideal midplane is estimated as a symmetry measure in a pseudo-healthy brain scan.
To estimate the ideal midplane, a U-Net architecture is used. This deep learning method
is chosen, rather than e.g. symmetry spacing because it can be more robust against ir-
regular brain shapes or other image artifacts that are likely to occur in real-life practices.
Furthermore, in 3D manner, there might be more contextual information in the brain that
may be relevant other than symmetry. Before estimating the ideal midplanes, some ideal
midlines were predicted, from which a 3D plane was estimated. The reason for this was
that it was too time-consuming to annotate brains in 3D manner.

Implementation

First, ideal midlines are predicted from the annotated slices. These predictions are made
by training a U-Net for 150 epochs. The model was also validated during training. The
UNet architecture uses an Adam [20] and a linear learning rate scheduler [29]. Batch
normalization and dropout with p = 0.2 were also implemented. A Dice loss [39] was used
to compare the output images to the label images. This measures the overlap between
two segmented volumes. For perfect alignment, the Dice score is 1, while no overlap gives
a score of 0. The loss function of this is 1 — DSC. It is often used to evaluate image
segmentation.

2|AN B|
DSC(A, B) A+ 1B (4.1)

Furthermore, a vanilla UNet++ was implemented. The input was varied, by training
based on single slices or by all annotated slices as one input. Also changing the input from
the full brain and skull, to only the skull or only the brain was tested. Table 4.1 shows an
overview of this ablation study.

The UNets predict in 2D and thus predict a midline. Because marker points are given
as a label, also marker points are predicted. To decide which point to take from the
predictions, the highest intesity value is used. The predicted markers are trained on the
labels that have a gradient, with the highest intensity as the most accurate location. Hence,
this method is used. For each patient, five slices were annotated, thus also the midline of five
slices is predicted. From these five midline predictions, a plane was estimated to constitute
the 3D midplane. This estimation is done based on a singular value decomposition. Given
matrix A of dimensions m x n, the singular value decomposition is given:
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TABLE 4.1: Overview of the different networks trained

ID Network Input Gradient Number of slices
1 UNet Skull Yes 1

2 UNet Brain Yes 1

3 UNet Skull and brain Yes 1

4  UNet++ Skull Yes 1

5 UNet++ Brain Yes 1

6  UNet++  Skull and brain Yes 1

7 UNet Skull No 1

8 UNet Brain No 1

9 UNet Skull and brain No 1

10 UNet Skull Yes 5

11 UNet Brain Yes 5

12 UNet Skull and brain Yes 5

A=UxvT (4.2)

In 4.2, U is an m x m orthogonal matrix, ¥ is an m x n diagonal matrix and V7 is the
transpose of an n x n orthogonal matrix.

From this, the normal vector from the plane was identified. The y and z parameters
were set to the maximum image shape, so only the x-coordinates are estimated to the
best possible fit. This results in a 3D plane. The planes are evaluated as described in the
evaluation.

4.3.3 Slice Selection Algorithm

Additionally, a slice selection algorithm is implemented that decides which slices from the
CT scan are used. The CQ-500 dataset is annotated for 5 slices that are handpicked based
on the protocol. However, to fully automate the process, it is important that also the
choosing of these slices is automated. This is done partially before predicting and partially
after predicting, as showcased in Figure 4.4. Before predicting, slices are filtered so that
only slices above the eye sockets are left. Slices lower than the eye sockets contain a lot
of parts of the skull that make it harder to predict the midline. These parts also contain
more facial features than brain matter, hence these slices are not relevant. According to
facial ratios [11], this starts at the 60th percentile of the face ideally. An extra five percent
is taken because not every skull is ideal. Also, the very top slices of the skull are less
relevant and contain less information for ideal midlines. Therefore, the 55th until the 85th
percentile of the skull is taken from the input image. Appendix 8.3 highlights this part of
the skull for clarity.

After predicting the midline, a Structural Similarity Index Measure (SSIM) [44] is
performed on the results. By comparing the left side of the image to the right side of the
image, it can be determined whether both markers are present in the prediction. If both
markers are present and predicted at the right coordinates, the SSIM is larger than 0.9.
If one is missing, the similarity index will be lower. When both markers are missing, the
predictions also had a low SSIM, so this measure would also work for those cases.
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FIGURE 4.4: The slice selection algorithm pipeline

4.4 Evaluation

To evaluate the performance of the final result, relevant metrics should be applied. As
the scope of this project focuses on the geometrical constraints, only the metrics to eval-
uate these are discussed. These metrics should indicate to what extent the output was
performed correctly. Thus, whether the deformation field can estimated correctly based
on the automatically generated geometric constraints. However, as this network is still
in progress, the geometric constraint predictions can only be compared to the available
annotations. Considering the lack of medical background, not all these methods can rely
on manual checks and thus other metrics should be implemented.

4.4.1 Brain Stripping

For brain stripping, there are no ground truths available. To inspect the resulting images,
the presence of machinery or brain tissues other than the skull is checked manually.

4.4.2 Ideal Midplane

The evaluation of the ideal midplane consists of 2D evaluations of midlines as well as 3D
evaluations of the midplanes.

2D Midline Evalution

The midline evaluation compares the predicted midlines to the ground truth midlines.
When comparing these, the relative position and angle are of most importance. For this,
the angle will be calculated between the two lines in the middle of the skull. This angle
difference is set relative to the image size. A small angle difference on a small image can
be a good prediction, yet a small angle difference on a larger image can result in a very
off prediction. The distance between both lines is also calculated between both lines. The
distance is measured at several places inside the skull and the largest distance is taken as
the distance measure.

3D Midplane Evalution

The constructed midplane from the labels is compared to the constructed midplane from
the predicted lines. These planes are also compared by angle and distance, the same way
as the 2D manner. Furthermore, the distance between the midlines and the estimated
planes is calculated for each point, and the average of these will be taken to find out to
what extent the estimated plane resembles the ground truth.
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Chapter 5

Results

In this section, the results of the geometric constraints are showcased. They are discussed
later in Chapter 6.

5.1 Brain Stripping

Figure 5.1 shows the brain stripped images of four patients. Of each patient, four slices
are taken each at a different level. These levels are custom for visualization purposes. The
first level still contains eyesockets and other facial features. The second level shows the
cavity in the anterior part of the skull. The last two levels are "normal" levels, that are
also targeted during the annotation process. For each level, it can be deduced that only
the brain is present and no other noise or machinery is visible. For the patient on the far
right side, it is noticeable on the second level that the front of the brain is slightly cropped
at the anterior side. Appendix 8.4 also shows this. This is because the images in Figure 5.1
are after preprocessing. The original image of the CQ-500 dataset does not have the head
centered and is partially cropped out of the image. The patient was likely not centered
when taking the scan.

5.2 Ideal Midlines and Midplanes

The ideal midplanes are estimated from the ideal midlines that are predicted by the net-
work. Therefore, the following results are split into three parts. First, the ideal midline
detection results are given and then the plane estimation results are given. Lastly, the
results of the ablation study are given. All the results showcased before the ablation study,
are based on the network that performed the best.

5.2.1 2D Midline Detection

Figure 5.2 shows the input image, the label, an overlay of the prediction and the label, and
the raw prediction. In the far right image, it can be seen that there are two spots. These
are the predicted marker points. These spots have different intensities. The darkest spot is
taken as the predicted marker coordinates. In the middle right image, this darkest spot is
indicated in red. A straight line between these red markers is what makes the ideal midline
prediction. In this same image, there are white spots visible, which are from the labels.
The colored parts belong to the prediction. It can be seen that the prediction matches the
label almost fully, except for the darker blue spots on the outside.
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FiGURE 5.1: Four slices at custom-picked levels of four patients’ brain stripped
image. Each column is one patient and each row is a different level. The first level
still contains eyesockets and other facial features. The second level shows the cavity
in the anterior part of the skull. The last two levels are "normal" levels, which are

also targeted during the annotation process.
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FIGURE 5.2: Results of UNet trained with markers. From left to right: The input
image, the ground truth markers, and overlay of the grount truth and the prediction,
and the raw predicted markers

Predicted plane Label plane

F1GURE 5.3: Midplane estimations from the predicted and annotated midlines

5.2.2 Plane Estimation from Midlines

From the midlines, a midplane is estimated. For each patient, a plane is fitted to the
5 lines. This is done both for the annotated and predicted midlines. Figure 5.3 shows
such an estimation. The blue lines are the midlines and the rectangle is the estimated
midplane. When comparing the predictions to the labels, it can be seen that the x, y, and
z orientations resemble similar values. When looking more closely, it can be seen that the
length of the predicted midlines is slightly different than the label midlines. Especially for
a larger z value, thus higher slices, the predicted midlines seem larger. The shading of the
rectangles, which resembles the angle, also differs slightly.

Figure 5.4 shows an estimated plane from the top view. This view shows that each
point of the midlines has a different distance from the plane, although this distance is
still very small. The average distance of the lines to the plane in Figure 5.4 is 0.35 mm.
Table 5.1 shows the average distance to the estimated planes from the ground truths of
annotation 1 and annotation 2.

Distance to plane 1 | Distance to plane 2
0.42 0.44

TABLE 5.1: The average distances (mm) to the planes of annotation 1 and anno-
tation 2
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FI1GURE 5.4: Top view of the midplane estimation. This shows that the plane does
not perfectly match each point in the midline predictions.

5.2.3 Ablation study

Detecting the midlines and estimating the midplanes accordingly has been done for multiple
models. These are compared to each other to find out which network and types of input
combinations optimize best.

From the ablation study, all of the models in Table 4.1 that contained a single slice as
input did not converge during training. Table 5.2 shows the final validation loss after 150
epochs. None of these losses reach a lower value than 0.9. The UNet-++ models (ID = 4,
5, and 6) all reached a slightly lower loss than the others.

ID 1 2 3 4 5 6 7 8 9
Dice loss | 0.99 | 0.99 | 0.99 | 0.93 | 0.91 | 0.97 | 0.99 | 0.98 | 0.98

TABLE 5.2: Final validation loss of UNet ablation study

The other three models did converge and have been evaluated further. These are
networks with IDs 10, 11, and 12. They all have an input of five slices and only differ
in their input images. From Table 5.3 it can be deduced that all angles are rather small.
Most are less than 3 degrees. The angle between the predictions and the symmetry line is
smaller than the other angles, all of these are smaller than 1.7 degrees.

What also stands out from Table 5.3 is that the distance is much smaller for the
model that was trained with skull images. The distance of these predictions is only 2
mm. However, the distance to the symmetry line is slightly larger than the distance to the
annotations. For models 11 and 12 however, the distance ranges from 22 mm to 25 mm.
This is more than ten times as large as the distances from model 10.

Figure 5.5 shows the results of the three different models visually. The first row shows
the input images. The lines in all other images display the estimated plane in 2D. This is
not the predicted midline, but the 3D plane visualized in one slice. For each other image,
the red line showcases the predicted plane. The blue lines show the plane of annotation 1,
the green lines show the plane of annotation 2, and lastly, the yellow line is the symmetry
line. Here, it is clear that the model trained with skull images can estimate the ideal
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Annotation Annotation Symmetry
1 2 line
ID Input Angle Distance | Angle Distance | Angle Distance
10 skull 3.07 2.68 2.89 2.12 1.32 5.03
11 brain 3.64 24.80 3.16 25.00 1.66 23.71
12 head 2.95 23.87 2.69 24.07 1.52 22.61

TABLE 5.3: These are models with IDs 10, 11, and 12. They all have an input
of five slices and only differ in their input images. The predictions are compared
to annotations 1, annotations 2, and a symmetry line. The angle (degrees) and
distance (mm) are the average values of the test set.

Predictions | Annotations 2 | Symmetry line
Angle 3.07 1.11 2.64
Distance 2.68 1.42 3.67

TABLE 5.4: Annotation 1 compared to predictions of the best model, annotation
2, and the symmetry line. The angle (degrees) and distance (mm) are the average
values of the test set.

midplane the closest to the ground truth. This is the only column where the two lines
cross. For models 11 and 12 there is a clear distance between the prediction and ground
truths.

All in all, it can be deduced that model 10, where images with only the skull are used
as an input, performs the best.

Notably, the yellow symmetry line does divide the image of the head in half quite
neatly. It goes through the frontal crest of the skull and nearly goes through the occipital
crest. This matches the annotation protocol.

This leads to comparing the annotations to the other ground truths to assess how well
the annotations are done. Table 5.4 shows the angles and distances between annotation 1
and the other ground truths. Also, the annotations are compared to the predictions again,
for a clear overview, but this is the same as in Table 5.3. In Table 5.4 it can be seen that
the angle and distance are smallest when comparing annotation 1 to annotation 2. There
is almost only a one-degree angle difference and a distance of 1,4 mm. Furthermore, it can
be seen that the angle difference between annotation 1 and the prediction is larger than
the angle difference between annotation 1 and the symmetry line. However, there is only a
very small difference between the two, namely 0.43 degrees. The distance to the symmetry
line is the largest, whereas the distance to annotation 2 is the smallest. Appendix 8.5 also
showcases these results visually.

5.3 Slice Selection Algorithm

Only labeled slices | With SSA | Without SSA
Angle 3.07 3.11 3.81
Distance 2.68 2.47 15.04

TABLE 5.5: Average angle (degrees) and distance (mm) of the test set when running
with and without the slice selection algorithm (SSA) for model 10.
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FI1GURE 5.5: The visual results of the ideal midplane estimations of models 10,
11, and 12. Each column is one model, so from left to right, it is model 12. 11,
and 10. Each row shows the prediction (red) compared to a different ground truth.
The second row is compared to annotation 1 (blue). The third row is compared to
annotation 2 (green). The bottom row is compared to the symmetry line (yellow).
The right column is from the model that performed the best overall.
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The implementation of the slice selection algorithm is tested for model 10. When using
the model for an entire brain, 512 slices are given to the network. After applying the slice
selection algorithm to the test set, on average only 20 good slices were left. Table 5.5 shows
the results with and without the slice selection algorithm. Again the baseline results are
given for easier comparisons. As can be deduced, the angle improves with 0.8 degrees. The
distance decreases by 12.57 mm.
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Chapter 6

Discussion

This section discusses the results from chapter 5. These results are analyzed and evaluated.
Furthermore, the limitations of the findings are addressed.

6.1 Brain Stripping

The threshold brain stripping showed promising results to delineate the skull as a geometric
constraint, which can be used as an input for finding the deformation field. The method
resulted in clean extractions at various levels in the skull, as shown in Figure 5.1. All other
components, such as the brain, skin, ears, and noise, were filtered out after applying the
brain stripping method.

Sometimes the machine or calcification was still present after brain stripping because
these artifacts have similar voxel values to the skull. However, keeping only the largest
component successfully removes these artifacts. While this does remove unwanted artifacts,
there might be a possibility that it also removes parts of the skull that are not perfectly
connected to the skull. It is important to ensure no essential parts are lost when removing.
In Appendix 8.4, it can be seen that a part of the skull where the eyesockets are is removed.
While this is not relevant as a constraint for the removal of the hematoma, it does indicate
the possibility that parts can be removed that should not be removed.

Another limitation is the noticeable cropping that was reflected in the right side of
Appendix 8.4, where the frontal part of the skull was cropped. This is likely due to the
patient not being positioned correctly when taking the CT scan. This showcases that this
method only brain strips existing data and does not enhance the resulting skull. However,
when applying the deformation field, in the pseudo-healthy image, the skull should not be
cropped. Considering the skull constraint is there to also ensure brain matter does not
move beyond the skull, this particular case would not affect the final results negatively.
Because the inside of the skull remained intact and the brain was removed correctly.

6.2 Midlines and Midplanes

6.2.1 2D Midline Detection

Figure 5.2 showed results of raw marker predictions. The predicted markers are positioned
in the same spot as the ground truth markers, showing the model can locate the frontal and
occipital crest. However, there is a lot of blur around the markers. This blur is on the left
and right side of the prediction so in the direction of the midline. Considering the marker
labels are taken from midline annotations, not all markers may be exactly at a consistent
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position in the crest. This could cause the model uncertainty about the exact location.
An improvement could thus be to use more accurate labels, such as marker points from
actual marker annotations, instead of from midlines. However, as long as the predicted
ideal midline reaches the skull, a slight difference in the length of the midline does not
affect a good midline prediction.

6.2.2 Plane Estimation from Midlines

Based on five predicted midlines per image, a midplane was estimated. Figure 5.3 shows
an estimation of a midplane from the annotated midlines and the predicted midlines. The
midplanes are similar in orientation along the x, y, and z coordinates. However, the midline
predictions differ in length from the annotated midlines. Although this might not have a
large effect in 2D, because a longer midline is not necessarily wrong, it might affect the
estimation of the midplane. It suggests that the 2D model is overestimating the midlines.
Nevertheless, this is an aspect that can be tweaked in post-processing for better estimations
of the midplane.

Furthermore, in Figure 5.4 the distance of the midlines to the estimated planes is
evaluated. This consistently led to distances smaller than 0.5 mm. This is promising for
using the model in a clinical environment. It was also noticed that larger deviations in
the distance also tend to have larger inter-rater errors. This suggests that some brains are
harder to annotate systematically. This emphasizes the subjectivity of the annotations,
which the model fits to. Using more annotations for the training could resolve this problem.
Especially annotations from clinical practitioners would be beneficial.

6.2.3 Ablation study

The ablation study showed that models 1 to 9 did not converge in validation loss. All
these models were trained with a single slice, implying that this is not sufficient. There
might not be enough context available in the input images, to predict the marker points.
However, it might be interesting to investigate a different type of network for single slices.
Instead of reconstructing the full image, finding only the coordinates of the marker points
with a convolutional network could lead to better results. There was also a slight improve-
ment in the dice loss in the UNet++. This indicates that with further hyperparameter
optimization, this network might be able to find the marker points.

From the models that were trained with all five slices as input, the model with the skull
input images performed the best. The main reason why this performed better, is because
it can predict the midlines with a small distance to the ground truth, as was indicated in
Table 5.3. Figure 5.5 also shows that the predicted lines match the ground truths better
for the skull images than the others. When looking at the predicted line in red, it can be
deduced that it does go through the frontal and occipital crest, but not exactly through the
thickest parts. This could be because Figure 5.5 shows the plane estimations, so although
it might not be a perfect line for this slice, it could be an overall correct estimation. It
could also be caused by the way the marker points are extracted from the raw markers that
were shown in Figure 5.2. For example, instead of taking the highest intensity, finding a
mean value could improve results.

When investigating the other models’ performances in Table 5.3 and Figure 5.5, it is
clear that these predictions are not good enough to be taken as an ideal midplane. For
model 11 with only the brain as an input, there is a rather good angle estimation, yet
the distance to the ground truth is too large. The prediction does not resemble a good
symmetry of the brain. For model 12, with the full head as an input, both the angle and
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the distances are off. In Table 5.3 these angles and distances are a bit smaller than for
model 11, but the distances are still too large to resemble a good midplane. Especially
since the clinical threshold for a midline shift is 5 mm, having a distance of 25 mm would
truly be too large of a difference to be clinically relevant for the ideal midplane.

Table 5.4 shows a comparison of annotation 1 to the other ground truths. There is a
very small angle and distance difference between annotation 1 and annotation 2. It makes
sense since the same protocol was used when retrieving these annotations. The small
deviation does show that the protocol is not a golden standard and that it still deviates
per person. It also confirms the clinical problem, where different annotators create different
annotations.

Furthermore, there is an angle between annotation 1 and the symmetry line. The
symmetry line could be used as an ideal midplane, given that the preprocessing corrects
the tilt of the brain images correctly. Table 5.4 shows both this angle and the distance
are larger than the angle and distance between both annotations. The angle might be
somewhat correct since the head is rotated in preprocessing. However, using the symmetry
line as an ideal midplane likely leads to larger distances, because the symmetry of a brain
in a CT image could be tilted. Even a tilt of a few millimeters would already lead to a
larger distance. The distance of the prediction is smaller because it is based on the actual
CT images and not on the idea that a brain is symmetrical. That being said, the angle and
distance of the symmetry lines are better than the performance of models 12 and 11. This
indicates that investigating whether there is room for optimization in the tilt correction
could also be a good way to find the ideal midline.

All in all, the ablation study shows that the models trained in five slices resulted
in better midplane predictions. It suggests that annotating more slices per patient and
training models fully in 3D could improve the results even more. Moreover, the markers
of the midlines were predicted well, but there was still some blur that created uncertainty.
Therefore, training a network to find coordinates, would also be relevant to future work.
It should also be noted that the provided findings are all based on a model trained with
annotations that are made only jointly with a clinician. To ensure clinical correctness, a
model trained on annotations made with medical expertise would be crucial.

6.2.4 Slice Selection Algorithm

When applying the Brain-SHIFT project in practice, the deformation field should be found
fully automatically. Clinicians should not have to handpick slices beforehand. Therefore,
also the geometric constraints, especially the midplane, should not rely on handpicked
slices. The slice selection algorithm should ensure this.

The slice selection algorithm showed to improve the results, as seen in Table 5.5. When
applying the slice selection algorithm, there is a very slight increase in angle compared
to using the five handpicked slices, but this difference is negligible. There is a slight
improvement in distance to the ground truth. The slice selection algorithm keeps only the
very good predictions, meaning that it removes outliers. When estimating the plane, it
makes sense that the distance to the plane decreases if only the good midlines are kept. A
smaller distance to the plane ensures more consistency in the predictions, likely indicating
the predictions are also better. Hence, the smaller distance after applying the slice selection
algorithm.

There is a much larger difference between the predictions without a slice selection
algorithm and with the slice selection algorithm. The model is trained for the slices that
are labeled, which are handpicked according to a protocol. These are five good slices.
However, a full image has 512 slices, of which some only contain background and others
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contain facial features that the model is not trained for. It also leads to wrong predictions,
as is indicated in Table 5.5. When applying the slice selection, the results are similar to
the results with handpicked slices. This proves that the slice selection algorithm is a good
solution for picking slices from a full image. This is especially important for the clinical
implementation.

6.3 Overall Clinical Relevance

The previous sections discussed the results of the geometric constraints. However, they
should still be placed into the broader picture. The research question asked to what extent
the geometric constraints could be found using deep learning for finding the deformation
field. First of all, the intensity-based brain-stripping method showed that the skull was
obtained. The skull was obtained without leaving traces of the brain or other noises.
However, there was no deep learning used for this, as there were no ground truths available.
The midplane was shown to be found with an angle difference of 3.07 degrees to the ground
truth and a distance of 2.68 mm. These are better estimations of midplanes than using the
symmetry axis. However, when comparing two annotations, a smaller angle and distance
are found, so the predictions do not outperform human inter-rater differences. It does
however provide a midplane that matches the actual midplane rather well. This could still
benefit clinicians, as it provided a 3D view, rather than a 2D view of a single slice. The
slice selection algorithm also took the clinical use of the findings into account, by ensuring
that only relevant slices were used for the plane estimation.

To know how well the retrieved skull and midplane can aid the finding of the deforma-
tion field, they would have to be tested in the full pipeline of the Brain-SHIFT project.
As this is still a work in progress at the time of writing, that is not possible. It would give
valuable insight, nonetheless. However, all constraints were found automatically and ac-
curately and therefore meet the expectations of geometric constraints for the deformation
field network.

The clinical value of the Brain-SHIFT process was also assessed. Given that the de-
formation field can be found correctly, the project relieves pains in the currently used
protocol and implements gains for clinicians. It streamlines the current protocols and aids
the standardization of the current procedures. It enables more informed decision-making
in the diagnosis and treatment of SDHs. It also has the potential to be expanded to other
masses in the head if trained for a wider range of masses.

40



Chapter 7

Conclusion

This report showcased the development and evaluation of a deep learning-based approach
to identify geometric constraints within brain CT images, which are crucial for estimating
the deformation field in patients with a ¢cSDH. A method for automatically detecting the
skull and ideal midplanes was developed, optimized, and evaluated. The results show that
the methods developed can successfully identify these geometric constraints. The brain
stripping method resulted in clean skull masks. The midplane detection resulted in 3.07
degree difference from the ground truth. The results are promising to use as an input for
the deformation field calculation.

Furthermore, the clinical value of the Brain-SHIFT project was investigated. From a
SWOT analysis, risk analysis and value proposition, it can be concluded that the project
is substantial, as it streamlines current protocols, aids in standardizing procedures, and
enables more informed decision-making in the diagnosis and treatment of SDHs. The
potential for this tool extends beyond c¢SDH to other masses in the head, should it be
trained for a wider range of pathologies.

For future research, several recommendations can be made. Firstly, further exploration
of networks trained with more slices as input could improve the prediction of marker
points. Secondly, involvement of clinical practitioners in the annotation process could
ensure medical accuracy.
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Chapter 8

Appendix

8.1 Annotation Tool
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FIGURE 8.1: MeVisLab network for inspecting and annotation brain CT scans
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FIGURE 8.2: Annotation tool for annotation midlines on CT slices
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8.2 Removing Noise

Before After

FI1GURE 8.3: Before and after keeping the largest component. The left side shows
the head fix of the CT machine, which is removed on the right side.

8.3 Slice Selection

FIGURE 8.4: Taking 55th to 85th percentile of the skull
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8.4 Brain stripping results in 3D

FIGURE 8.5: Brainstripped image in 3D

8.5 Annotation 1 compared to other ground truths

O|0[0]0
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FIGURE 8.6: Annotation 1 compared to predictions of the best model (red), anno-
tation 2 (green), and the symmetry line (yellow).

100
500

]

R

°

=) o 2 =) ) S )
S S S S S <] 3
El 5 ] & R ] 2

300

° 2
g
e 2

o o ° o
2 5 R e

500

8.6 Risk Analysis
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Risk Description

Someone unauthorized
gets access to the data

General regulatory and

compliance risk -

GDPR complience,

privacy policies,
personal data
processing

Not enough data
available to train a
good model

Not high-quality

enough data available
to train a good model

Model does not
generalize well to
unseen data

Not enough

computation power

Bad integration with

current software at
MST

Updating or adapting

the model is too
complex for MST

Clinicians do not adapt

well to the model

Model detects a

hematoma when there

is none

Model detects no

hematoma when there

is one

Interdisciplinary lack of

communication,

causing lack of clairty

and confusion
Business Case

becomes obsolete or is

undermined by
external or internal
changes

The product does not
significantly advance

current procedure

Lack of funds that
would support the

recovery of the product

in case of
malfunctioning

Risk Category

Information
Security Risk

Information
Security Risk,
Technology Risk

Technology Risk

Technology Risk

Technology Risk

Technological
Environment Risk

Technological
Environment Risk

Technological
Environment Risk

Human Risk

Human Risk

Human Risk

Project Planning
Risk

Project Planning

Risk

Financial Risk

Financial Risk

Likelihood
of Risk

Medium

Medium

High

Medium

Medium

Low

Low

Low

Medium

Low

Low

Medium

Low

Low

Low

Impact if
Occurs

High

High

Medium

Low

Low

Low

Medium

Medium

High

High

High

Low

High

Medium

Medium

Severity
Rating

High

High

Medium

Low

Low

Low

Low

High

Medium

Medium

Low

Medium

Low

Risk Owner

Security
Manager

Security
Manager

Data Science
Team

Data Science
Team

Data Science
Team

Data Science
Team

Project
Manager

Project
Manager

Clinical Lead,
Project
Manager

Clinical Lead

Clinical Lead

Project
Manager

Project
Manager,
Business
Development
manager

Project
Manager,
Business
Development
manager

Finance
Manager

Risk Response

Mitigate

Mitigate

Mitigate

Mitigate

Mitigate

Transfer

Mitigate

Transfer

Mitigate

Mitigate,
contingency
plan

Mitigate,
contingency
plan

Mitigate

Mitigate,
contingency
plan

Mitigate,
contingency
plan

Mitigate,
contingency
plan

Mitigation
Action
Implement 2FA,
encryption and
firewalls.
Regular security
checks.

Regular checks
if the data is
according to
GDPR
standards

Find more
suitable data

Find more or
other suitable
data

Find more
suitable data to
train with and
apply more
generalization
techniques

Checking
available
hardware and
software at
MST and make
design choices
accordingly.
Communicate
regularly.

Introduction
talks and videos
with clear
instructions of
the use of the
product. Allow
clinicians to
provide
feedback.

Validating the
model with
experts and
improving its
accuracy.
Involving
clincians in the
development,
emphasizing
the tool is not
leading.
Validating the
model with
experts and
improving its
accuracy.
Involving
clincians in the
development,
emphasizing
the tool is not
leading.

Regular
meetings and
shared
communication
platforms

Regular reviews
of the goals and
current market

Conduct market
research and
ensure unique
value
propositions

Implement strict
budgeting and
check regularly

Contingency
Plan

Establish a
protocol for
manual review
of all positive
detections by a
medical expert.

Establish a
protocol for
manual review
of all positive
detections by a
medical expert.
Adding urgent
care for missed
detections.

Develop a
strategy to shift
the project to
the right focus

Reasses the
projects
features and
strategies

Make use of a
pre-approved
financial
emergency plan
or identify
priority features.



