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Abstract

This study investigates the integration of lexical alignment into text-based negotiation
chatbots and its impact on user perception. Lexical alignment, where participants in a
conversation adopt similar language, is examined for its potential to enhance chatbot user
experiences. This study proposed a chatbot architecture designed for price bargaining,
incorporating lexical alignment. The architecture consists of seven components: user in-
terface, intent classifier, price extractor, product extractor, dialogue management, response
generation, and database. Key among these are the intent classifier, which categorizes user
inputs; the price and product extractors, which identify prices and products mentioned in
the conversation; dialogue management, which follows predefined rules for chatbot ac-
tions; and response generation, which crafts appropriate responses using OpenAI’s API
and prompt engineering techniques. This response generation can include lexical align-
ment features or not. To evaluate the effects of lexical alignment, a user experiment was
conducted. While the results did not show statistical significance, they suggest that lexical
alignment might positively influence user satisfaction. This finding indicates a potential
direction for enhancing user interaction with chatbots in the future.
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Chapter 1

Introduction

The field of Artificial Intelligence (AI) has witnessed rapid advancements in recent years,
reaching new heights with the introduction of ChatGPT [37], a state-of-the-art conversa-
tional agent. Chatbots, a subset of these agents, are increasingly prevalent across various
industries including healthcare [9], education [24], and BFSI (Banking, Financial Services,
and Insurance), offering cost-effective, efficient, and customizable services [2]. While com-
monly used by many businesses in customer service to increase customer interaction and
improve consumer service [2], there’s a growing trend to employ chatbots in more complex
tasks like negotiation. Companies like Pactum are providing chatbots to automate the
negotiation process to reduce operational costs with clients like Walmart and Maersk [4].

Despite widespread implementation, there is still a preference among customers for more
human-like interactions, especially in problem-solving scenarios [67]. Enhancing user expe-
rience and trust in chatbots is crucial for customer adoption [64, 7], and linguistic alignment
is emerging as a key factor in this regard. Linguistic alignment is a phenomenon where
individuals adapt their language usage to align with their conversation partners during
interaction [44]. It occurs at various levels, encompassing not just the mirroring of word
choices, sentence structures, and phrases, but also aligning in understanding word meanings
and higher-level concepts [65]. Research has shown that speakers intentionally use similar
linguistic patterns to enhance understanding and foster positive feelings [12, 26, 43, 17]
toward each other [73].

Despite a large number of research on linguistic alignment in human-human interaction,
its application in human-computer interaction has only begun to gather attention. Most
studies in this area have relied on the Wizard-of-Oz technique or have been limited to
simple task-oriented chatbots, leading to short-term interactions and an inability to capture
complex content [70]. This gap limits our understanding of linguistic alignment in more
complex, real-life scenarios.

1.1 Research Questions

This study aims to explore the effect of lexical alignment in complex scenarios, specifically
focusing on price bargaining tasks. Lexical alignment has demonstrated benefits in dialogue
systems, including enhancing likability, trustworthiness, and satisfaction, and improving
task success rates [59, 60, 53]. These aspects are critical in negotiations, which involve
considerations like user emotions and cooperation [40]. Additionally, the increasing demand
for negotiation chatbots presents unique challenges, such as analyzing customer behavior
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and controlling negotiation strategies [11, 46].

The main research question is formulated as follows:

• How does lexical alignment in text-based negotiation chatbots influence user percep-
tions?

This is supported by two sub-questions:

• How can a chatbot be developed to perform lexical alignment and price bargaining with
users?

• How to evaluate user perceptions and negotiation outcomes influenced by lexical align-
ment in chatbots?

1.2 Research Structure

This study is organized into several chapters to address the research questions outlined
above. Chapter 2 reviews relevant literature to establish a foundational understanding of
chatbots and linguistic alignment. Chapter 3 examines current methodologies in devel-
oping chatbots for linguistic alignment and negotiation. Chapter 4 details the research
methodology, including the design and development of a negotiation chatbot with lexi-
cal alignment features. Chapter 5 describes the user testing procedures and analyzes the
results. Chapter 6 discusses these results, addressing the study’s limitations. Chapter
7 concludes the thesis, answering the research questions and proposing future research
directions.
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Chapter 2

Background

This chapter presents an overview of chatbots, including an introduction to the various
technologies they utilize and the growing interest in chatbot research within academia and
their implementation in the industry. It then delves into the specialized area of negotiation
chatbots and the dynamics of customer adoption of chatbots. This Chapter also introduces
the phenomenon of linguistic alignment and its underlying mechanisms in human-to-human
interactions. It then extends to the human-computer interaction area, highlighting how
linguistic alignment enhances communication between humans and chatbots.

2.1 Chatbot

Conversational agents are software systems engineered to replicate human interaction, en-
gaging through text, speech, and even gestures as outlined by Khatri et al. [52]. Chatbots,
which represent a subset of these agents, have evolved significantly from their earliest sim-
ple version, ELIZA [75], which showed basic conversational capability. Presently, chatbots
have diversified to provide assistance in various aspects of daily life. There are informative
chatbots that serve to provide information, task-based chatbots that assist with specific
tasks, and conversational chatbots that aim for more natural human-like interactions [6].

Current chatbots utilize different advanced technologies that can be classified into six main
categories: template-based, corpus-based, intent-based, RNN (Recurrent Neural Network)-
based, RL (Reinforcement Learning)-based, and those with hybrid models [63]. Template-
based chatbots, like ALICE [74], use predefined response patterns, making them suitable
for simple applications due to their straightforward development and deployment [63].
Corpus-based chatbots, in contrast, utilize a database to store and retrieve information,
offering more efficient and scalable solutions [66]. Intent-based chatbots, widely used for
task-oriented systems, exemplified by Rasa [16], leverage Natural Language Understand-
ing (NLU) for multi-turn dialogues [16]. RNN-based chatbots, also known as genera-
tive chatbots, employ deep learning models like Seq2Seq (Sentence to Sentence), LSTM
(Long Short-Term Memory), and GPT (Generative Pre-trained Transformer) to produce
responses dynamically [6]. However, the unpredictable nature of deep learning models lim-
its these chatbots’ use in informative or task-based applications [63]. RL-based chatbots
rely on reinforcement learning to generate responses but require comprehensive pre-defined
dialogues for training [63]. Hybrid approaches aim to enhance chatbot performance by
combining different techniques. For instance, certain intent-based chatbots utilize NLG
(Natural Language Generation) to create responses aligned with dialogue actions [23, 76].
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2.1.1 Chatbots in Academia and Industry

The interest in chatbots spans both academic research and industry applications. Fig-
ure 2.1 shows the number of publications related to Chatbot from 2013 to 2023, sourced
from Scopus. This data was gathered using search terms: ("chatbot" OR "conversational
agents" OR "dialogue system"). The search suggests the advancements in Artificial intelli-
gence (AI) and Natural Language Processing (NLP) have been the gasoline for developing
more advanced chatbots.

Figure 2.1: Publications on Scopus From 2013 to 2023

The implementation of chatbots across industries has seen a marked increase, caused by
the 24/7 availability and cost-efficiency they offer. The global chatbot market, valued at
approximately $5.13 billion in 2022, is expected to expand at an annual growth rate of
23.3% until 2030 [2]. North America is expected to see a steep increase in this market, as
illustrated in Figure 2.2.
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Figure 2.2: North America Chatbot Market[2]

In 2022, the retail and e-commerce sectors held significant shares of the chatbot market
at 30.34%, respectively [2]. Moreover, diverse sectors like healthcare, banking, financial
services, insurance, media, travel, and others are also adopting chatbots at a significant
rate, as highlighted in Figure 2.3. Chatbots in e-commerce enhance customer interaction
and support the shopping process. For instance, Lego’s e-commerce chatbot "Ralph"
successfully decreased the cost per conversion by 71% while accounting for a 25% increase
in social media sales [1]. In healthcare, chatbots like Wysa addresses mental health issues
by offering 24/7 support [5]. Banks and financial institutions utilize AI assistants like
IBM’s Watson to improve customer service and drive digital transformation [3].

Figure 2.3: Global Chatbot Market[2]
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2.1.2 Negotiation Chatbots

Negotiation chatbots represent an emerging area of application, facilitating negotiations
in personal and business contexts. Negotiation, as defined by Fisher et al. pp. xxvii [39],
is a "back-and-forth communication designed to reach an agreement when you and the
other side have some interests that are shared and others that are opposed". Researchers
have examined various factors that influence negotiation outcomes. One crucial factor is
emotion during the negotiation process. Several studies suggest that positive feelings have
a beneficial impact on negotiation by increasing confidence in judgments and promoting
cooperative behaviors [33]. Furthermore, positive emotions contribute to building rela-
tionships among bargainers and facilitating social bonding, leading to more cooperative
processes and expected outcomes [33, 38]. Additionally, the foundation of negotiation,
the information processing, is influenced by emotions as well [33]. Another critical factor
influencing negotiation outcomes is the level of trust among negotiators. Defining trust
and distrust precisely remains an ongoing discussion [61]. However, one explanation is
that trust (or distrust) is the response to positive (or negative) expectations regarding the
actions of the other negotiators [61]. The higher the levels of trust, the greater the willing-
ness to cooperate [61]. Moreover, politeness can also play a role in the negotiation process.
Research shows that nonpolite conversations can damage the relationship among negotia-
tors and the outcomes of deals [55]. However, excessive politeness may be interpreted as a
lack of trustworthiness or result in a loss of leverage [55].

The implementation of negotiation chatbots in real business scenarios presents significant
challenges due to the complex nature of negotiation processes and the "black box" nature of
deep learning models. One major issue is ensuring the accuracy of information provided by
these chatbots [27]. For example, a negotiation chatbot developed by Facebook turned out
to lie to achieve better deals [27]. Moreover, controlling negotiation strategies is another
challenge [46], such as easy to compromise [57]. Despite these challenges, the potential
benefits of employing negotiation chatbots are substantial. For instance, the negotiation
chatbot developed by Pactum and used by Walmart for supplier negotiations resulted in
a 5.7% increase in savings across winning supplier bids. This success story exemplifies
the significant advantages that can be realized when negotiation chatbots are effectively
implemented.

2.1.3 Customer Adoption of Chatbots

Despite widespread implementation, customer resistance to chatbot usage persists. Sev-
eral factors have been investigated by researchers. One notable impact is on customer
experience, which encompasses usage convenience and perceived usefulness. Usage conve-
nience refers to how easily and effortlessly customers can adopt the use of conversational
agents [64]. Perceived usefulness, on the other hand, refers to the extent to which the
consumers believe that using chatbots will enhance their performance [64]. Kasilingam
developed a customized Facebook e-commerce chatbot that assists users in information
searches, product recommendations, and order processing [51]. Participants were then
asked to engage with the chatbot and complete a questionnaire. the results indicated that
both usage convenience and perceived usefulness positively influence consumers’ attitudes
towards shopping chatbots [51]. Moreover, trust plays a significant role in chatbot adop-
tion. Surprisingly, privacy does not have a substantial impact on trust [31]. In a study
conducted by Arcand et al., an online survey was distributed to 375 participants who used
mobile platforms for banking activities. The findings demonstrated trust significantly and
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positively impacts customer adoption and customer satisfaction [7].

2.2 Linguistic Alignment

Linguistic alignment is a phenomenon where participants in a conversation adjust their
language use, encompassing both style and content, to resemble that of their counterparts.
This adjustment can be observed at various linguistic layers: lexical, syntactic, and seman-
tic [65]. At the lexical layer, alignment manifests among other things when individuals use
similar referential expressions [25]. Syntactically, it involves matching sentence structures,
exemplified by either using a Prepositional Object (e.g., "I gave her an apple") or a Dou-
ble Object structure (e.g., "I gave an apple to her") [18]. Semantic alignment pertains to
the convergence in understanding word meanings, expressions, and overarching concepts
[18]. The Interactive Alignment Model (IAM) posits that the linguistic alignment between
interlocutors leads to more effective communication [65].

2.2.1 Underlying Mechanisms in Human-Human Interaction

Several psychological theories have been proposed to elucidate linguistic alignment. The
Interactive Alignment model, proposed by Pickering and Garrod [65], suggests that this
alignment is multi-layered, commencing from superficial levels, such as word usage, and
ascending to deeper aspects like linguistic style [65]. Notably, they argue that this align-
ment is predominantly subconscious, with participants often unaware of their linguistic
mirroring behaviors [65, 19, 41]. Children’s innate alignment tendencies during language
learning further underscore this subconscious nature [45].

Conversely, Allan [12] propounds that speakers deliberately align their expressions to en-
hance comprehension—a term for "audience design" [12]. Further, empirical evidence by
Clark and Fussell [26, 43] highlights that speakers accommodate their linguistic choices
based on cultural knowledge. Similarly, when interacting with non-native speakers, native
individuals strategically adapt their vocabulary to facilitate comprehension [17]. Thus,
apart from subconscious mechanisms, conscious strategic considerations are also at play.

Moreover, social motivations may influence alignment. Using a shared lexicon can foster
positive sentiments between speakers, leading to beneficial outcomes [73]. Overall, linguis-
tic alignment evidently underpins successful human-to-human communication.

2.2.2 Linguistic Alignment in Human-Computer Interaction

While the beneficial implications of linguistic alignment in human-human interactions are
well-established, its dynamics in human-computer interactions (HCI) remain an emerg-
ing research area. Many research endeavors aim to confirm whether the positive effects
of linguistic alignment observed in human-human dialogues translate equivalently to HCI
contexts. However, a limited number of studies have actually implemented conversational
agents for experimental purposes. The majority of other experiments, inspired by Branigan
et al. [20], utilized the Wizard-of-Oz setup and involved a picture-naming and matching
task. This method involves a process where participants believe that they are interact-
ing with an autonomous system, but instead, the system is actually being operated by a
human. It is a common and valuable tool in human-computer interaction research, provid-
ing flexibility and feasibility. In these experiments, the presented pictures had a preferred
name and an acceptable but less favored name. For instance, a favored name could be ’bus’
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while the alternative name could be ’coach’. Choosing the same words achieved alignment.
After the experiments, users’ feedback was gathered using questionnaires. This approach
provides invaluable insights into HCI.

Regarding the lexical alignment of HCI, multiple studies affirm its occurrence [29, 14, 49,
53, 59, 60, 70, 71, 48, 13]. This alignment appears to be reciprocal, affecting both the
human and computer entities [13, 53, 70]. Interestingly, in the Wizard-of-Oz experiment,
participants aligned more with the opposite partner when they thought they were commu-
nicating with a computer compared to when they thought they were communicating with
a human [14, 48], although contrasting findings exist [29].

The benefits of lexical alignment in HCI are manifold. It bolsters likability [59, 60], trust-
worthiness [60], and satisfaction [60] in spoken dialog system. Task success rates also
improved, likely due to reduced communication ambiguities [53, 62]. Moreover, lexical
alignment in HCI has been linked to improved information recall and comprehension [71]
and reduced perceived effort and frustration [70].

2.3 Conclusion

This chapter has established the foundation for understanding chatbot implementation
in the industry and the role of linguistic alignment in both human-human and human-
computer interactions. It has identified current trends in chatbot usage, particularly in
the area of negotiation chatbots, and has revealed the effects of linguistic alignment. This
understanding is crucial for formulating the hypotheses of this study. It sets the stage for
further exploration into these areas. The insights gained in this chapter will help guide the
subsequent parts of this study, especially in how lexical alignment can affect negotiation
chabot to enhance the user experience and achieve better negotiation outcomes.
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Chapter 3

Related work

This chapter delves into research on linguistic alignment in text-based dialogue systems
and innovative approaches in negotiation dialogue systems, highlighting key contributions
and a comparative analysis of various methodologies.

3.1 Linguistic Alignment Dialogue System

Linguistic alignment in text-based conversational agents has been the focus of a few pre-
vious studies. Spillner et al. [70] introduced a method to enhance chatbot responses by
incorporating both lexical and syntactic alignments. For the lexical alignment, they utilized
spaCy’s 300-dimensional GloVe word vectors to embed words and calculate their similarity,
substituting the template answer terms with user-provided terms. For instance, while the
default term for a movie’s evaluation might be ’score’, their chatbot could recognize and
substitute with alternatives like ’rating’. For syntactic alignment, they align responses by
transforming user queries using grammatical rules. This involved recognizing the compo-
nents of English’s structured sentence form, such as subject, verb, and object. Based on
the type of question, responses are generated by inserting relevant information and adjust-
ing linguistic elements. For non-standard or unrecognized inputs, the system resorts to
predefined rules, offering greetings or fallback responses to maintain engagement. Lopes et
al. [62] introduced a similar approach to substitute terms, employing a two-stage algorithm
to select the best "primes". The first stage, called Long-Term entrainment, determines the
initial prime that the system uses based on past conversations. The second stage, called
Short-Term entrainment, selected the primes from users’ inputs and substituted the initial
prime.

The more dynamic approach proposed by Hu [47] is known as Personage Primed Ar-
chitecture which is designed for the pedestrian direction giving domain. This dynamic
architecture consists of three main stages: INPUT, Sentence Planning, and OUTPUT.
In the INPUT stage, user utterances are processed and divided into various prime values
based on a text plan and set of entrainment target values. For instance, an utterance like
"Okay, now I’m at the corner of Cedar Street and Elm, so should I head toward the clock
tower from here?" is deconstructed into primed values capturing prepositions (at, toward,
from; Noun), Noun (I, corner, here), Verbs (am, head), etc. The Sentence Planning phase
has three essential transformations. Firstly, the template that best matches the prime
values is chosen, and these values are then combined with it to create the current utter-
ance. Secondly, there is the pragmatic markers insertion stage. Pragmatic markers, such as
"okay, so, now" in the previous example, do not contribute to semantic content but occur
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often in the natural flow of speech. In Personage Primed, if prime values corresponding
to these markers are found in user input and align with the template, they are incorpo-
rated. The third stage involves lexical choice. This includes synonym selection, where
synonymous verbs and prepositions in the user’s prime values replace those in the current
utterance. Referring expression selection replaces each destination noun in the current
utterance against the prime values. Lastly, the tense transformation and modal insertion
adjust the current utterance based on the prime values’ tenses and modals. Similarly,
Buschmeier [21] introduced the SPUD prime approach, which extends the microplanning
system known as SPUD lite, for natural language generation (NLG), that paraphrases ut-
terances based on breaking-down elements of user input. SPUD (sentence planning using
description) lite is a system to generate utterances considering input grammar, knowledge
base, and communicative goals [72]. Based on this, SPUD prime calculates values asso-
ciated with the frequency of use of various linguistic structures and chooses the higher
calculated values, thus facilitating alignment with previous language use.

Furthermore, Dubuisson Duplessis et al. [34] proposed a method combining the natu-
ral language generation process with a selection model that evaluates lexical alignment.
The process consists of two modules. The first module, overgeneration, is responsible for
generating alternative utterances. The second module ranks them based on their lexical
alignment scores, selecting the top scorer as the ideal aligned response. To illustrate, if a
user inputs the question, "Can you tell me something about the character, the white rab-
bit?" A basic response generated might be, "The rabbit is being chased by Alice." However,
the alternative utterance module then refines this basic response. As a result of this re-
finement and ranking alignment scores, the response, "The white rabbit is being chased by
Alice" is considered lexically aligned. Conversely, "The bunny is being chased by Alice" is
perceived as not being lexically aligned. Similarly, Dušek et al. [35] introduced a related
method employing a sequence-to-sequence (seq2seq) generation model and n-gram ranking
module. The generation model has three variants. The first is a basic seq2seq model,
used as a benchmark. Usually, seq2seq model has two main components, an encoder and a
decoder. The encoder processes the input sequence, captures the most important features,
and transforms it into a vector. Then the decoder transforms the vector into the output
sequence. The second variation is the prepending context model. Unlike the basic version
that only passes the input sequence into the encoder, this variant also incorporates the
prior context into the encoder. The third version is the context encoder model. This ver-
sion introduces an additional, separate encoder specifically for context utterances. So, the
model consists of three components, one encoder for the current input, another separate
encoder for the previous context, and a decoder to produce the output. After generating a
set of possible responses (k responses), they are re-evaluated based on how well they align
with the input’s context. The one that aligns best becomes the chosen response.

3.2 Negotiation Dialogue System

Negotiated dialogue systems require advanced communication and strategic skills, and as
a result, a variety of innovative approaches have emerged. Lewis et al. [57] proposed an
end-to-end model demonstrating the possibility of combining linguistic ability and strategic
reasoning in negotiation tasks. They collected 5808 human-human dialogues of distributing
available items between two users from Amazon Mechanical Turk. Then they employed the
training approach that combines supervised learning to produce the complete dialogue and
then used reinforcement learning to fine-tune the agent’s ability to achieve higher rewards
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within a dialogue context, simulating future parts of the conversation to evaluate different
responses. This model employs a two-phase training approach. Initially, it uses supervised
learning to generate complete dialogues. Subsequently, reinforcement learning is applied
to refine the agent’s ability to secure higher rewards within a dialogue. This is achieved
by simulating future conversations to evaluate potential responses. Furthermore, He et al.
[46] introduced a realistic dataset named Craigslistbargain, also via Amazon Mechanical
Turk, for a buyer-seller negotiation setup. This dataset included complex negotiation be-
haviors such as casual conversation and side offers. They used a training approach similar
to Lewis et al., combining supervised learning with reinforcement learning to train the
Craigslistbargain dataset. This approach has shown effectiveness in generating responses
that are not only meaningful and human-like but also diverse, decoupling various nego-
tiation strategies. However, these models sometimes produced less desirable negotiation
outcomes due to limited consideration of negotiation strategies. They occasionally gen-
erated aggressive responses or were too insistent on the offer price, aiming to maximize
the deal value. This led to scenarios where humans were more likely to become upset or
offended, potentially quitting the negotiation during the interaction.

Zhou et al. [79] proposed a framework for evolving strategies in negotiation that utilized a
combination of machine learning classifiers and rule-based detection on the Craigslistbar-
gain dataset. The paper categorizes negotiation strategies into two main types: integrative
and distributive. Integrative strategies focus on mutual gain and collaboration, while dis-
tributive strategies are more about asserting one’s position and interests. For instance,
integrative strategies might include tactics like addressing buyers’ concerns or negotiating
side offers. Distributive strategies might involve expressing negative sentiment or using
certainty words. The framework is integrated into future dialog systems, potentially en-
hancing their effectiveness.

Further advancements were made by Zhou et al [80] and Joshi et al. [50], who integrated
these identified tactics into their negotiation dialog systems, outperforming previous mod-
els. Instead of only utilizing deep learning models, Zhou et al [80] utilized finite state
transducers (FSTs) and recurrent neural networks. The combination can better track the
entire dialogue history and make it easier for humans to interpret model decisions. How-
ever, FST-based approaches may lack expressivity [50]. Thus, Joshi et al. [50] adopted
Graph Attention Networks (GAT), which effectively modeled complex negotiation strate-
gies while maintaining interpretability through intermediate structures. This approach
not only enhanced expressivity but also achieved a higher sale price ratio compared to the
FST-based model.

To address the shortcomings of previous supervised learning and reinforcement learning
methods, namely their inadequacy in long-term planning and neglect of opponent reac-
tions, Yang et al. [77] introduced a model incorporating the theory of mind (ToM) into
negotiation dialogue systems. Theory of mind refers to the cognitive ability to understand
not only one’s own thoughts but also the thoughts of others [42]. In the proposed model,
this concept was applied to predict how a dialogue act or an utterance produced by the
system would influence the opponent’s response. This model exhibited a 20% improvement
in dialogue agreement rates compared to its predecessors.

Finally, Batra et al. [10] proposed a model focusing specifically on pricing strategies in
one-on-one customer negotiations. This model breaks down the negotiation process into
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phases like intent identification, price extraction, and response generation using predefined
texts. The approach involves processing buyer messages to determine their intent and price,
followed by generating strategic responses and counteroffers. These responses are guided
by a structured decision tree and a set of established rules. It also incorporates sentiment
analysis to adjust counteroffers according to the buyer’s sentiment towards the product.
This bot demonstrates effective argumentation and smooth communication, indicating its
practical application in real-world negotiation contexts.

3.3 Conclusion

This chapter has provided a comprehensive overview of existing research on linguistic
alignment in text-based dialogue systems and various approaches in negotiation dialogue
systems. It highlighted key studies that have developed methods for featuring lexical align-
ment in chatbot responses through substituting lexical choices and employing Seq2Seq
models. The chapter also explored different methodologies in developing negotiation di-
alogue systems, from incorporating strategic reasoning to employing theory of mind con-
cepts. These insights inform the development of a negotiation dialogue system by breaking
down the workflow into several components and integrating lexical alignment features into
the components.
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Chapter 4

Architecture

This chapter discusses the structural design of the chatbot, its deployment, and the pre-
liminary testing phases. The architecture draws inspiration from Batra [10]. This design
was selected due to its ability to manage the bargaining strategy deftly. By controlling
strategy, the focus remains primarily on the investigation of lexical alignment effects.

4.1 System Architecture

The chatbot’s architecture consists of seven fundamental components, illustrated in Figure
4.1:

• User Interface: Enable straightforward user-chatbot interactions.

• Intent Classifier: Interprets and categorizes user input, thereby producing user
intent variables.

• Price Extractor: Extracts the price the user suggests, creating related variables.

• Product Extractor: Identifies the product entity in user input.

• Dialog Management: Employs predefined rules, utilizing user intention, suggested
price, and product specifics to derive the chatbot’s intent and counter-proposal.

• Response Generation: Constructs tailored responses through the OpenAI API
based on the chatbot’s intent and the proposed counteroffer.

• Database: Records conversation logs and questionnaire outcomes.
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Figure 4.1: Overview

The User Interface is designed using HTML, CSS, and Javascript. The chatbot’s workflow
was developed in Python. Flask, a lightweight web application framework, serves as the
bridge connecting the front-end and back-end. The entire system is hosted on Heroku.
Heroku is a cloud platform as a service that enables developers to build, run, and operate
applications entirely in the cloud. It was chosen because of its ease of use, multi-language
support, and diverse add-ons, eliminating the need for infrastructure management.

For data storage, SQLite was utilized in the initial local developing phase due to its
lightweight nature and quick operations. However, during the deployment on Heroku,
PostgreSQL was adopted to overcome SQLite’s retention limitations as SQLite is a file-
based database all the data stored in it would be lost at least once every 24 hours. Also,
Heroku’s PostgreSQL add-on provided a convenient solution, seamlessly integrating with-
out having to manually install, configure, or manage the database server.

To simplify the building process while maintaining relatively a rich user experience, the
chatbot is designed to negotiate sales for four distinct products: the Switch OLED game
console Nespresso Lattissima One coffee machine, Roland FP-30 digital piano, and the
Fujifilm X-T5 camera. These products were chosen for two reasons. First, each product is
widely recognized and populated by students. Second, the products selected are diverse,
ranging from game consoles to cameras, with prices ranging from $200 to $800. This
diversity ensures their appeal to different people. In-depth descriptions for each chatbot
component are explored in the following sections of this chapter.

4.2 User Interface

To thoroughly assess user experiment results and mitigate user effects, the entire experi-
ment procedure is executed online via a website. This website was structured into three
sequential web pages, each to guide the participant through a specific phase of the experi-
ment. Considering the likelihood of participants accessing the website via mobile devices,
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the website was crafted with CSS styling adjustments to accommodate mobile screen size,
ensuring a mobile-friendly experience.

4.2.1 Introduction and Consent

On this website homepage, participants are introduced to the project, followed by a consent
form. Given that the majority of the participants are either friends or acquaintances of
friends, all descriptions are written in an informal, friendly, and casual way. This is designed
to enhance their interest in participating in the testing. This webpage ensures participants
are well-informed and voluntarily participating. After consent, clicking the "Start now"
button will direct them to the primary webpage interacting with the chatbot, as shown in
Figure 4.2.

Figure 4.2: Homepage of website

4.2.2 Interaction with the Chatbot

Illustrated in Figure 4.4, this page offers guidelines for purchasing products for participants.
The primary goal of this study is to investigate lexical alignment effects. The longer the
user’s utterance, the more content for the chatbot to mimic user’s lexical choice. Partici-
pants are, therefore, encouraged to use complete sentences throughout the interaction.

To improve user experience, especially considering the bot’s prolonged response time, a
"thinking" message appears as soon as users input their queries. This serves as a place-
holder, subsequently replaced by the chatbot’s actual response. This mechanism, illus-
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trated in Figure 4.3, ensures users are consistently engaged and minimizes potential frus-
tration.

Figure 4.3: "Thinking" Message Followed by actual response

Participants are instructed to click the "Go to questionnaire" button after they attempt
to purchase one or more products. This action will redirect them to the questionnaire
webpage, as illustrated in Figure 4.4.

Figure 4.4: Chatbot Interaction page

4.2.3 Questionnaire and Feedback

The questionnaire is spread over three pages to optimize user experience, shown in Figure
4.5. This questionnaire comprises 28 multiple-choice questions and 1 open-ended ques-
tion. For the purpose of future results analysis, progression to subsequent pages or final
submission requires completion of all questions, except the open-ended question. Further
explanation of the questionnaire is in Chapter 5 Evaluation. Upon submission, the feed-
back is stored, and participants are thanked via a message, signifying the experiment’s
conclusion.
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Figure 4.5: Questionnaire Page

4.3 Chatbot Workflow

This section discusses the chatbot’s workflow, highlighting five main components: intent
classifier, price extractor, product extractor, dialog management, and response generation.

4.3.1 Intent Classifier

The chatbot, upon receiving user input, leverages the intent classifier for categorization.
The primary basis for classes derives from the Craigslistbargain dataset proposed by He
[46]. The dataset divided user inputs into nine classes: disagree, agree, insist, inquire,
intro, propose, vague-price, counter, and inform, based on rule-based phrases as illustrated
in Table 4.1. Comprehensive statistics on the buyer’s intent distribution are provided in
Table 4.2.

Intent Matching Patterns
disagree no, not, n’t, nothing, dont
agree not disagree and ok, okay, great, perfect, deal, that works, i can do that
insist the same offer as the previous one is detected

inquire starts with an interrogative word (e.g., what, when, where) or particle (e.g., do, are)
intro hi, hello, hey, hiya, howdy or how are you, interested

init-price first price mention
vague-price no price mention and come down, highest, lowest, go higher/lower, too high/low

counter new price detected
inform previous utterance dialogue act was inquire

Table 4.1: Craigslistbargain Intention Classes [46]
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Intent Number of Utterance
unknown 3578
inquiry 3571

counter-price 3412
init-price 2477

intro 2117
agree 758

disagree 308
inform 288

vague-price 214
insist 194

Table 4.2: Craigslistbargain Intention Number

In the original dataset, nine classes were designated for user inputs. However, this study
has refined these into eight primary categories, as detailed in Table 4.3. The greet class
mirrors the intro function from the original dataset. Similarly, the inquiry, agree and
disagree classes are retained as they were. Due to the overlap in classes like init-price,
counter-price, vague-price, and insist, this study consolidates them into a single counter-
price intent. To enhance lexical alignment through increasing conversation turns, the
chatbot initially withholds product information. This led to the introduction of a new ask-
list intent, recognizing users to inquire about the products on offer. Additionally, a goodbye
intent has been added to recognize user inputs indicating to end of the conversation. The
introduction of the "chitchat" class utilizes OpenAI capabilities, fostering extended and
more natural dialogues, thereby enhancing the user experience. Given the original dataset
using a rule-based parser that leverages regular expression matching and if-then rules,
a significant number of unidentified intents persist. Supervised learning might not yield
optimal results, given its reliance on precise label accuracy.

Given the importance of intent classification in the chatbot workflow and its direct
impact on the chatbot’s performance, this research chose to employ the OpenAI API for
this function. When user inputs are received, the OpenAI API is employed to analyze these
inputs and categorize them into predefined intent classes. This classification is crucial for
directing the chatbot’s responses appropriately. In situations where the inputs are either
unrecognized or fall outside the standard categories, an "error" method is implemented to
indicate the users need to re-input.

Intent Description
greet = Intro User greets to bot, such as hello, good morning.
New ask-list User asks the bot what the bot is selling.

inquiry User asks the product more detailed information or shows interest in one product.
counter-price User offers the price for products or wants to negotiate the price of the product.

agree Users accepts the offer.
disagree User rejects the offer.

New goodbye User goodbye to the bot.
New chitchat chitchat.

Table 4.3: Intent of User Input

18



4.3.2 Price Extraction

Price extraction is conducted on every user input to determine if the user has provided
an offer for a product. Recognizing that users might just type a numerical value as an
indicative price, the system employs a predefined rule to identify the offered price: it cap-
tures all numbers from the user’s input and selects the smallest one as the offer. However,
there is a need to differentiate between quantity and price. For instance, in inputs like "I
want to buy 2 switches, do you have them?", the number "2" signifies quantity, not price.
Given that all products being sold are priced above 200 euros, the system selects the lowest
number from the input as long as it is above 20, considering it as the offered price.

4.3.3 Product Extraction

Given the product’s scope is limited to four products, string matching is favored over named
entity recognition as it is more accurate with limited data. TheFuzz package, previously
known as FuzzyWuzzy, is utilized with its fuzzy string matching capabilities. It employs
the Levenshtein Distance to calculate the similarity between instances. this method allows
for partial matches, accommodating user typos. For instance, even if "switch" is mis-
spelled as "swithc", the match can still be recognized. The primary terms for matching
include "switch", "coffee machine", "piano", and "camera". Anticipating users might refer
to brand names, additional terms like "roland", "nintendo", "fujifilm", and "nespresso"
were incorporated. The degree of similarity between strings is determined using a partial
ratio.

However, during the testing phase, setting an optimal matching score proved challeng-
ing. TheFuzz calculates similarity scores by assessing how closely two text strings match
each other. For shorter strings, the similarity between the user’s input and the targeted
product name tends to be quite high. As a result, a higher threshold, typically above 80,
is necessary to ensure precise product extraction. On the other hand, with longer strings,
the similarity score between the user input and the product name often appears lower.
Therefore, a lower threshold, around 60, is more suitable.

To enhance accuracy, this component was refined to first dissect the input, focusing on
extracting noun phrases. This was accomplished using the spaCy library, an advanced tool
for Natural Language Processing. For instance, given the input "I would like to know about
the switch", the extracted noun phrases would be "I" and "the switch". Following this
extraction, TheFuzz would perform the string matching. If the matching score is higher
than 80, the terms are extracted as product variables.

4.3.4 Dialog Management

Once user intent, proposed price, and product are identified, the bot manages the dialogue
accordingly. This is based on a rule-based system that is designed to emulate a realistic
negotiation experience and allow for closer monitoring and control over the negotiation
strategy. This ensures a focus on investigating lexical alignment effects. An overview of
these rules is presented in Figure 4.6 and the detailed description is listed below. The
prompt of each intention will be generated and passed to the response generation compo-
nent.
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Figure 4.6: Dialog Management

Bot-Intent: greet

• User-Intent: greet

• Description: The chatbot acknowledges the greeting and responds in kind.

• Prompt: Extend a warm welcome to the user.

Bot-Intent: product-list

• User-Intent: ask-list

• Description: The bot lists all product types and their prices upon the user’s re-
quest but avoids revealing detailed product information immediately to prolong the
conversation.

• Prompt: List only the product Type and Price, then inquire which one the user
wishes to purchase.

Bot-Intent: infor

• User-Intent: inquiry

• Description: Provides comprehensive product details, such as color, model, age,
condition and side offers. Follows up by inquiring about user preferences, for instance,
their interest in gaming if they ask about a gaming console.
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• Prompt: When the user asks about a specific product, respond with a product
description and then ask a relevant question based on their choice. For example, if
they ask about the Switch, provide the description and then ask if they like games.
If they ask about the coffee machine, provide the description and then ask if they
enjoy coffee. if they ask about the camera, provide the description and then ask if
they like photography. If they ask about the piano, provide the description and then
ask if they enjoy playing piano.

Bot-Intent: chitchat

• User-Intent: chitchat

• Description: If the user engages in casual conversation, like mentioning their love for
games, the bot continues the chat and subtly redirects towards product negotiation
"That’s great to hear! The Switch OLED version is a fantastic console for gaming.
Would you like to proceed with the purchase?"

• Prompt: Craft a reply referencing the prior conversation and guide the conversation
to sell product.

Bot-Intent: counter-offer

• User-Intent: counter-price

• Description: If the user doesn’t specify a price, the bot prompts the user to suggest
one.

• Prompt: Prompt the user to suggest a price when they haven’t provided one.

Bot-Intent: counter-price

• User-Intent: counter-price

• Description:

– First Counter Attempt:
∗ If the user’s offer equals or is higher than the default price, the bot finalizes

the deal.
∗ If the user’s offer price is between 95% and the default price, the bot ran-

domly generates a counteroffer between the user’s offer and the default
price.

∗ If the user offer price is below 95% of the default price, the bot randomly
generates a counteroffer between 95% of the default price and the default
price.

– Second Counter Attempt:
∗ If the user’s offer equals or is higher than 95% of the default price, the bot

finalizes the deal.
∗ If the user offer price is between 88% and 95% of the default price, the bot

randomly generates a counteroffer between the user’s offer and 95% of the
default price.

∗ If the user offer price is below 88% of the default price, the bot randomly
generates a counteroffer between 88% and 95% of the default price.
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– Third Counter Attempt:

∗ If the user’s offer equals or is higher than 88% of the default price, the bot
finalizes the deal.

∗ If the user offer price is between 80% and 88% of the default price, the bot
randomly generates a counteroffer between the user’s offer and 88% of the
default price.

∗ If the user offer price is below 80% of the default price, the bot randomly
generates a counteroffer between 80% and 88% of the default price.

– Fourth Counter Attempt:

∗ If the user’s offer equals or is higher than 80% of the default price, the bot
finalizes the deal.

∗ If the user offer price is between 75% and 80% of the default price, the bot
randomly generates a counteroffer between the user’s offer and 80% of the
default price.

∗ If the user offer price is below 75% of the default price, the bot randomly
generates a counteroffer between 75% and 80% of the default price.

– Fifth Counter Attempt:

∗ If the user’s offer equals or is higher than 75% of the default price, the bot
finalizes the deal.

∗ If the user offer price is below 75% of the default price, the bot declines the
offer and closes the negotiation.

• Prompt: Politely decline the user’s proposal and present a counteroffer at counter
price.

Bot-Intent: thanks

• User-Intent: agree

• Description: If a deal is agreed upon, the bot expresses gratitude.

• Prompt: Express gratitude to the user for finalizing the agreement and hope they
have an excellent day.

Bot-Intent: disagree

• User-Intent: disagree

• Description: If the user indicates no room for negotiation, the bot displays disap-
pointment and suggests other available products to keep the conversation ongoing.

• Prompt: Politely decline the user’s offer and suggest alternative products along
with their prices.

Bot-Intent: goodbye

• User-Intent: goodbye

• Description: A simple farewell message from the bot.

• Prompt: Goodbye to the user and wish them a wonderful day.
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Bot-Intent: re-input

• Error

• Description: When the user’s input isn’t recognized or doesn’t fit any intention
category, the bot requests a re-input.

• Prompt: Apologize for the oversight of the product and kindly request the user to
specify it again.

Special scenarios

• If a user inquires about multiple products simultaneously, the bot will apologize,
stating it can handle one product at a time, and ask for a reinput.

• If the bot is unsure about which product the user refers to, especially during price
negotiations, it will request product name clarification.

4.3.5 Response Generation

In this research, the OpenAI API was employed to produce responses. Specifically, the
"ChatCompletion.create" function was used. The function mainly takes a list of message
objects as input, where each object specifies serves a role ("system", "user", or "assistant").
The "system" role helps to set up the assistant’s behavior and persona, essentially providing
high-level instructions for the whole conversation. The "user" role provides requests for
the "assistant" role to respond to, as shown in Figure 4.7.

Figure 4.7: API Call

Through the Dialog Management component, the preset prompts, along with user input,
are passed into message history, as shown below. Then the system retrieves the generated
response and returns it to the user.
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{"role": "user", "content": "{user_input}"}
{"role": "assistant", "content": "{prompt}"}
{"role": "assistant", "content": "{responses}"}

{"role": "user", "content": "{user_input}"}: This line represents a message from the
user. The “{user_input}” part is a placeholder, which indicates that whatever the user
inputs will be placed there. {"role": "assistant", "content": "{prompt}"}: This line is
an instruction to the assistant. It directs the assistant to provide a response based on
a given prompt (“{prompt}” is another placeholder indicating that the prompt will be
placed there). {"role": "assistant", "content": "{responses}"}: This line is the response
generated by the model, as “{prompt}” is also a placeholder indicating that the generated
response will be placed there.

4.4 Prompt Testing

The prompt testing aimed to evaluate the efficacy of various prompts regarding lexical
alignment in simulated conversations. It compares the lexical alignment results of differ-
ent prompts and selects the two prompts for maximum difference between the alignment
and unalignment versions. This section details the setup, prompt notifications, lexical
alignment measurements, and results of the prompt testing. In the end, it presents the
outcomes of the prompt testing and the finalized prompt.

4.4.1 Prompt Modification

Prompt modifications were used to influence the assistant’s responses, targeting two dis-
tinct scenarios: maximizing and minimizing lexical alignment. Inspired by Clavie [28],
the different prompt modifications are summarized in Table 4.4, and each description is
elaborated as well.

Short Name Description
Baseline No specific lexical alignment instructions.
Zero-shot Lexical alignment/unalignment without examples.
Few-shot Lexical alignment/unalignment with two examples.
Rawinst Instructions in the user message.
Sysinst Instructions in the system message.
Mock Instructions using a simulated discussion.
Reit Reinforced Lexical alignment/unalignment instructions.

Table 4.4: Overview of Prompt Modification

Baseline:
The baseline prompt is simply set up without any detailed instructions to guide model
behavior related to lexical alignment. This setup serves as the reference point against which
other prompts are evaluated for their impact on lexical alignment. This helps determine
if changes in the experiment have any significant effects regarding lexical alignment.
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{"role": "user", "content": "{user_input}"}
{"role": "assistant", "content": "You respond in a short, within three
sentences based on instruction: "{prompts}"}

As mentioned above, The “{user_input}” part is a placeholder, which indicates
that whatever the user inputs will be placed there. “{prompt}” directs the as-
sistant to provide a response, which is another placeholder indicating that the prompt will
be placed there.

Zero-shot prompt:
Zero-shot prompts do not provide explicit examples for the model. The prompt specifically
instructed the chatbot to pay attention to particular lexical elements such as prepositions,
nouns, and verbs. In the alignment version of the chatbot, the prompt is asked to mirror
these lexical elements in its responses. Conversely, in the unaligned version, the prompt
is asked to use different words for these elements, thereby varying its responses from the
user’s input.

Lexical Alignment

{"content": "Your primary objective is to mimic the user’s closely
choice of words in your responses.\
Specifically, mirror their prepositions, nouns, tenses, modals, verbs,
product names, and hedges."}

Lexical Unalignment

{"content": "Your primary objective is to use different words from users
in your responses.\
Specifically, substitute their prepositions, nouns, tenses, modals,
verbs, product names, and hedges.\"}

Few-shot prompt
Few-shot prompts offer a few examples for the model. In addition to the instructions
given in the zero-shot prompt, this version elaborates with specific examples for better
understanding and performance.

Lexical Alignment

{"content": "Your primary objective is to mimic the user’s closely
choice of words in your responses.\
Specifically, mirror their prepositions, nouns, tenses, modals, verbs,
product names, and hedges.\
For instance, if the user uses verb buy, you should use verb buy too;
if the user uses noun switch, you should use noun switch too."}
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Lexical Unalignment

{"content": "Your primary objective is to use different words from users
in your responses.\
Specifically, substitute their prepositions, nouns, tenses, modals,
verbs, product names, and hedges.\
For instance, if the user uses verb buy, you should use verb purchase
instead; if the user uses noun switch, you should use noun Nintendo
instead."}

Instruction of user or system message
The content in the Zero-shot and Few-shot prompts is defined, but their roles aren’t spec-
ified. So two modifications were employed for passing instructions to the model: using a
"user message" or using a "system message". It is stated that the "system message" should
have a greater influence on the chatbot’s behavior compared to the "user message." How-
ever, the exact impact on performance and lexical alignment remains unclear. Consider
this as an example of a zero-shot message below.

Zero shot for Lexical Alignment

{"role": "user", "content": "Your primary objective is to mimic the
user’s close choice of words in your responses.\
Specifically, mirror their prepositions, nouns, tenses, modals, verbs,
product names, and hedges."}

Zero shot for Lexical Alignment

{"role": "system", "content": "Your primary objective is to mimic the
user’s close choice of words in your responses.\
Specifically, mirror their prepositions, nouns, tenses, modals, verbs,
product names, and hedges."}

Mock-exchange instructions
Clavie [28] used the fine-tuned ability of LLM to follow a conversational format to get
better performance. This study employed same step to process instruction as a mock
conversation. The model is queried to confirm understanding.

{"role": "user", "content": "[...] Do you understand?"}
{"role": "assistant", "content": "Yes, I understand."}

Re-iterating instructions
This modification involves reinforcing the instructions by appending a message that repeats
its main objective to align lexically with the user or not.
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Lexical Alignment

{"role": "assistant", "content": "I will try to use the same words
as user’s."}

Lexical Unalignment

{"role": "assistant", "content": "I will try to use the different words
as user’s."}

4.4.2 Lexical Alignment Measurement

Several methodologies of measuring lexical alignment have been introduced in existing lit-
erature. Campano et al. [22] adopt an approach to quantify lexical alignment, taking into
account not only the shared vocabulary between interlocutors but also the self-repetition
within each speaker’s dialogue. This approach allows examining whether the user tends to
share vocabulary with themselves rather than others. The final alignment score is computed
as a mean value. Dubuisson Duplessis et al. [34] examined shared expressions (sequences
of tokens) and self-repetition lexicons. A similar approach is implemented by Sinclair et al.
[68]. The methodology involves identifying shared expressions in conversations and calcu-
lating five metrics, namely Expression Lexicon, Expression Variety, Expression Repetition
speaker, Initiated Expression, and Vocabulary Overlap. Additionally, Spillner et al. [70]
calculate the local alignment score for each utterance as the same terms that also appear
in the preceding utterance, based on the assumption that a speaker is more likely to repeat
terms from the preceding utterance.

For this pilot test under discussion, the method of Spillner et al. [70] is selected for
its simplicity in accessing prompt efficacy. Given that the sentences during price bargain
negotiation are generally short, lexical alignment is calculated based on the ratio of to-
kens appearing in the current bot response and all previous user responses. This score is
then averaged over the entire conversation to get a mean alignment score. The formula is
detailly described in detail below.

Given the following variables:

• Bi: Set of tokens in the bot’s ith response.

• U1:i: Set of tokens in all user responses from the start to the ith turn.

• n: Total number of bot’s responses during the conversation.

The alignment score for the ith bot’s response can be represented as:

Ai =
|Bi ∩ U1:i|
|U1:i|

(4.1)

where |Bi ∩ U1:i| is the number of tokens that are common in both the bot’s ith response
and all user responses up to the ith turn, and |U1:i| is the total number of tokens in all user
responses up to the ith turn.
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The mean alignment score for the entire conversation is then:

Ā =
1

n

n∑
i=1

Ai (4.2)

4.4.3 Tests and Results

To thoroughly examine prompts performance regarding lexical alignment, simulated user
inputs were created, drawing from the Craigslistbargain dataset that covers all user intents
mentioned above. A total of 10 dialogues were created, each comprising an average of 5 user
inputs, to simulate realistic negotiation scenarios. These dialogues were then processed
using lexical alignment prompts and unaligned prompts accordingly. Subsequently, the
average lexical alignment scores for the chatbot’s responses were calculated accordingly
and compared.

Alignment Score
Baseline 0.293

Zero-shot Rawinst 0.402
Zero-shot Sysinst 0.397
Few-shot Rawinst 0.321
Few-shot Sysinst 0.383

Zero-shot+Rawinst+Mock+Reit 0.411
Zero-shot+Sysinst+Mock+Reit 0.365

Table 4.5: Alignment Scores of Alignment Prompt Modification

The experiment started with testing each prompt individually. After calculating the align-
ment score, the highest score prompt was retained, and an additional prompt modification
was introduced. This approach ensured that the testing could evaluate the combined ef-
fects of multiple prompts. For example, after the "Zero-shot" and "Few-shot" prompt was
tested in both the "Rawinst" and "Sysinst" modifications, the more effective version was
selected. Next, the "Mock" and "Reit" prompt was introduced and was tested again in
both "Rawinst" and "Sysinst" notification.

As shown in Table 4.5, the optimal prompt for maximizing lexical alignment was iden-
tified based on the results. The zero-shot instructions are passed as the "user" message
to generate responses. Additionally, the prompt simulates a conversation to reinforce the
instructions. Notably, this prompt resulted in a mean lexical alignment score of 0.411,
which was the highest average score across all experiments.

Final Prompt for Alignment

{"role": "user", "content": "Your primary objective is to closely mimic
user’s choice of words in your responses.\
Specifically, mirror their prepositions, nouns, tenses, modals, verbs,
product names, and hedges.\
Do you understand?"}
{"role": "assistant", "content": "Yes, I understand and I will try to
use the same words as user’s."}
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{"role": "user", "content": f"{user_input}"}
{"role": "assistant", "content": "You respond in a short, within three
sentences based on instruction: "f"{instruction}"}

Alignment Score
Baseline 0.293

Zero-shot Rawinst 0.299
Zero-shot Sysinst 0.351
Few-shot Rawinst 0.358
Few-shot Sysinst 0.299

Few-shot+Rawinst+Mock+Reit 0.259
Few-shot+Sysinst+Mock+Reit 0.269

Table 4.6: Alignment Scores of Unalignment Prompt Modification

The same approach was adopted to minimize the alignment score. As indicated by Table
4.6, the most effective prompt for minimizing lexical alignment was identified. In this
experiment, a few-shot prompt is employed as the "user" message. Also, it incorporates a
simulated conversation aiming at reinforcing the instructions. The final result of a mean
lexical alignment score was 0.259, the lowest average score across all experiments.

Final Prompt for Unalignment

{"role": "user", "content": "Your primary objective is to use different
words from users in your responses.\
Specifically, substitute their prepositions, nouns, tenses, modals,
verbs, product names, and hedges.\
For instance, if the user uses verb buy, you should use verb purchase
instead; if the user uses noun switch, you should use noun Nintendo
instead.\
Do you understand?"}
{"role": "assistant", "content": "Yes, I understand and I will try to
use the different words as user’s."}
{"role": "user", "content": f"{user_input}"}
{"role": "assistant", "content": "You respond in a short, within three
sentences based on instruction: "f"{instruction}"}

4.5 Preliminary Testing

Before rolling out the full user testing, a preliminary test was executed. Feedback was
garnered from my supervisors and a group of six friends who interacted with the website.
To enhance the user experience, several modifications were incorporated:

• To address instances during the preliminary phase where the bot did not respond
due to backend system errors, error-catching mechanisms were implemented. These
mechanisms address OpenAI API, database integration, and internal server errors.
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When such errors arise, users are now guided to restart the experiment from the
homepage or refresh the page.

• Given the constraints on the OpenAI API for GPT-3.5, which allows 3500 calls and
processes 10,000 tokens per minute, an exponential backoff retry system was estab-
lished to handle rate limit errors that users might encounter. Exponential backoff is
a strategy used to manage retry attempts. Tracity library was used so that if an API
call failed due to rate limit, it should be retried with a random wait time between
1 and 10 seconds before each attempt and cease retrying after a total delay of 22
seconds.

• For an improved user interface, users can now simply press "Enter" to send mes-
sages instead of manually clicking the "Send" button. To prevent potential database
integrity errors due to continual user input, users are now prevented from sending
messages while awaiting the bot’s reply.

In conclusion, below are sample finalized conversations of both the lexical aligned and
unaligned versions.

(a) Unalinged (b) Aligned

Figure 4.8: Example Conversations

4.6 Conclusion

This chapter details the structural design and preliminary testing of the chatbot. It out-
lines the chatbot’s components, such as the User Interface, Intent Classifier, Price and
Product Extractors, Dialog Management, and Response Generation, and explains their
functionalities. The chapter also discusses the methodologies used for prompt testing and
measuring lexical alignment. Through these detailed descriptions, the chapter provides a
comprehensive view of the technical and functional aspects of the chatbot, announcing its
effective implementation in evaluating lexical alignment during the user experiment phase.
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Chapter 5

Evaluation

This chapter presents an evaluation of the chatbot. First, the process of recruiting partic-
ipants and the experiment procedure are outlined. This is followed by a detailed introduc-
tion to the measurement matrices employed in the study. Subsequently, the chapter delves
into presenting and analyzing the statistical results obtained from these experiments.

5.1 Methods

5.1.1 Participants

This study recruited participants primarily through personal networks, including friends
and acquaintances. The target sample size of 40 was calculated using Python to attain a
statistical power of 0.8, considering a large effect size (0.8) and the standard alpha error
probability of 0.05 for an independent t-test. Ultimately, 52 individuals participated in the
experiment. However, data from 21 participants were excluded based on several criteria: 1)
failure to complete the questionnaire, 2) insufficient conversational turns (fewer than four),
or insufficient conversation utterances (using numerical responses rather than sentences),
considering the study’s focus on lexical effects, and 3) failure to follow the instructions in
terms of purchasing one or two predefined products, as the study also examined negotiation
outcomes. Consequently, a total of 31 participants were included in the final dataset: 13
in the unaligned group and 18 in the aligned group.

5.1.2 Procedure

The experiment was conducted online. Participants were invited via a message containing
a link to the experiment website and a brief introduction. To avoid bias, details about
the study’s purpose on lexical alignment were withheld. A between-subjects design was
used. Participants were divided into two groups: one interacted with a chatbot with the
lexical alignment feature, while the other group engaged with the chatbot without the
lexical alignment feature. Upon accessing the website, participants were automatically
assigned a unique user ID. Those with even user IDs interact with a chatbot featuring
lexical alignment, while participants with odd IDs experienced a non-aligned version.

5.1.3 Measurements

This study employs a combination of objective and subjective measures to evaluate lexical
alignment effects from the user’s viewpoint.
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Objective

The objective metrics encompass four specific measures, as outlined in Table 5.1. The
deal price refers to the ratio of the final agreed price to the original price. It reflects the
financial outcome of the negotiation. The deal rate indicates the proportion of participants
who successfully reached an agreement by the end of the experiment. It reflects the outcome
of the negotiation. In order to assess user engagement or interest, the dialogue turns and
the user utterance length will be measured as well [78]. Specifically, the dialogue turns
counts the number of turns taken by chatbot and participant during conversation. On the
other hand, the user utterance length measures the word count of each user’s input during
these interactions.

Objective metrics Description
Deal Price The ratio of original price
Deal Rate Successful agreement rate
Dialogue Turns Total number of turns
User Utterance Length Total number of words user input

Table 5.1: Objective metrics

Previous research indicates that positive emotions and trustworthiness influence the out-
comes of negotiations negotiation by increasing confidence in judgments and promoting
cooperative behaviors [33, 38, 61]. Studies have shown that lexical alignment can enhance
trustworthiness and evoke positive emotions, such as likeability [59, 60]. In addition, the
stronger lexical alignment results in the higher user engagement [69]. Therefore, the fol-
lowing hypotheses are proposed:

• H1a: Lexical alignment will lead to an increase in the final deal price during nego-
tiations with the chatbot.

• H1b: Lexical alignment will lead to a higher deal rate with the chatbot.

• H2a: Lexical alignment will result in a higher number of dialogue turns with the
chatbot.

• H2b: Lexical alignment will increase the length of user utterances during interactions
with the chatbot.

H1a and H1b are based on the assumption that improved trust and positive emotion will
result in more favorable outcomes in the negotiation. H2a and H2b suggest that lexical
alignment fosters user engagement, promoting more detailed and extended interactions.

Subjective

For a comprehensive evaluation of user satisfaction, this study employs the model proposed
by Ashfaq et al. [8]. This model was chosen because this framework combined the ECM
[15], ISS model [32], and TAM [30] to create a simplified yet robust model. for assessing
user satisfaction. Unlike models that measure satisfaction solely, this approach evaluates
both the components of user satisfaction and overall satisfaction.

The model defines five dimensions primarily for accessing user satisfaction: Information
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quality, service quality, perceived enjoyment, perceived usefulness, and perceived ease of
use.

• Information quality can be defined as “the accuracy, format, completeness, and cur-
rency of information produced by digital technologies” [32].

• Service quality emphasizes timely responses and personalized attention, both of which
can significantly enhance user satisfaction [32].

• Perceived enjoyment is described as users who do experience intrinsic enjoyment and
find a system enjoyable during their use [30].

• Perceived usefulness measures the degree users believe how effectively the technology
aids in performing specific tasks [30].

• Perceived ease of use reflects the user’s expectation of a seamless experience with the
system [30].

• Satisfaction describes the overall user satisfaction with the chatbot [30].

In this study, the questionnaire focused on three dimensions: Information Quality, Service
Quality, and Perceived Enjoyment. This choice was made because perceived ease of use was
found not to have a statistically significant effect on satisfaction in the validation phrase
[30] and was thus excluded. Furthermore, since the negotiation process with the chatbot in
this study was more similar to a one-time interaction, the "perceived usefulness" dimension
related to customer service scenarios was considered unnecessary.

Trustworthiness in this study is considered as the reliability, honesty, and credibility of the
agent [56]. To measure trustworthiness, survey instruments from [56] were employed. To
assess overall user satisfaction with the chatbot, instruments from [58] were utilized.

For consistency, all questionnaire items were rephrased in past tense and the term "con-
versational agent" was replaced with "chatbot." The details of these rephrased questions
can be found in Table 5.2. The questionnaire adopted a 7-point Likert scale format.
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Dimension Subjective Questions
Information quality This chatbot provided sufficient information.
Information quality Through this chatbot, I got the information I need on time.
Information quality Information provided by this chatbot was in a useful format.
Information quality Information provided by this chatbot was clear.
Information quality Information provided by this chatbot was accurate.
Information quality Information provided by this chatbot was reliable.
Perceived enjoyment I was absorbed in the conversation with the chatbot.
Perceived enjoyment I enjoyed a conversation with the chatbot
Perceived enjoyment It was fun and pleasant to share a conversation with the chatbot.
Perceived enjoyment The conversation with the chatbot was exciting.
Service quality The chatbot has a modern-looking interface.
Service quality The chatbot gave me a prompt response.
Service quality The chatbot has visually appealing materials.
Service quality The chatbot gave me individual attention.
Trustworthiness I have faith in what the chatbot is telling me.
Trustworthiness The chatbot is honest.
Trustworthiness The chatbot is trustworthy
Trustworthiness I can trust the information provided by the chatbot
Satisfaction My overall experience of chatbot was very satisfactory.
Satisfaction My overall experience of chatbot was very pleased
Satisfaction My overall experience of chatbot was very contented
Satisfaction My overall experience of chatbot was absolutely delightful.

Table 5.2: Subjective Questions

Given the evidence that lexical alignment enhances trustworthiness and user satisfaction
[59, 60]., the following hypotheses were proposed:

• H3: Lexical alignment will lead to increased user satisfaction with the chatbot.

• H3a: Lexical alignment will lead to improved Information Quality in interactions
with the chatbot.

• H3b: Lexical alignment will enhance Perceived Enjoyment during interactions with
the chatbot.

• H3c: Lexical alignment will improve Service Quality in interactions with the chatbot.

• H4: Lexical alignment will increase the perceived trustworthiness of the chatbot.

H3 is based on the assumption that lexical alignment increases user satisfaction. H3a,
H3b, and H3c disaggregate satisfaction by hypothesizing that lexical alignment increases
information quality, perceived enjoyment and service quality, which then leads to increased
satisfaction. H4 shows that lexical alignment increases trustworthiness.

5.2 Results

Before conducting statistical analyses, the lexical alignment score of the chatbot was cal-
culated using the methodology outlined in Chapter 4. This preliminary step was crucial to
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confirm the chatbot’s effectiveness in lexical alignment during the experiment process. The
results revealed a difference in alignment scores between the two groups: the alignment
score of the unaligned group is 0.315 (SD=0.105), while the aligned group scored 0.393
(SD=0.144). This variance in scores lays the groundwork for a more in-depth analysis of
how these differences impacted the outcome of the users’ interactions with the chatbots.

5.2.1 Data Distribution

In this section, data distribution of both objective and subjective measures were tested
through Kolmogorov-Smirnov and Shapiro-Wilk tests. Data distribution is crucial for
selecting appropriate statistical methods for further analysis. Since the participants were
divided into two groups: Unaligned and Aligned, the testing was applied separately.

Objective

Table 5.3 presents the results of various objective measures including Price, Deal Rate,
Dialogue Turns, and User Utterance Length. For Deal Price and User Utterance Length,
the significance value of both tests is greater than 0.05 for both Unalinged and Aligned
groups, which indicates the data is normally distributed. However, for Dialogue Turns,
the significance value of the Shapiro-Wilk test is slightly lower than 0.05 for the Unaligned
group, which suggests the data may not follow the normal distribution. As the Deal Rate
is binominal data for two groups, there is no distribution among those data.

Kolmogorov-Smirnov Shapiro-Wilk
Statistic df Sig. Statistic df Sig.

Deal Price Unaligned 0.229 6 0.200 0.939 6 0.651
Aligned 0.165 12 0.200 0.911 12 0.218

Deal Rate Unaligned - 6 - - 6 -
Aligned - 12 - - 12 -

Dialogue Turns Unaligned 0.275 6 0.176 0.785 6 0.043
Aligned 0.168 12 0.200 0.914 12 0.242

User Utterance Length Unaligned 0.244 6 200 0.895 6 0.346
Aligned 0.114 12 0.200 0.967 12 0.874

Table 5.3: Data Distribution Test for Objective Metrics

Subjective

Table 5.4 provides the results for subjective measures including Information Quality, Ser-
vice Quality, Perceived Enjoyment, Trustworthiness, and Satisfaction. For Service quality,
Perceived Enjoyment, Trustworthiness, and Satisfaction, the significance value of both
tests is greater than 0.05 for both the Unalinged and Aligned groups, which indicates the
data is normally distributed. However, for Information quality, the significance value of
the Shapiro-Wilk test is higher than 0.05 for the Aligned group, which suggests the data
may not follow the normal distribution.
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Kolmogorov-Smirnov Shapiro-Wilk
Statistic df Sig. Statistic df Sig.

Information quality Unaligned 0.224 6 0.200* 0.927 6 0.557
Aligned 0.266 12 0.200* 0.814 12 0.014

Service quality Unaligned 0.176 6 0.200* 0.955 6 0.783
Aligned 0.204 12 0.180 0.909 12 0.208

Perceived enjoyment Unaligned 0.176 6 0.200* 0.944 6 0.690
Aligned 0.184 12 0.200* 0.959 12 0.764

Trustworthiness Unaligned 0.207 6 0.200* 0.892 6 0.331
Aligned 0.149 12 0.200* 0.923 12 0.309

Satisfaction Unaligned 0.195 6 0.200* 0.965 6 0.861
Aligned 0.268 12 0.017 0.879 12 0.084

Table 5.4: Data Distribution Test for Subjective Metrics

The results from both tables indicate that most of the objective and subjective measures do
follow the normal distribution, with few exceptions. This suggests that for most variables,
parametric tests can be applied for further analysis.

5.2.2 Two-Sample t-Test

Given that most variables are normally distributed and the experimental design is between-
subject, a two-sample t-test was conducted to evaluate the hypotheses.

Objective

The distributions of the deal price, the dialogue turns, and user utterance length are
illustrated in Figure 5.1. An overview of the analysis results for these objective measures is
presented in Table 5.5. The mean values of the deal price are closely matched (Unaligned
= 0.83, Aligned = 0.84), with a t-value of -0.074 and a p-value of 0.471, indicating no
statistically significant difference between the groups. Similarly, for dialogue turns and
user utterance length, the means show minor differences (Unaligned = 20.46, Aligned =
24.00 for dialogue turns; Unaligned = 5.47, Aligned = 4.74 for user utterance length) with
p-values of 0.176 and 0.230, respectively, signifying no significant differences. Regarding
the deal rate, the aligned group (0.67) is slightly higher than the unaligned group (0.46).

Objective metrics Mean Standard Deviation T-Value P-Value Effect Size

Deal Price Unaligned=0.83
Aligned=0.84

Unaligned=0.14
Aligned=0.09 -0.074 0.471 0.11

Deal Rate Unaligned=0.46
Aligned=0.67 / / / /

Dialogue Turns Unaligned=20.46
Aligned=24.00

Unaligned=8.29
Aligned=11.48 -0.946 0.176 10.28

User Utterance Length Unaligned=5.47
Aligned=4.74

Unaligned=3.49
Aligned=1.97 0.749 0.230 2.70

Table 5.5: Two Sample t-Text results for objective metrics
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(a) Deal Price (b) Dialogue Turns
(c) User Utterance
Length

Figure 5.1: The Deal Price, Dialogue Turns, User Utterance Length distribution

Subjective

The distributions of information quality, service quality, and perceived enjoyment are de-
picted in Figure 5.2. Table 5.6 provides a summary of the subjective measures’ analysis
results. Information quality shows a marginal difference (Unaligned = 4.79, Aligned =
5.36) with a t-value of -1.542 and a p-value of 0.067, which is slightly above the conven-
tional alpha level of 0.05, suggesting a trend towards significance. Service quality means are
similar (Unaligned = 5.00, Aligned = 5.10), with a non-significant t-value (-0.334) and p-
value (0.370). Perceived enjoyment also shows some differences (Unaligned = 4.65, Aligned
= 5.04); however, the t-value and p-value indicate these differences are not statistically
significant.

Subjective metrics Mean Standard Deviation T-Value P-Value Effect Size

Information quality Unaligned=4.79
Aligned=5.36

Unaligned=1.22
Aligned=0.83 -1.542 0.067 1.00

Service quality Unaligned=5.00
Aligned=5.10

Unaligned=0.97
Aligned=0.65 -0.334 0.370 0.80

Perceived enjoyment Unaligned=4.65
Aligned=5.04

Unaligned=1.24
Aligned=1.15 -0.898 0.188 1.19

Satisfaction Unaligned=4.52
Aligned=5.28

Unaligned=1.42
Aligned=1.09 -1.689 0.051 1.234

Trustworthiness Unaligned=4.75
Aligned=5.15

Unaligned=1.12
Aligned=1.13 -0.981 0.167 1.130

Table 5.6: Two Sample t-Text results for subjective metrics
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(a) Information qual-
ity (b) Service quality

(c) Perceived enjoy-
ment

Figure 5.2: The Information quality, Service quality, Perceived enjoyment distri-
bution

Satisfaction levels differ (Unaligned = 4.52, Aligned = 5.28), but the t-value (-1.689) and
p-value (0.051) do not indicate statistically significant differences. However, the distribu-
tion plot of satisfaction in Figure 5.3 highlights the differences between the two groups.
Trustworthiness means are close (Unaligned = 4.75, Aligned = 5.15), with a non-significant
t-value (-0.981) and p-value (0.167).

(a) Satisfaction (b) Trustworthiness

Figure 5.3: The Satisfaction, Trustworthiness distribution
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Mann-Whitney U-test

Although most variables appeared suitable for parametric tests, the distributions of dia-
logue turn and information quality data suggested potential deviations from normality. To
verify the results, the non-parametric Mann-Whitney U test was applied to these two vari-
ables. The results, presented in Table 5.7, indicate no statistically significant differences
between the groups for these variables.

Dialog Turn Information Quality
Mann-Whitney U 138.500 150.000

Z 0.864 1.328
Asymptotic Significance (1-sided test) 0.194 0.092

Effect Size 0.16 0.24

Table 5.7: The Results of Mann-Whitney U-test

5.3 Conclusion

This chapter outlines the design of a user experiment conducted to test hypotheses derived
from prior research. Utilizing a between-subjects design, the experiment was executed on-
line, where participants were split into two groups: one interacted with a chatbot featuring
lexical alignment, and the other with a chatbot lacking this feature. Given that linguistic
alignment often occurs subconsciously [65, 19, 41], participants were not briefed on the
experiment’s purpose. Instead, they were asked to evaluate the overall performance of the
chatbot by completing a questionnaire. This study employed both objective and subjec-
tive measures to evaluate the effects of lexical alignment. The objective measures focused
on the outcomes of the negotiation, while the subjective measures user perceptions of the
chatbot.

The analysis of these measures was conducted using a two-sample t-test, which compared
the means of various variables between the groups with and without lexical alignment.
The results indicated that the means for most variables were slightly higher in the aligned
group compared to the unaligned group. However, these differences did not reach statistical
significance. This pattern was consistent across objective measures, including transaction
price, number of dialogues, and successful transaction rate, as well as subjective metrics
like information quality, service quality, perceived enjoyment, trustworthiness, and satis-
faction. The lack of statistically significant differences indicates that, although there were
observable variations in the experiences between the two groups, these were not substantial
enough to validate the previously proposed hypotheses. Therefore, the results suggest that
the presence or absence of lexical alignment in the chatbot did not lead to major differences
in the measured outcomes.
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Chapter 6

Discussion

This chapter delves into additional analyses conducted on the collected dataset, providing
a thorough discussion of the findings from the results. It also explores the limitations of
the study, offering a critical perspective on the research methodology and results.

6.1 Further Analysis

Despite previous research indicating positive effects of lexical alignment on user satisfac-
tion and trustworthiness, the two-sample t-test results showed only slightly higher means in
various objective measures (transaction price, number of dialogues, successful transaction
rate) and subjective measures (information quality, service quality, perceived enjoyment,
trustworthiness, satisfaction) for the aligned group compared to the unaligned group, with-
out statistical significance. To delve deeper into the relationship between lexical alignment
and these variables, lexical alignment scores were calculated for each participant, reflect-
ing the degree of chatbot alignment. Subsequent statistical analyses were conducted to
identify potential patterns and associations.

Correlation Analysis

Appendix B presents the results of the correlation analysis. While a positive correlation was
found between satisfaction and factors such as information quality, perceived enjoyment,
service quality, and trustworthiness, indicating that higher levels of these factors lead to
increased satisfaction, satisfaction exhibited a negative correlation with alignment scores.
This is contrary to our initial assumptions. One potential explanation for this could be
a lack of authenticity, the increasing alignment scores indicate the repeating teams that
may be perceived as lacking intelligence or authenticity, thereby reducing satisfaction.
Moreover, significant correlations among information quality, perceived enjoyment, service
quality, and trustworthiness were observed, as expected. However, the alignment score’s
negative correlation with user utterance tokens and dialogue turns suggests that alignment
may not necessarily equate to more engaged or longer conversations. This counterintuitive
result needs further investigation to understand the nature of user interaction with chatbots
and how alignment plays a role in perceived satisfaction.

Chatbot and User Lexical Alignment

Prior studies [69, 54] have confirmed lexical alignment happens mutually, suggesting a
direct correlation between user and chatbot alignment. In this study, Appendix B indicated
a trend where higher chatbot alignment corresponded with greater user alignment, although
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the correlation was not statistically significant. In contrast to previous findings, where
user and chatbot alignment were in a similar rate, this study observed significantly higher
alignment levels in the chatbot compared to the user. A possible explanation for this
might be attributed to the method of calculating lexical alignment scores. The scores
are determined by the percentage of overlapping words in total utterances. Given that
the chatbot’s responses are generally lengthier than user utterances, this could result in
disproportionally lower alignment scores for users. This finding highlights the need to
consider response length in alignment score calculations to better understand the dynamics
of user-chatbot interactions.

PLS Analysis

To more effectively assess the relationship between lexical alignment scores and other vari-
ables, Partial Least Squares Structural Equation Modeling (PLS-SEM) was chosen consid-
ering the complex relationships among different variables, the non-normal distribution of
alignment scores, and the relatively small sample size. A structural model (see Appendix
D.2) was proposed based on hypotheses mentioned in Chapter 5 and the reliability of each
construct was evaluated using factor loading, Cronbach’s alpha (α), convergent validity,
and discriminant validity. Based on results shown in Appendix D.2, Perceived Enjoyment
and Engagement had Cronbach’s values of 0.317 and 0.034, respectively, which are below
acceptable levels, indicating reliability issues with these constructs. So those two were
excluded from subsequent analysis. As the Composite Reliability (CR) and the Average
Variance Extracted (AVE) for each construct (except PE and EG) exceeded the thresholds
of 0.7 and 0.5 and the Variance Inflation Factor (VIF) were mostly below 10, other factors
were included for subsequent analysis.

After refining and validating the measurement model, we tested the hypotheses by examin-
ing the structural model. A bootstrapping procedure was used to evaluate the significance
of path coefficients and standard errors in the model. These results are detailed in Appendix
D.2, with a summary in Appendix D.2, including path coefficients, standard deviations,
T-values, and significance levels. The findings indicated a negative correlation between
lexical alignment and information quality and between alignment and service quality, with
no significant correlation between alignment and trustworthiness. While there was a sug-
gested correlation between alignment and satisfaction and between alignment and deal
price, these effects were not conclusively significant.

6.2 Discussion

Prior research has indicated that lexical alignment can positively influence user satisfac-
tion and trust in human-computer interactions [60, 59]. These studies, however, primarily
involved simple dialogue tasks such as Wizard of Oz picture-matching experiments or
straightforward information retrieval, limiting the complexity and depth of the conversa-
tions. This study uses a more complex conversational scenario—negotiation—to evaluate
the effects of lexical alignment from both an objective way (negotiation outcomes) and
a subjective way (user perception of the chatbot). Although the two-sample t-test in-
dicated differences between the aligned and unaligned groups, they weren’t statistically
significant. However, additional analyses, including correlation analysis and PLS-SEM,
suggested a negative impact of alignment on these variables. The lack of support for the
original hypothesis could be attributed to several factors:
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• Initially, the study assumed a large effect size to calculate the targeted sample size for
two-sample t-tests, expecting significant differences between the two groups. How-
ever, past experiments typically show medium to small effect sizes, indicating a need
for a larger sample size. Additionally, the exclusion of 21 participants further reduced
the sample size, potentially affecting the significance of observed differences.

• Participants’ feedback highlighted issues with the chatbot often providing repetitive
information, possibly leading to failure to access the relationship between lexical
alignment and satisfaction. Firstly, while linguistic alignment typically occurs in
conversations allowing equal information access, the chatbot’s redundant responses
might lead users to merely scan for key information, like prices, rather than fully
engage with the content. Secondly, the minimal variation in lexical alignment scores
across interactions suggests that the impact of lexical alignment on user experience
might be marginal. Consequently, these factors challenge the evaluation of a direct
relationship between lexical alignment and satisfaction and may lead to contrasting
findings. An illustrative example of this issue is the chatbot’s repetitive descriptions
of a coffee machine, which resulted in user frustration and reduced satisfaction.

U: What are you providing
B: I have a variety of second-hand items available for sale.
Here are a few examples:
1. Game Console - Switch OLED, 200
2. Coffee Machine - Nespresso Lattissima One, 350
3. Digital Piano - Roland FP-30, 500
4. Camera - Fujifilm X-T5, 800
Which one are you interested in?
U: Describe coffee machine
B: The Nespresso Lattissima One is a white coffee machine that was
bought two years ago and is in perfect condition.
It comes with some capsules to get you started. What type of
coffee do you like?
U: Americano
B: The Nespresso Lattissima One is a white coffee machine that was
bought two years ago and is in perfect condition. It comes with some
capsules to get you started. What type of coffee do you like? like
an Americano or something else?
U: Any further description? Like how it compares with other machines
B: The Nespresso Lattissima One is a white coffee machine that was
bought two years ago and is in perfect condition. It offers the
convenience of making delicious Americano coffee with just a touch
of a button. What other features or specifications are you looking
for in a coffee machine?

• The difference in lexical alignment rates between chatbots and users can be attributed
to several factors. Firstly, the bot’s utterances are typically longer than the user’s
utterances, contributing to a redundancy issue with ChatGPT [36]. The user lexi-
cal alignment score was calculated in the same way as the bot alignment score, so
the longer the bot utterances, the lower the user lexical alignment score. Secondly,
the bot’s tendency to provide all information in a single response may lead users to
merely scan and extract the necessary information, overlooking words used by the
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chatbot. Lastly, the simplicity and consistency of user language during the negotia-
tion process. The examples below suggest that users often employ straightforward,
repetitive language when negotiating prices, regardless of the chatbot’s language or
sentence structure. This tendency for users to stick to familiar, simple sentences in
negotiations can result in lower user alignment scores.

U: can you offer me a lower price?
U: I would go for 100
U: how about 300?
U: I can offer 100 euros for it
U: Maybe 170?

6.3 Limitations

The study faced several limitations, categorized into design and analysis aspects:

Design Aspects

• The study employed the GPT-3.5 model over the more advanced GPT-4.0 due to
API call limitations, as the 3.5 model accommodates more calls per minute. This
decision could have impacted the quality of the chatbot interactions. GPT-4.0 per-
forms better in producing more human-like, coherent, and less redundant responses,
suggesting that using the 3.5 model might have limited the effectiveness of the in-
teractions, potentially influencing the study’s outcomes. Moreover, during the user
testing phase, OpenAI launched a new model, which may affect the results as well.

• To encourage longer dialogues, the study provided intentionally vague instructions
to participants. This strategy, aiming to allow for more natural conversations, led
to some participants not following the experimental process, such as not purchasing
predetermined items. This resulted in the exclusion of their data, leading to a reduced
sample size, which could have affected the study’s statistical power.

Analysis Aspects

• The study’s approach to calculating lexical alignment scores, based purely on to-
ken repetition, presents a significant limitation. This simplistic and straightforward
method fails to capture the other aspects of effective communication, such as con-
text and semantics. Consequently, a higher alignment score does not necessarily
indicate a stronger or more meaningful alignment. It overlooks the subtle dynam-
ics of human-computer interaction and can lead to misleading interpretations that
chatbots’ repetitive but context-independent replies increase alignment scores with-
out actually improving user satisfaction or interaction effectiveness. This limitation
highlights the need for more advanced methods in future studies that can accurately
assess lexical alignment in complex conversational scenarios.
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Chapter 7

Conclusion

This chapter provided a comprehensive reflection on this study by addressing the research
questions that were established in the beginning accordingly. Then conclude the chapter
by outlining recommendations for future research in this domain.

7.1 Conclusion

The primary objective of this thesis is to explore the effects of lexical alignment on text-
based negotiation chatbots and how they influence user perceptions. Although the results
are not statistically significant, the findings still indicate that lexical alignment may have a
potential influence on user experiences during negotiations with chatbots, paving the way
for future research in this area.

This study aims to answer the main research questions:

How does lexical alignment in text-based negotiation chatbots influence user perceptions?

By dividing the research question into two sub-questions, the study was summarized by
answering these sub-questions:

• How can a chatbot be developed to perform lexical alignment and price bargaining with
users?

Through exploring previous methodologies of developing the price bargain chatbot and the
chatbot featuring lexical alignment, the architecture was proposed for developing the chat-
bot to perform lexical alignment and price bargain with users. The architecture consists
of seven fundamental components: namely user interface, intent classifier, price extrac-
tor, product extractor, dialog management, response generation, and database to provide
smooth negotiation conversation with users for user experiments. The chatbot mainly re-
lied on five main components to perform, namely intent classifier, price extractor, product
extractor, dialog management, and response generation. The intent classifier categorized
user input into different intent classes, the price extractor extracts the price the user sug-
gests, and the product extractor identifies the product the user mentioned. Based on
identified intent, price, product, and dialogue management utilized to trigger the chatbot
action through predefined rules. Then based on the chatbot actions, response generation
generates the appropriate responses. The response management utilizes OpenAI API to
generate responses with or without lexical alignment through prompt engineering.
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• How to evaluate user perceptions and negotiation outcomes influenced by lexical align-
ment in chatbots?

In order to evaluate user perceptions and negotiation outcomes, a user experiment is con-
ducted online. In total 31 participants are included in the final analysis, 13 in the unaligned
group and 18 in the aligned group. A combination of both objective and subject measures is
used to evaluate user perceptions and negotiation outcomes. The objective matrix mainly
measures the outcomes of negotiation, including deal price, deal rate, dialogue turns, and
user utterance length, focused on assessing whether the lexical alignment brings out bet-
ter negation results and enhances user engagement. The subjective matrix evaluates user
satisfaction and trustworthiness through a questionnaire filled out by participants. User
satisfaction is measured with four dimensions: information quality, perceived enjoyment,
service quality, and satisfaction. The two-sample t-test is used to assess the results of
the experiment. The results indicate that the means for most variables are slightly higher
in the aligned group compared with the unaligned group. However, these differences are
not statistically significant. This pattern is consistent across various measures, including
transaction price, number of dialogues, and length of user utterances, as well as subjec-
tive metrics such as information quality, service quality, trustworthiness, and satisfaction.
The absence of statistically significant differences suggests that while there are observable
distinctions in the experiences of the two groups, they are not substantial enough to be
deemed statistically meaningful to support the proposed hypothesis.

7.2 Future Work

Previous research on lexical alignment in human-computer interaction often involved Wiz-
ard of Witch picture-matching experiments or simple dialogues for retrieving the informa-
tion. The conversations involved in these experiments are often brief and straightforward.
Even though this study explored the effects of lexical alignment in more complex scenar-
ios, involving richer conversations, the time of interaction and the conversation turns are
still relatively low and the user input during the negotiation process is not very complex,
prefer using simple, straightforward, and same words and sentence. The impact of lexical
alignment in longer and more intimate interactions, like longer relationships as friends or
partners, remains unknown and presents an interesting for further study.

Also, most existing studies compare different groups, one is chatbots with the linguistic
alignment feature and another one without that feature, to assess the impact of lexical
alignment. Future research could explore the effects of varying degrees of lexical alignment
in human-computer interaction. For instance, determining if stronger lexical alignment
leads to increased user likeability. And whether there will be a breakpoint where excessive
alignment is considered and recognized as mimicry, potentially leading to a decrease in
user satisfaction and likeability.
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Appendix A

Use of AI

During the preparation of this work the author(s) used OpenAI API in order to build a
chatbot with lexical alignment feature for further analysis. After using this tool/service,
the author(s) reviewed and edited the content as needed and take(s) full responsibility for
the content of the work.

During the preparation of this work the author(s) used ChatGPT in order to proofread
the writing language. After using this tool/service, the author(s) reviewed and edited the
content as needed and take(s) full responsibility for the content of the work.
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Appendix B

Correlation Analysis

Turns IQ PE SQ TR SA Utokens Score Price

IQ .130 1 .588** .484** .526** .762** -.044 -.307* -.050
(.243) (<.001) (.003) (.001) (<.001) (.408) (.047) (.423)

PE .040 .588** 1 .251 .472** .649** .011 -.338* -.097
(.416) (<.001) (.086) (.004) (<.001) (.478) (.032) (.350)

SQ .021 .484** .251 1 .407* .648** .170 -.272 -.118
(.455) (.003) (.086) (.011) (<.001) (.180) (.069) (.318)

TR -.145 .526** .472** .407* 1 .645** .008 -.048 -.326
(.219) (.001) (.004) (.011) (<.001) (.484) (.398) (.093)

SA .149 .762** .649** .648** .645** 1 .125 -.302* -.185
(.213) (<.001) (<.001) (<.001) (<.001) (.253) (.045) (.251)

Turns 1 .130 .040 .021 -.145 .149 .017 -.490** .086
(.243) (.416) (.455) (.219) (.213) (.463) (.003) (.367)

Utokens .017 -.044 .011 .170 .008 .125 1 -.371* .470*
(.463) (.408) (.478) (.180) (.484) (.253) (.020) (.026)

Score -.490** -.307* -.338* -.272 -.048 -.302* -.371* 1 -.182
(.003) (.047) (.032) (.069) (.398) (.045) (.020) (.235)

Price .086 -.050 -.097 -.118 -.326 -.185 .470* -.182 1
(.367) (.423) (.350) (.318) (.093) (.251) (.026) (.235)

Table B.1: Result of Correlation Analysis
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Appendix C

Lexical Alignment

Figure C.1: Correlation between chatbot alignment and user alignment
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Appendix D

PLS Analysis

D.1 Basic structural model

Figure D.1: Basic structural model
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D.2 Measurement Model

Construct Loading α CR AVE VIF
IQ1 ← IQ 0.831 0.877 0.906 0.616 3.563
IQ2 ← IQ 0.845 3.395
IQ3 ← IQ 0.780 5.298
IQ4 ← IQ 0.768 4.637
IQ5 ← IQ 0.772 2.196
IQ6 ← IQ 0.706 1.736
PE1 ← PE 0.561 0.317 0.645 0.318 1.369
PE2 ← PE 0.519 1.066
PE3 ← PE 0.452 1.367
PE4 ← PE 0.694 1.030
SA1 ← SA 0.937 0.957 0.969 0.886 5.715
SA2 ← SA 0.928 4.197
SA3 ← SA 0.969 10.051
SA4 ← SA 0.930 5.298
SQ1 ← SQ 0.670 0.866 0.910 0.719 1.573
SQ2 ← SQ 0.897 2.877
SQ3 ← SQ 0.888 3.188
SQ4 ← SQ 0.913 3.310
TR1 ← TR 0.857 0.864 0.904 0.705 2.222
TR2 ← TR 0.693 1.615
TR3 ← TR 0.899 2.819
TR4 ← TR 0.893 2.333
EG1 ← EG 0.801 0.034 0.670 0.508 1.000
EG2 ← EG 0.612 1.000

Table D.1: The reliability and validity of the measurement
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D.3 Structural Model

Figure D.2: Result of structural model

Original sample Standard deviation T statistics P values

Path
IQ -> SA 0.467 0.153 3.047 0.001
SA -> deal price 0.456 0.147 3.136 0.001
SQ -> SA 0.197 0.142 1.389 0.082
TR -> SA 0.322 0.143 2.252 0.012
score -> IQ -0.322 0.176 1.834 0.033
score -> SA -0.067 0.114 0.587 0.279
score -> SQ -0.318 0.183 1.738 0.041
score -> TR -0.089 0.148 0.603 0.273
Total indirect effects
score -> SA -0.242 0.156 1.545 0.061
score -> deal price -0.142 0.100 1.423 0.077
Specific indirect effects
score -> IQ -> SA -> deal price -0.069 0.056 1.227 0.110
score -> SA -> deal price -0.031 0.056 0.551 0.291
score -> SQ -> SA -> deal price -0.029 0.030 0.946 0.172
score -> TR -> SA -> deal price -0.013 0.030 0.434 0.332
Total effects
score -> SA -0.309 0.166 1.856 0.032
score -> deal price -0.142 0.100 1.423 0.077

Table D.2: The results of direct, indirect and total effects
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