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Bottlenecks are detrimental to the output rate of a process, causing extended
waiting times and increased costs of production. This paper will be looking
at process mining, a technique used to create a process model using the
event log. Multiple methods will be discussed that will be able to determine
bottlenecks in systems, and their precision and recall rates will be evaluated
to find the best model. As most studies stay in the detection of bottlenecks,
this paper will also explore the methods for predicting bottlenecks. Using
predictive process modelling and transition systems, it is possible to predict
time left for an item to be finished and if the item is up to quality.
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1 INTRODUCTION

Bottlenecks in production processes negatively impact the efficiency
in the manufacturing industry. They can lead to stalled production,
supply overstock or reduction in morale [19]. These can occur as a
result of a number of causes, most of the time being a lower capacity
machine in the production line or a non functioning station. With
the help of data analysis and other data focused approaches, we can
locate the issue and resolve it. An Enterprise Resource Planning
(ERP) system is a software system that connects with every part of
a business to provide an overview of its functions and their data
[10]. Although a lot of companies gather this data, they do not
use this data to check their processes for problems and look for
improvements [3]. One of the techniques that can be used for this
is called process mining.

Process mining is a technique to provide insights into how exactly a
system works and what steps have been taken along the way. This
technique builds on a combination of multiple approaches that are
already used in data science, these being: data mining and process
model-driven approaches [17]. However, data mining is too focused
on the data itself to provide a good overview of entire processes in
an organisation.

Much of the research done on the topic of using process mining for
bottleneck analysis only stayed at analysing the system after it has
finished. It would be better to tackle the problem beforehand and
eliminate it before it can happen. This would speed up the process
and save the company costs as they are able to produce more. That
brings us to the following problem statement.

2 PROBLEM STATEMENT

First, a decent understanding of bottlenecks and how they can be
found is needed. Although a lot of research has already been done
on this subject, it can prove useful to go through it again to pinpoint
vital strategies we can use in the second research question.
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RQ 1. How can bottlenecks be detected in a system?

After this, we can delve into the main part of this thesis, namely
to predict bottlenecks,
RQ 2. How can bottlenecks be predicted in a production process?

We will also explore the results that the different algorithms
for bottleneck detection give us, to get a better grasp on which
technique works best in which setting.

3 RELATED WORK

Process mining can be described as the missing link between data
mining and process modeling [18]. Its goal is to use event logs gen-
erated by the usage of software or hardware to extract information
about the system and to create a process model [17]. Event logs are
files that contain timestamps and information of actions taken in
a system. There are three main uses of those event logs: discovery,
conformance and enhancement. In the subsections below, we look
at bottleneck identification and prediction of them. The identifica-
tion is an integral part as it provides insight into how to predict
bottlenecks.

3.1 Bottleneck

We are focusing on bottlenecks in the field of production, here it
is defined as a process which capacity is equal to or less than the
demand placed upon it [11]. This sub-process can then limit the
entire throughput of the production line and cause congestion and
decrease efficiency leading to lower profitability.

Finding a bottleneck in a system is a subject that has been researched
often [4]. Chompoonoot Kasemset and Voratas Kachitvichyanukul
[9] have written a paper on the identification and simulation of
bottlenecks. They state 3 main factors that can be checked to look
for bottlenecks, these are:

o High value of the machine/process utilisation
e High value of the process utilisation factor
o Low value of the product bottleneck rate

The utilisation factor here means the input/output flow of the
machine, where a high utilisation factor means that the machine
is used most of the time. The bottleneck rate means the rate of the
workstation having the highest long term utilisation. Betterton and
Silver have collected 8 bottleneck detection methods that make use
of these factors [5]. Beneath, we will discuss these methods.

3.1.1 Active/Inactive Period method. These methods take into ac-
count the duration of the periods that the station is active and use
this data to pick out the station that has the longest average active
period or most inactive for the active and inactive period method
respectively. Consecutive active states are defined as one active state
in these methods.
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3.1.2  Longest (Average) Waiting Time method. The workstations
where the items have the longest waiting times or the longest aver-
age waiting times are picked out as the bottlenecks in the system.

3.1.3  Arrow method. This method is more complicated than the
last two. This technique finds the bottleneck by giving each station
2 variables: starved and blocked percentages. A station is blocked
when the next station cannot take in the items of the previous station.
A station is starved when the station has to wait for items to arrive.
These terms can be used to calculate frequencies where stations
are blocked or starved. If the frequency of blockage of station 1 is
higher than the starvation frequency of station 2, the bottleneck is
later in the production line. If the frequency of starvation of station
1 is higher than the blockage frequency of station 2, the bottleneck
is earlier in the production line.

3.1.4  Turning Point method. The workstation where the blockage
and starvation frequencies shift from the blockage frequency being
higher than the starvation frequency to starvation being higher than
the blockage is referred to as the ’turning point’. The ’turning point’
should have the highest percentage of operation time in comparison
to the workstations next to it. If no turning point is found with this
technique, meaning that for every workstation following the first
has a higher starvation than blockage, the first workstation is the
bottleneck. If every workstation following the first has a higher
blockage, the last workstation is the bottleneck.

3.1.5 Utilisation method. The utilisation of a resource is classified
as ratio of the rate of items that enter the machine to the effective
production rate. The effective production rate is the maximum rate
that a workstation can process accounted for time losses due to
errors, setup and other inconveniences. This differs from the raw
production rate, which is the theoretical maximum. The workstation
that has the highest utilisation is then considered to be the bottle-
neck, although this only holds for a system where each workstation
has the same arrival rate.

3.1.6  Longest Queue method. This method uses the amount of wait-
ing items that have to be processed at a workstation, where the
station with the most waiting items is the bottleneck.

These methods are useful to understand how process mining looks
at systems and determines the problems within. This information
can then be used in other production lines to predict bottlenecks.

3.2 Bottleneck Prediction

The prediction of bottlenecks in systems, in contrary to the identifi-
cation of them, is a relatively unexplored subject. The technique for
this is called predictive process monitoring, where the outcome of
the process is predicted by using historical data. Information such
as the paths that items have taken or time spent in a machine are
used to predict the duration of the process [15]. It is also possible
to see if the item will be without errors in its design. More on this
topic will be explored in section 6.2

4 METHODOLOGY

This section will cover the methods that will be used to conduct the
research. The research starts with the gathering of multiple ways to
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create a predictive model, a comparison of these techniques using
the dataset acquired and afterwards an evaluation of the techniques.
The study will be conducted using Cross Industry Standard Processs
for Data Mining (CRISP-DM)[8]. It is a standardisation that helps
create an easier way for projects to be executed regarding data or
process mining by breaking it down into simple steps.

4.1 Business Understanding

To create a good model, there needs to be a deep understanding of
the business process behind it. This phase focuses on determining
the objectives of the project, what the process should do and what
the customer wants to accomplish. For this, the requirements of
the project should be noted down. These requirements are already
stated in documents attached to the dataset and can thus be directly
used.

4.2 Data Understanding

The next step in the process is the understanding of the data. The
event logs of the stations used in the steel process factory contain
a lot of information, some of which is not required to create the
predictive model, such as worker ID. An overview of a single case
and its variables will also be made to make it easier to work with.

4.3 Data Preparation

Although the raw data can be used to create a model, trimming
down the dataset in regard to the amount of variables can result in a
clearer model. Parameters such as worker ID and order quantity are
not needed for calculating the bottleneck. The file is in CSV format,
which can be directly imported into the program, which converts
the data into XES format.

4.4 Modelling

Now that the data is ready, we can begin to create the first model.
The program that will be used for this is ProM, a process mining
framework [1]. Firstly, a simple model will be created of the pro-
duction flow of the parts. There are many available algorithms that
can be used for the discovery of a process model. This project will
make use of the heuristic miner, which has proven to produce the
highest precision and recall scores in real life situations out of the
other miners [20]. Precision score shows how much the model al-
lows for unrelated behavior, lowering the accuracy of the model[14].
Recall is the metric that shows how much of the model allows for
behaviour found in the event log. Both are needed for a model that
can predict bottlenecks well. Once a heuristic net is made we can
transfer this to a Petri net, a model that displays states, transitions
and arcs. This can then be used in conjunction with the event log
to get a performance and conformance analysis.

4.5 Evaluation

The evaluation of the different algorithms will be done in two parts.
First, the recall and precision of each model will be compared with
each other. The algorithm that can create the best fitting model,
can also mirror the reality the best. ProM has a built in tool that
shows the precision of the models. Secondly, the models are tested
for how well they can predict the remaining time left per case. This
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Case ID | Activity | Resource | Start Time | End Time
Case 1 Milling | Machine 4 | 01/29 23:24 | 01/30 05:43
Table 1. Entry from dataset
\ | AP | IP | LWT | LAWT | A | TP | U | LQ |

U X | X X| X | X

UF | X | X X1 X |X

BR

WT X X X | X X

Table 2. Combination of bottleneck detection methods and their used met-
rics

can be done via using a plugin in ProM where thousands of cases are
entered into the system and average waiting times will be computed.

5 DATASET

The dataset that is used for this project is not a real life example, but
a synthetic one [12]. It handles 225 different cases with in total 4544
event logs. Each event log consists of 14 variables only of which 5
are necessary to create a process model. The unwanted variables
described in section 4.3 have been removed. An example of a data
entry after the removed variables can be found in table 1.

6 RESULTS

This section explains the results found when executing the steps in
the section 4. The results have been split up to answer both research
questions seperately.

6.1 Locating the bottleneck

Below, a table is made to illustrate the combination of the 3 main
factors and the 8 bottleneck detection methods mentioned in section
3.1. Table 2 can be used in the project to see which factors are the
most important in our dataset. Waiting time has been added as a
metric as it was not mentioned in the factors listed but is needed
for a few methods. The methods and metrics are also abbreviated to
fit them on a single page, the full words can be found in section 3.1,
except for waiting time, which has been shortened to WT.

Finding the bottleneck in the production process proved to be
more difficult than thought. Due to the many different items pro-
cessed in the factory that have different start- and endpoints and
unstructured data, a good model could not be created that had a
good fitness. The maximum fitness achieved for a heuristic model
was 0.16, which is too low to draw any conclusions from.
However, Disco did provide us with a result that we can draw con-
clusions from. Disco is another process mining tool that is more
restricted than ProM but is able to show different results [2]. We
can filter the result on items taking more than 20 hours for exam-
ple, or see how often a machine is used. Loading the csv file into
the program, it gives us a process model using the FuzzyMiner, a
processing algorithm that is more suited for unstructured data [7].
A small part of the model can be seen in figure 1.
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Fig. 1. Example of a process model

The numbers at the lines between the workstations refer to the

amount of interactions. For example, 40 items went from Turning &
Milling Q.C. to turning & milling - Machine B and 77 items went the
other way around. With this data, one can tell the flow of products
with relative ease.
The program can also show the performance of each process. Using
this performance, we can find bottlenecks in the system. In figure 2,
a transfer between workstations can be seen where an example of
extreme waiting time bottlenecks are found.
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Fig. 2. Example of a waiting time bottleneck

On average, each item has to wait 4.2 days for moving from
the laser marking machine to the lapping machine. The maximum
waiting time is 47 days. The process can be quickened by looking
at why the orders are taking too long to be processed by the next
machine.

Another bottleneck can be found in the over-utilisation of machines.
In figure 3, an example of this can be found.

The three turning & milling machines are overused and cause
significant waiting time when they have reached their capacity.
When looked at the other turning & milling machines in the process,
they have a lower total operating time than the three shown here.
The overusing of the three machines can be solved by redirecting
items to the other turning & milling machines.

6.2 Prediction of bottlenecks

Now that we know how to find the bottlenecks, we can start pre-
dicting bottlenecks. In section 3.2 it was mentioned that to predict
a bottleneck in a system, a predictive model should be created. This
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Fig. 3. Example of a overused workstation

model can then predict the time left for a product to finish. This ap-
proach is also a part of a branch of process mining called Predictive
Process Monitoring (PPM). Predictions made using PPM could be
time left until completion, as mentioned before, but also the possible
outcome whether the product is conforming with the requirements
or the machines the item will pass through [13]. Francescomarino
et al. [6] describe the process for creating such a PPM. The infor-
mation that is used to create the models can be categorised into 4
sections:

o Sequence of events. This means the workstations that the pro-
cess needs to use to create a particular product (e.g. Turning &
milling -> Turning Q.C. -> Final Inspection Q.C. -> Packing).

o Information per event that is available in the event log. In
this dataset that would mean the timestamp, the worker who
processed the item etc.

e Information not available in the event log. This would refer
to the data that the workers themselves have added to the
system, for example any remarks made to the item. This is
more often used in processes which do not have a set structure
such as hospitals where an exam could be added.

o Context information about the process. Workload, queues and
availability are important metrics that add extra variables into
the mix. If it takes an item longer than average to complete
the quality control stage, it could be attributed to a blockage
of items in the process, and not mean that that specific stage
takes a long time.

There are two main predictive process monitoring approaches:
machine learning and model-based techniques. As this paper fo-
cuses on process modelling, only the model-based techniques will
be discussed here.

In the training phase, a model is constructed out of historical data al-
though it is sometimes readily available. The model is then tweaked
using the information from previous cases, such as the time left for
an instance at a point in the process. This tweaked model is then
used for the implementation phase.

A transition system is used to create a control-flow model, a
model that shows the path a product will take. This helps build a
model that is used to predict the remaining time for an item to be
finished [16]. An example of this system can be seen in table 3.
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Case 1 [TMy, TMQC4, LM7,510]
Case 2 [TMy, RG7, TMQC 2]

Case 3 | [RM;0, FIQC15, MQC17, FIQC21]
Case 4 [FGo, LMs, RGo, FIQC12]
Case 5 [TM14, LM30, Ly 1, FIQC55]

Table 3. Example of a transition system

The transition system keeps track of the trace using a representa-
tion of the event/workstation. In the graphic you can see that case 1
follows the path of turning machine, turning machine quality con-
trol, laser machine. The stations are then annotated with possible
variables, such as time remaining until finished like in the example.
It makes it easier to also annotate each state in its entirety. For
example, the state [TMj] has 10 minutes to go until it is finished, so
it will be adding 10 to the annotation. The state [TMy, TMQC4] has
6 minutes until completion and thus will be annotated with a 6. This
will be repeated for every state in each case to create a table that the
program can then return to. If a trace of a case that is still running
is gathered, it can be compared with the outcomes of previous cases
with the same trace and then the time left until completion can be
returned.

7 CONCLUSION

This paper gives an overview of how bottlenecks can be detected
and ways to predict bottlenecks in production processes using pro-
cess mining techniques. Starting with understanding how bottle-
necks can occur, we explored eight different methods for bottleneck
detection when looking at four criteria. A literary research was
conducted to explore these methods and then were used on the
dataset explained in 5. Then another program was used to gather
the utilisation of the workstations to determine bottlenecks. Lastly,
predictive process modelling techniques were explored to catch
bottlenecks ahead of time.

The first research question "How can bottlenecks be detected in a
system?" is explored in theory, as the execution of the algorithms
on the dataset did not provide us with a decent recall and precision
score. A detailed description of methods that are used to determine
the bottleneck is however given. Next to that, a second process
mining tool (Disco) was used that could visualise the data and show
potential bottlenecks in the system. This was done through finding
extended waiting times and overused machines within the process.
These two metrics proved to be the clearest indicators.

The second research question regarding the prediction of bottle-
necks covered the most well known technique, predictive process
mining. This showed that it is able to create a transition system
using the data from previous finished cases. This can then predict
the time left until completion of an item and if the item is up to
quality.

This research is limited on the amount of research done on the
prediction of bottlenecks in practice as the methods are not readily
available in the process mining tools. The dataset can also be seen
as a limitation, as it was generated data and not real life data. A
study on real-life data can be seen more useful as it steps out of a
perfect condition.
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The comparison of the different bottleneck detection methods can
be done as future work. It would provide an overview of which
methods are to be used in different cases. This would require that
the methods are to be tested on different datasets, each from a dif-
ferent branch of work. Another possibility of future work can be
found in the prediction of bottlenecks. As mentioned in 3.2, not a
lot of research has been done on this subject. The implementation
of it in programs like ProM, could make it easier for the subject to
be explored.

REFERENCES

[1] [n.d.]. https://promtools.org/prom-6-13/

[2] [n.d.]. https:/fluxicon.com/disco/

[3] Jeff Barret. 2018. Up to 73 percent of company data goes unused for analytics ...
Inc.com (2018).

Rob Bemthuis, Niels van Slooten, Jeewanie Jayasinghe Arachchige, Jean Paul Se-
bastian Piest, and Faiza Bukhsh. 2021. A Classification of Process Mining
Bottleneck Analysis Techniques for Operational Support. 127-135.  https:
//doi.org/10.5220/0010578600002997

Carl Betterton and S. Silver. 2012. Detecting bottlenecks in serial production lines
- A focus on interdeparture time variance. International Journal of Production
Research - INT J PROD RES 50 (08 2012), 4158-4174. https://doi.org/10.1080/
00207543.2011.596847

Chiara Di Francescomarino and Chiara Ghidini. 2022. Predictive Process Monitoring.
Springer International Publishing, Cham, 320-346. https://doi.org/10.1007/978-
3-031-08848-3_10

Esmita P Gupta. 2014. Process mining a comparative study. International Journal
of Advanced Research in Computer and Communications Engineering 3, 11 (2014),
5.

Nick Hotz. 2023. What is CRISP DM. https://www.datascience-pm.com/crisp-dm-
2/

[4

[5

[

G

=

&

—

[8

=

[o

[10

[11

[12

[13

[14

[15

[16

[18
[19

[20

]

]

]

TSclT 40, February 2nd, 2024, Enschede, The Netherlands

Chompoonoot Kasemset and Voratas Kachitvichyanukul. 2007. Simulation-Based
Procedure for Bottleneck Identification. In AsiaSim 2007, Jin-Woo Park, Tag-Gon
Kim, and Yun-Bae Kim (Eds.). Springer Berlin Heidelberg, Berlin, Heidelberg,
46-55.

Helmut Klaus, Michael Rosemann, and Guy Gable. 2000. What is erp? Information
Systems Frontiers 2 (08 2000), 141-162. https://doi.org/10.1023/A:1026543906354
Stephen Lawrence and Arnold Buss. 1995. Economic Analysis of Production
Bottlenecks. Mathematical Problems in Engineering 1 (01 1995). https://doi.org/
10.1155/51024123X95000202

Dafna Levy. 2014. Production Analysis with Process Mining Technology. https:
//doi.org/10.4121/uuid:68726926- 5ac5-4fab-b873-ee76ea412399

Fabrizio Maria Maggi, Chiara Di Francescomarino, Marlon Dumas, and Chiara Ghi-
dini. 2014. Predictive Monitoring of Business Processes. In Advanced Information
Systems Engineering. Springer International Publishing, Cham, 457-472.

Anja F. Syring, Niek Tax, and Wil M. P. van der Aalst. 2019. Evaluating Con-
formance Measures in Process Mining Using Conformance Propositions. Springer
Berlin Heidelberg, Berlin, Heidelberg, 192-221. https://doi.org/10.1007/978-3-
662-60651-3_8

Irene Teinemaa, Marlon Dumas, Marcello La Rosa, and Fabrizio Maria Maggi.
2019. Outcome-Oriented Predictive Process Monitoring: Review and Benchmark.
ACM Trans. Knowl. Discov. Data 13, 2 (2019). https://doi.org/10.1145/3301300
W.M.P. van der Aalst, M.H. Schonenberg, and M. Song. 2011. Time prediction
based on process mining. Information Systems 36, 2 (2011), 450-475. https:
//doi.org/10.1016/.15.2010.09.001 Special Issue: Semantic Integration of Data,
Multimedia, and Services.

Wil M. P. van der Aalst. 2011. Process Mining: Discovery, Conformance and En-
hancement of Business Processes. Springer Berlin Heidelberg. https://doi.org/10.
1007/978-3-642-19345-3

Wil M. P. van der Aalst. 2016. Data Science in Action. Springer-Verlag Berlin
Heidelberg 2016. https://doi.org/10.1007/978-3-662-49851-4

Maxwell Wallace. 2016. Effects of a bottleneck in warehousing.
//smallbusiness.chron.com/effects-bottleneck-warehousing-32369.html
Jianmin Wang, Raymond K. Wong, Jianwei Ding, Qinlong Guo, and Lijie Wen.
2013. Efficient Selection of Process Mining Algorithms. , 484-496 pages. https:
//doi.org/10.1109/TSC.2012.20

https:


https://promtools.org/prom-6-13/
https://fluxicon.com/disco/
https://doi.org/10.5220/0010578600002997
https://doi.org/10.5220/0010578600002997
https://doi.org/10.1080/00207543.2011.596847
https://doi.org/10.1080/00207543.2011.596847
https://doi.org/10.1007/978-3-031-08848-3_10
https://doi.org/10.1007/978-3-031-08848-3_10
https://www.datascience-pm.com/crisp-dm-2/
https://www.datascience-pm.com/crisp-dm-2/
https://doi.org/10.1023/A:1026543906354
https://doi.org/10.1155/S1024123X95000202
https://doi.org/10.1155/S1024123X95000202
https://doi.org/10.4121/uuid:68726926-5ac5-4fab-b873-ee76ea412399
https://doi.org/10.4121/uuid:68726926-5ac5-4fab-b873-ee76ea412399
https://doi.org/10.1007/978-3-662-60651-3_8
https://doi.org/10.1007/978-3-662-60651-3_8
https://doi.org/10.1145/3301300
https://doi.org/10.1016/j.is.2010.09.001
https://doi.org/10.1016/j.is.2010.09.001
https://doi.org/10.1007/978-3-642-19345-3
https://doi.org/10.1007/978-3-642-19345-3
https://doi.org/10.1007/978-3-662-49851-4
https://smallbusiness.chron.com/effects-bottleneck-warehousing-32369.html
https://smallbusiness.chron.com/effects-bottleneck-warehousing-32369.html
https://doi.org/10.1109/TSC.2012.20
https://doi.org/10.1109/TSC.2012.20

	Abstract
	1 Introduction
	2 Problem Statement
	3 Related work
	3.1 Bottleneck
	3.2 Bottleneck Prediction

	4 Methodology
	4.1 Business Understanding
	4.2 Data Understanding
	4.3 Data Preparation
	4.4 Modelling
	4.5 Evaluation

	5 Dataset
	6 Results
	6.1 Locating the bottleneck
	6.2 Prediction of bottlenecks

	7 Conclusion
	References

