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Abstract

HAR (Human Activity Recognition) is an upcoming field of technology that can potentially
decrease the workload of healthcare workers by recognizing abnormal behaviour. However,
existing HAR systems often lack personalization, which can lead to reduced performance.
This thesis proposes a new framework to personalize a mixed model, consisting of a general
and personal model, using dynamic classifier selection and novelty detection. The personal
model adapts to the subject over time by receiving feedback from annotators. With the goal
of reducing annotators’ efforts, LF (limited feedback) was applied, which allows annotators
to select from a limited list of classes rather than the entire set, and Active Learning.

The experiments were conducted on three toy problem datasets and one HAR dataset.
The results show that the framework performs similarly or better than the personal model in
both datasets. When the personal model lacks performance, the framework can improve its
performance, although it is occasionally outperformed by the general model.

Additionally, the comparison of five LF techniques (Correct Hard, Sampled Hard, Mod-
ified Soft, Unbiased Risk Estimator and Deep Naive Partial Label learning) showed that
all techniques, except for Correct Hard, performed similarly to a model trained with full
feedback. This indicates that the number of classes presented to the annotator could be re-
duced while yielding the same learning gain. However, all models suffered from catastrophic
forgetting, which led to an overall low performance and could have reduced the difference in
results. Next to that, entropy-based sampling was compared to random sampling but showed
no improvement in reducing the number of samples required for optimal performance for
both the toy problem and the HAR dataset.

While the methods were tested on two diverse datasets, future work should experiment
with different datasets, subjects and models to see if the results generalize. Additionally,
further research should explore different dynamic classifier selection and novelty detection
methods to improve the framework. Lastly, other Active Learning strategies should be
tested to determine whether they can reduce the number of samples required for optimal
performance.
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1 Introduction

1.1 Motivation

The elderly population have a higher chance of injuries or illnesses, which in combination
with the fact that the elderly population is increasing, indicates that more people require care.
This causes an increase in the workload for healthcare workers. 51% of Dutch healthcare
workers in nursing care have stated that their workload is too high [1].

Technological systems can be used to reduce the workload of healthcare workers. An
example of such a technology is HAR (Human Activity Recognition), which detects the
activities a person is performing. These activities can be used to recognize daily patterns and
abnormalities [2]. 2

Research is currently being performed using mmWave (millimetre-wave) radar technol-
ogy for HAR [5], [6]. The main advantage of using mmWave is that it is not sensitive to
lighting conditions and is less privacy-invasive than cameras because it does not capture char-
acteristics identifiable by other humans. Therefore, this study aims to build upon mmWave
systems. However, because of the limited availability of mmWave datasets, this study focuses
instead on HAR datasets with a similar datatype as the mmWave can produce.

Studies have already shown the feasibility of HAR with a mmWave radar [6], although
improvements are possible. One of the causes of mistakes in a HAR system is personal
differences; everybody moves differently. A general assumption within many ML (Machine
Learning) systems is that the full population acts similarly in a similar context, therefore
yielding similar data. However, in many fields, among which HAR, people have individual
differences. Due to these differences, two people might generate the same input, while
leading to a different output.3 This can lead to a decrease in performance if a generalized
system is used [7]. Instead, a HAR system can gain information about the characteristics of
an individual through feedback, which can increase its performance [8].4

2An example of this is that HAR can be used to detect falls [3] and nightly wandering [4].
3For example, when one person falls to the ground quickly, they might simply be doing sports, while similar

movements for another person may indicate a fall.
4Feedback can not only improve the performance of a ML system, but also increase the acceptance of users

in it. Even though ML systems outperform human predictions in many tasks, people are often hesitant to use it
when they discover that the system is imperfect. However, when allowing users to give feedback to the system,
they are more likely to use it [9].
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1.2 Problem statement

When incorporating feedback into a system, many studies ask annotators to choose the
correct class out of the full list of classes [10]–[13].5 However, labelling samples can be quite
time-consuming, especially when there are many classes possible. While feedback could
be gathered from multiple annotators, i.e. patients, healthcare workers and caregivers, it is
unlikely that annotators will be open to finding the right label in a long list of classes for
every feedback sample. Instead, annotators could be asked whether the correct activity is
listed in a number of options. This study defines such feedback as LF (limited feedback),
which can result in a hard or soft label, depending on the response. If one of the presented
options is correct, the feedback can directly be used as a labelled sample for training the
model, thus leading to a hard label. However, if none of the presented options is correct, no
hard label can be retrieved. Instead, this limited information shows which classes are not the
true label, and thus also, a list of classes among which the correct label is, i.e. a soft label.
Unfortunately, soft labels cannot be used directly as input into most ML systems. Therefore,
research is needed on how to handle soft labels in an ML system and how many options are
optimal in terms of minimizing the time required to answer a question while maximizing the
learning gain of the model.

When minimizing the work of giving feedback for annotators, not only the time per
question should be minimized, but also the number of questions. AL (Active Learning) aims
to use feedback more effectively by measuring the information gain for each sample. This
allows annotators to answer fewer questions to gain the same performance level.

After gathering the feedback, it can be applied for personalization in a number of different
ways, among which a mixed model [10], [11], [18], personalized model [18]–[20]6, transfer
learning [7], [13], [17], [21]–[24] and reinforcement learning [25]–[28]. A mixed model
combines two classifiers, a general and personal model, into one prediction (see Chapter 2.1
for an extensive explanation). This study uses a mixed model, rather than one of the other
methods, because it can operate without any feedback7, it is transparent in terms of which
classifier made the final decision, and it can rely on the general model if the personal model

5Other methods for giving feedback are also possible, but have their disadvantages. For example, an annotator
could be asked the relatively open question: "What do you think should be the output of the system?". Depending
on the application, this process may be too time-consuming for the annotator. Additionally, according to Cohn et
al., "it is easier to criticise than to construct" [14, p. 17]. Therefore, they recommend proposing a solution or
prediction to the annotator and asking for improvements, rather than asking the annotator to provide an answer
themselves. Apart from requesting feedback on the output of a model, one can also ask for feedback on the
features, rules or parameters of a ML model directly [15]–[17]. The downside of these types of methods is that
the annotator needs to understand the explanation to some extent. If the annotator is unable to understand this,
they are also unable to provide helpful feedback. Therefore, this study asks annotators to select an activity from a
list of activities.

6Please note the personalized model is different from the personal model referred to later in this study.
7In the situation where no feedback is gathered yet, the mixed model can simply rely on the predictions of

the general model.
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fails to train well. This study proposes a new framework, based on the mixed model, to
decide the best classifier to use based on the incoming test sample.

1.2.1 Research Question

As explained above, this study aims to investigate effective ways to use LF for personalization,
leading to the following research question:

RQ How can limited feedback be used effectively to personalize a mixed model in the
context of HAR?

To answer this question, the following sub-questions have been identified:

SQ1 What is the trade-off between the maximization of learning gain and the minimization
of the level of detail of feedback?

SQ2 How does the effective use of limited feedback determine the minimal number of
feedback samples required to achieve an optimal level of performance?

This study has two main requirements, which are described by the two sub-questions.
First, the system should not require extensive answering to minimize the workload of
annotators. SQ1 describes the trade-off that arises from this, where the system should
maximize its learning gain, but minimize the annotators’ workload. Second, the system
should be able to adapt quickly, so that less feedback is required to personalize it, thereby
further reducing the load for annotators. To use feedback effectively, AL will be used, a
commonly used technique, especially when using neural networks. SQ2 explores the minimal
number of feedback samples when using the feedback effectively through AL.

1.3 Scope

Since the fields of HAR, personalization and giving feedback each introduce their own
additional challenges, this subsection will describe which challenges will be tackled in this
study and which will not. Table 1 shows a summary of the related challenges which will be
described shortly below.
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Field In scope Out of scope

HAR
Classification problem Highly imbalanced classes
Handle complex data Multiple labels per sample
Handle multiple classes Multiple subjects

Feedback

Work without any or with few
feedback samples

Weak labels

User interface
Real-time

Personalization
Newly emerging input Newly emerging classes
Known input, with a different
class
Drifted input

Table 1: Related challenges which are in and out of scope for this study.

1.3.1 In Scope

The RQ (Research Question) will be answered in the context of HAR. Since HAR is a
classification problem, the RQ will only be considered in terms of classification and not
regression. This choice was made to keep the problem simple, instead of increasing the
complexity by allowing regression tasks.

MmWave data is converted to skeletons, which contain many complex features. As an
indication, HAR datasets generally include 3D information about 10 to 30 joints for multiple
frames [29]–[31]. Moreover, HAR can concern itself with many different classes, often at
least eight, but can extend to many more [29]–[31]. Therefore, the solution in this study
should also be able to handle at least multiple different classes. When deploying the system
it will not have received any feedback samples yet, but it should still perform sufficiently
then. Moreover, when starting to receive samples, the model must adapt quickly so that
not too many samples are required to adapt the model. Lastly, there are multiple types of
personalization possible, from which this study only examines a few: a newly emerging input
in a previously unexplored area of the input space, a known input which maps to a different
class and drifted inputs.8

1.3.2 Out of Scope

There are multiple challenges within HAR, giving feedback and personalization that will
not be tackled to the scope of the study. HAR data is often highly imbalanced since some
activities are generally performed more often than others [32]. This study focuses on balanced
datasets so that the effectiveness of the feedback incorporation methods can be measured

8See Section 5.2.1 for more information on how these types of personalization are applied and why they
might occur.
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solely in terms of adaptability, rather than focusing on the problem of imbalance. While
multiple labels per sample is possible within HAR, this study only considers single-labelled
activities. Additionally, HAR also includes interactions between multiple people, but this
study focuses only on actions involving one person.

Giving feedback also brings challenges, such as weak labels. When annotators label
activities, it is reasonable to expect them to sometimes select an incorrect label. However, this
study assumes that all given labels are correct to scope the problem. Additionally, this study
focuses on the gathering and processing of feedback from a technical viewpoint, therefore
the design of a user interface for giving feedback is not discussed. Lastly, the goal of such a
system is to use it in real time. However, this study simply requires it to be efficient enough
to run the experiments, but not necessarily that it runs in real-time.

Apart from the types of personalization mentioned earlier, other types will not be explored
in this study, among which is the problem of newly emerging classes.9

1.4 Structure

Chapter 2 describes the general structure of a mixed model, its components DCS (Dynamic
Classifier Selection) and ND (Novelty Detection), and introduces the topic of AL. Chapter 3
continues with the related work on these topics, along with related work on LF. After the
components of ND and DCS have been explored, Chapter 4 describes the design of a novel
framework. Next to that, Chapter 5 describes the choices made in terms of the methodology
of the study, after which the results of the study are shared in Chapter 6. Furthermore, a
discussion of the results and the limitations of the study are discussed in Chapter 7. Lastly,
Chapter 8 concludes the thesis by revisiting the research question and discussing future work.

9There are multiple solutions to this in the field of Open Set Recognition [33], [34], although these would
overcomplicate the problem in combination with personalization and LF. Even though the closed set assumption
is not true within HAR, unknown classes will have a significantly lower frequency than known classes, since
they have not appeared during training [35]. Therefore, the impact of unknown classes may be limited, and the
choice was made to leave the problem of newly emerging classes out of scope.
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2 Background

Since a mixed model will be used in this study, a definition of its structure is required to
understand the following steps. Therefore, this chapter explains the definition of a mixed
model and its components. The mixed model involves a combiner function and ND (Novelty
Detection), which will be defined and elaborated on below. Additionally, the field of AL
(Active Learning) will be explored to use feedback effectively. Therefore, AL and its subtypes
will be explained in this chapter.

2.1 Mixed Model Structure

As described in Chapter 1, this study will use a mixed model for personalization through
feedback. Mixed models consist of a general and a personal model that are combined with a
combiner function to yield one prediction per sample.

A mixed model combines two separate models: a general model and a subject-dependent
model [18]. General models train on data from a big population. The assumption is that, if
the population is big enough, such a model will generalize towards new subjects. Therefore,
it is assumed that the specific subject context is irrelevant to the predictions of a model [18].
However, in reality, this is often not true, since multiple studies [7], [18], [24] have shown a
decreased performance for generalized learning, as opposed to personalized learning.

In contrast to a general model, a subject-dependent model learns solely from the data of a
specific subject. Consequently, training a subject-dependent model requires sufficient labelled
data from each subject, which is a downside, since data labelling can be a time-consuming
and expensive process.

A mixed model combines a general model and subject-dependent model by training (at
least) one model on data from many different subjects and training (at least) one model on
data from the specific subject [18]. The goal of a mixed model is to combine the advantages of
both subject-specific and general models. General models might perform quite well without
any subject-specific data, while subject-dependent models might improve the performance in
certain classes where the subject performs differently from the general population. Figure 1
shows the pipeline for a mixed model. Please note that the block "combine models" consists
of a combiner, which either selects a model or weights the predictions of all models [36].
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Figure 1: Pipeline of a mixed model, consisting of a general model, personal model and a
combiner function.

2.2 Combiner Functions

A combiner function can be either dynamic or static. A static combiner selects or weights
the classifiers regardless of the characteristics of a sample [37]–[39]. Examples of static
combiners are majority voting, adding the a posteriori probabilities of classes or a trained
weighting function [36], [37]. The disadvantage of static combiners is that they assume that
the classifiers perform equally well for all samples. However, in this study, the general model
may be better at classifying certain samples than the personal model and vice versa. In these
situations, a static combiner may not perform well enough.

A dynamic combiner, on the other hand, takes information about the sample into account
and can adjust its approach according to the incoming sample [36], [40]–[45]. Especially
when a personal model has trained more on certain classes than others, it can be beneficial to
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select/weight the classifiers based on the characteristics of a sample. Therefore, this section
will only discuss dynamic combiner methods.

Dynamic combiners can perform either DCS (Dynamic Classifier Selection) or DCW
(Dynamic Classifier Weighting). DCS aims to select the best-fitting classifier for a sample,
whereas DCW weights the classifiers’ output based on their estimated expertise about a
sample.

The advantage of DCW is that it takes both classifiers into account when they are deemed
equally useful. DCS, on the other hand, requires the choice of one classifier, even when
they are equally useful. However, the advantage of DCS is that it is more transparent than
DCW because it can be indicated exactly which classifier was responsible for the prediction.
Transparency is a valued quality in healthcare systems because it allows patients, healthcare
workers and developers to understand the system more, which can, in turn, improve the
system and increase their trust in the system. Therefore, only DCS methods will be considered
in this study.

When using DCS, the combiner function must have enough information about the input
space. Otherwise, the risk of choosing the wrong model for the test sample increases. To
counter this problem, it is possible to first test whether a sample is novel to the dataset and
only perform DCS if the sample is not novel. The next section will introduce the concept of
ND (Novelty Detection)

2.3 Novelty Detection

ND aims to detect test samples which do not fall into the distribution of the training samples
it has encountered thus far. Similar fields include one-class classification, out-of-distribution
detection, anomaly detection and outlier detection [46], [47]. While there are subtle differ-
ences in the goals of these fields, their approaches are generally similar and can be used
across the fields.

In this study, samples are considered novel if no feedback has been given on similar
samples. Thus, if a type of sample has been encountered many times in the general dataset
but never in the personal dataset, it is considered novel. On the other hand, if it was never
encountered in the general dataset, but has been encountered multiple times in the feedback
set, it is not considered novel.

ND can be performed locally and globally, where samples are considered to be locally
novel samples when they are novel in comparison to their close neighbourhood, while
globally novel samples are novel in comparison to the full input space [46]. In this study, it
is assumed that DCS can still make a reasonable indication of performance on locally novel
samples, thus not requiring ND. Instead, ND will only be required to detect globally novel
samples. Therefore, only global novelty detection is considered in this study.

Furthermore, three types of samples can be considered novelty: point, contextual and
collective novelties [48]. Point novelties consist of one sample which stands out from the rest.
Contextual novelties also consist of one sample but they only stand out in a specific context.
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For example, a temperature of 25 degrees Celsius is not a novel sample, but in the context of
winter, it is a novel sample. Lastly, collective novelties consist of a group of samples that
stand out from the rest. On their own, they are not considered a novelty, but all samples
together do form a novelty. In this study, only point novelty samples are relevant because the
aim is to find individual samples that stand out from the other samples without contextual
information.

2.4 Active Learning

Gathering labels for unlabelled samples can be a very time-consuming process, especially
in a system that continuously gathers data. If it is only feasible to label part of the samples,
careful consideration should be used in selecting these samples.

AL (Active Learning) is the sub-field of ML (Machine Learning) which concerns itself
with this challenge: choosing which samples should be labelled first [49]. Figure 2 shows
an example of sampling using AL through uncertainty sampling, as will be explained in
Section 3.3.2, and random sampling. Careful selection of the samples allows a classifier to
better learn a decision boundary with few labelled samples. This shows that AL can help to
increase the performance while keeping the number of labelled samples fixed.

Figure 2: An example of sample selection through uncertainty sampling (an AL technique)
and random sampling. (a) shows an example of a dataset, with samples belonging to a green
or red class. (b) and (c) each shows 30 labelled samples in colour. (b) illustrates random
sampling, while (c) illustrates uncertainty sampling. Source: [50]

There are three types of AL: stream-based AL, pool-based AL and query-synthesis
methods [49]. Stream-based AL receives data in a stream, where new data is arriving
continuously. The system then decides, based on the informativeness of the sample, whether
it should be labelled or not. Pool-based AL, on the other hand, receives a set of data, which
is fixed from the beginning. Therefore, pool-based AL ranks all samples in a pool of data
based on informativeness, from which it queries the highest-ranking sample(s). Pool-based
AL techniques can also be applied to stream-based data by collecting data samples from a
longer period, e.g. all samples of one day. Lastly, query-synthesis methods generate data
samples that would be the most informative data points [51]–[54]. This is especially useful
when the number of samples is small. Importantly, this method can only be used when
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synthesized queries are relevant. For example, in digit recognition, a non-existent digit is not
relevant to query. Since this study is specifically concerned with giving feedback, synthesized
samples are not relevant. Therefore, only stream-based and pool-based AL methods will be
considered.

Additionally, each of these types of AL can be applied in serial or in batches [49].
Serial-mode AL asks the annotator for a label one sample at a time. This allows a classifier
to update itself according to the received label and ask for a new sample which is most
useful for the updated classifier. On the other hand, batch-mode AL asks the annotator to
label multiple samples at a time. In this case, it receives no updates about the labels until
all samples have been labelled. Because of this property, batch-mode AL requires diversity
in its sample selection, to not select only similar samples. Research has shown that regular
AL techniques generally perform poorly in batch mode, even worse than random sampling,
because they tend to select many similar samples in batch [49]. Specific batch-mode AL
techniques have been proposed [55]–[57], although they increase the complexity of the
system. Since a simpler method is preferred in this study, only serial-mode techniques will
be considered in this study.

The next chapter continues with an overview of related work into the topics discussed
in this chapter, namely DCS and ND methods, followed by related work into LF (limited
feedback) and AL (Active Learning).
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3 Related Work

This section will describe the related work in the following four topics: DCS (Dynamic Clas-
sifier Selection), ND (Novelty Detection), LF (limited feedback) and AL (Active Learning).
The related work in DCS and ND will help construct a novel framework. Moreover, related
work in LF and AL will help answer the sub-questions.

3.1 Mixed Model

3.1.1 Dynamic Classifier Selection

As explained in Chapter 2.2, DCS (Dynamic Classifier Selection) is recommended for this
system. While many DCS methods exist [36], [40], [42]–[45], this section will focus on the
following DCS methods: a trainable combiner per classifier, k-NN (k-Nearest Neighbours)
with OLA (Overall Local Average) and LCA (Local Class Average) and decision space with
OLA.

Xu et al. [41] propose a DCS combiner consisting of one trainable combiner per classifier.
In this scheme, the trainable combiner decides whether each classifier is an expert on a
certain part of the input space. The trainable combiner consists of a neural network with one
hidden layer, which uses the sample as input and outputs a score. If the score is higher than a
threshold, the trainable combiner will be considered an expert. The trainable combiner is
taught by inputting samples, along with the label expert or no expert, depending on whether
the classifier classified the sample correctly. If one of the classifiers is selected as an expert,
their classification is taken as the classification of the system. If both classifiers are considered
experts, one of their classifications is selected. If none of them is considered an expert, the
sample is rejected by the system. This means that the system indicates it is unable to classify
the sample. The advantage of trainable combiners in general is that they require little manual
tuning of parameters. However, such a network can be very complicated, since it has to
model the behaviour of both classifiers to a certain extent. Training such a complex network
with few samples could therefore easily lead to overfitting.

Woods et al. [58] propose DCS-LA, which does not require a complex network. It
consists of two steps: to define a region of relevance and to select a classifier based on a
selection criterion. The region of relevance defines which samples are similar to the test
sample. Woods et al. select these samples using a k-NN (k-Nearest Neighbours), which finds
the k samples which are the closest to the test sample according to a distance function. In this
study, the Euclidean distance was used with normalized features. After finding the region of
relevance, the classifiers are compared by a selection criterion on the region of relevance.
Woods et al. compared two selection criteria: OLA (Overall Local Average) and LCA (Local
Class Average). OLA simply calculates the accuracy of all samples in the region of relevance,
while LCA only calculates the accuracy for the samples predicted as the same class as the
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test sample. Woods et al. found that LCA outperformed OLA for multiple datasets. Other
often-used selection criteria are based on ranking, confidence estimation and behaviour [36].

A downside to using a k-NN is that the performance of the method relies highly on the
choice of k, while this is often a relatively subjective choice [59]. When k is chosen too
small, noisy neighbours might be too influential, while if k is chosen to be too big it would
evaluate the global performance of the classifiers rather than the local performance. Another
downside is that using a high-dimensional dataset in combination with a k-NN causes two
issues: computational power and diminishing distances. The problem of computational power
can be solved by using more efficient algorithms such as a tree structure or an approximate
k-NN [60]. Next to that, the distance measure can be chosen effectively to increase efficiency,
for example by using the cosine distance metric over the Euclidean distance [61]. Next to
that, the contrast between near and far neighbours diminishes when using high-dimensional
data [62]. The main reason for this is that high-dimensional data generally also introduces
many irrelevant dimensions, which influence the distances of all samples, therefore causing
them to become similar. Even though these disadvantages are known, k-NN is the most
often-used method for DCS [36].

A different method for finding the region of relevance is to find similar samples based on
the decision space, i.e. the output, rather than the input, of a test sample. The output of the
classifiers can consist of the predicted hard labels or the estimated posterior probabilities.
Giacinto and Roli [42] propose using a similarity function which takes both classifiers into
account. They loop through all training samples and check whether the classifiers predicted
the same class for this training sample as for the test sample. If both classifiers predict the
two samples as the same class, it is added to the region of relevance. Please note that this
does not mean that both classifiers agree on the predicted class, it simply means that they
individually classify the two samples as the same class. For example, if the general model
classifies the test and train samples as Run and the personal model classifies the test and train
samples as Walk, this sample is added to the region of relevance, while the two classifiers
disagree. After finding the region of relevance, Giancinto and Roli choose the classifier with
the highest OLA.

3.1.2 Novelty Detection

As mentioned in Chapter 2.3, ND (Novelty Detection) is an essential part of the framework
used in this study. Four global point novelty detection methods will be discussed in this
section: a k-NN with a threshold, a k-NN with a comparison of the distance to the neighbours’
neighbours, uCBLOF and MSP. Please note that this is, however, not an exhaustive review
of ND methods since many more methods exist [48], [63]–[69].

Many techniques have been proposed to achieve ND, which often focus on density-based
measurements [46]. For example, Lazarevic et al. [70] use a k-NN to measure the distance
between the test sample and its nearest neighbours according to some distance measure.
Intuitively, samples with a high distance from other samples are more likely to be novel.
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They compare the distance between the test sample and their nearest neighbour with k=1 to a
certain threshold. All test samples that yield a higher distance to their nearest neighbour than
the threshold are considered novel. The threshold is based on the training data, where the
distances from all training samples to their neighbours are sorted. The threshold is chosen
so that 2% of the data is considered novel. The disadvantage of this method is that the
percentage of novel samples needs to be known or approximated.

Another way of using the distances from a k-NN is described by Ding et al. [71]. If k = 1,
they compare the distance between a test sample and its nearest neighbour, d1, to the distance
between the neighbour and their nearest neighbour, d2. If k > 1, d2 is defined as the average
distance of the nearest neighbour to their k nearest neighbours. Figure 3 describes the idea
behind this approach. The intuition is that if d1 > d2, the neighbour is in a more densely
populated area than the test sample, therefore this sample is classified as novel. On the other
hand, if d1 < d2, the test sample is in a more densely populated area than its neighbour and
therefore classified as not novel.

Figure 3: The distance comparison between d1, a test sample x and its nearest neighbour
and d2, the nearest neighbour and their nearest neighbour. This figure assumes k=1, where it
compares only the distance to its first nearest neighbour. For a higher value of k, the distance
to the k nearest neighbours is averaged. Source: [71].

Apart from measuring density based on distance, multiple methods use clustering al-
gorithms to measure the density around a test sample. Goldstein and Uchida [46] propose
uCBLOF (Unweighted Cluster-Based Local Outlier Factor). First, it clusters the training data
through k-means clustering. After defining the clusters, the distance is measured between
the test sample and the centre of the cluster it was assigned to. If this distance exceeds a
predefined threshold, the sample is considered to be novel. Choosing k for the k-means
clustering algorithm can be difficult since the algorithm is sensitive to the choice in k [46].
There are possible solutions to this, such as applying k-means many times and choosing the
most stable result overall or using a silhouette score [72].

Multiple studies also base their detection algorithm on the output of a classifier. For
example, Hendrycks and Gimpel [73] compare the MSP (Maximum Softmax Probability)
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of a model on a test sample to a threshold to detect novel samples. The idea behind this is
that a classifier is often more uncertain about novel samples than known samples. However,
as Hendrycks and Gimpel mention as well, the softmax value is often over-confident, even
when an incoming sample is significantly different from the training data [74]. While they
argue that the differences between novel and known samples are big enough to use for ND,
this may not be the case in all situations. For example, in this study, the input of feedback
samples may be similar to general training data, while the output should be different. A
general model would most probably be overconfident in such cases, classifying it as a known
sample, even though the sample, in a personalized context, has not been encountered before.
Therefore, it is unclear whether MSP would work well in a personalization context.

3.1.3 Conclusion

This section has described related work into DCS and ND, which will be used to define a
framework. Three DCS methods were described: a trainable combiner per classifier, k-NN
with OLA or LCA and decision space with OLA. The disadvantage of using a trainable
combiner per classifier is that it requires an additional training phase. The k-NN with OLA
or LCA and decision space with OLA are relatively simple while yielding good results and
thus seem like promising methods to use in this study. However, the decision space can lead
to wrong results because neural networks can classify samples overconfidently incorrect [74].
Instead, using the similarity in input may result in a more relevant selection. Therefore, a
k-NN is the recommended method to perform DCS in this study. Furthermore, the choice
was made to evaluate the models with LCA than with OLA, since LCA generally yields
better performance estimates than OLA [58].

Additionally, ND can be used to detect whether DCS has enough information to choose
a classifier reliably. Four ND techniques were discussed: a k-NN with a threshold, a k-NN
with a comparison of the distance to the neighbours’ neighbours, uCBLOF and MSP. A
disadvantage of MSP is that it is often not a good indicator of the novelty of samples. The
other three methods seem promising to use in this study. The recommended method for this
study is a k-NN since it has shown to have satisfactory performance on multiple anomaly
detection datasets [71], [75], [76] and is relatively easy to implement and visualize. An
additional advantage to this is that the same k-NN can be used for ND and DCS, such that the
nearest neighbours only have to be found once and the system can perform more efficiently.

While most DCS and ND studies assume that a specific label can be retrieved for every
sample, this is not the case in this study. The next section will discuss how to incorporate
this limited feedback.

3.2 Learning from Limited Feedback

Gathering feedback on a long list of classes can be quite time-consuming. Therefore, it would
be beneficial to ask an annotator for feedback on just a few options of classes. This type of
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feedback is defined as LF (limited feedback) in this study. However, when the correct class is
not among the proposed classes, this results in a list of candidate classes. While it is known
that one of these classes is the correct class, one hard label cannot be given. This section will
describe methods which deal with this situation; namely that multiple (but not all) labels are
candidates for the real label.

Three promising fields have been identified that aim to extract the most information
from limited feedback10: Probability Distribution, PLL (Partial Label Learning) and CLL
(Complementary Label Learning). While several other studies propose solutions to learn
from LF, many are not directly applicable to this study. For example, approaches that use
one binary classifier per class [77] become impractical as the number of classes increases.
Similarly, reinforcement learning techniques [27], [78] generally require a lot of feedback
samples. Next to that, certain studies require other model types such as the maximum a
posteriori [24] or are designed for different contexts, like the Markov decision process [28]
and are therefore not recommended. Therefore, these approaches are not further explored.
Instead, this section will focus on implementations using a probability distribution, PLL and
CLL.

3.2.1 Probability Distribution

Lucas et al. [79] explore this problem specifically for binary feedback, as shown in Figure 4.

Figure 4: The pipeline for giving binary feedback on a certain class, either resulting in a hard
or substitute label. Source: [79]

10The studies are not necessarily designed for handling LF, but they can be used in this situation since they
handle the same input types.
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They proposed five methods, which are depicted in Figure 5, and consist of Uniform
(Uniform Soft), Correct (Correct Hard), Sampled (Sampled Hard), Conditional Prior (Con-
ditional Prior Soft) and Modified (Modified Soft).

(a) Uniform (b) Correct / Sampled

(c) Conditional Prior (d) Modified

Figure 5: The different methods used by Lucas et al. to represent labels from binary feedback.
Please note that both the Correct and Sampled techniques yield one hard label and are
therefore both depicted in (b). Adapted from: [79]

First, the Uniform labelling technique uses a uniform distribution for all candidate labels.
Thus, all candidate labels will get the same probability, regardless of any information gained
by the model. Only the confirmed incorrect label yields a different probability, namely 0.
Second, the Correct labelling technique simply disregards any samples that received negative
feedback and only considers the positive feedback. Third, the Sampled labelling technique
randomly samples one label out of the candidate labels. All candidate labels have an equal
chance of being sampled. This does mean that the sampled hard label can consist of an
incorrect label. Fourth, the Conditional Prior labelling technique estimates the conditional
probabilities of all candidate labels using a held-out dataset. Last, the Modified labelling
technique uses the output of the model as a soft label, with the output prediction of the
incorrect class being set to 0.

They tested their approaches on four simple datasets; of which three consist of (5, 10
and 15) evenly spaced clusters and one dataset consists of 5 clusters with random centers.
Moreover, they also tested their approaches on two complex datasets, namely MNIST and
CIFAR10.
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The Uniform labelling technique outperforms all other (Correct, Conditional Prior,
Sampled and Modified) techniques for simple datasets. Where Uniform yields an accuracy of
0.90 after approximately 200 samples, the other techniques require at least 800 samples to
reach the same performance. However, when the dataset complexity increases, it performs
more similarly to the other techniques. The Correct labelling technique yields very low per-
formances, i.e. an accuracy of less than 0.40, for simple datasets since predefined boundaries
are simply confirmed.

Interestingly, when using a more complex dataset like MNIST, Correct outperforms the
other techniques. It converges towards an accuracy of 0.85, whereas Uniform, Modified and
Sampled all converge around 0.75. Conditional Prior, on the other hand, yields an accuracy
of 0.15. Especially Correct yields a big increase in performance when the complexity of
the dataset increases. The authors speculate that the low performance for simple datasets
is caused by the fact that the learned boundaries are simply reinforced and no new classes
are learned. However, when the feature space is very complex, the model might have not
learned all of its features yet and is, therefore, able to adapt better to changes. While Uniform
performs the best on simple datasets and relatively well on complex datasets, it yields a dip
in performance before convergence for the CIFAR10 dataset, which can cause a problem in
deployment.

In conclusion, Uniform performs best on simple datasets, while Correct performs best on
complex datasets. Next to that, the Uniform, Sampled and Modified techniques all perform
relatively well on complex datasets.

The study by Lucas et al. is relatively new, which also means that no other studies
have compared these techniques. Additionally, Lucas et al. only use binary feedback, which
yields less information when negative feedback is given.11 Therefore, techniques that include
negative feedback, i.e. all techniques except for Correct, might perform better in this study
than in the study by Lucas et al.

3.2.2 Partial Label Learning

PLL is a sub-field of weak supervision in which a partial label is defined as "a set of candidate
labels, among which only one is valid" [80, p. 47]. It is generally used in crowdsourcing,
where many people label one sample. The goal of PLL is to appropriately deal with the
different responses, i.e., candidate labels. In this study, an annotator is asked to give feedback
on a number of classes. If they indicate that none of these classes is correct, it can be assumed
that the correct label is among the remaining labels. Therefore, the problem in this study can
be viewed to match PLL in the sense that the remaining labels are treated as candidate labels
in PLL. However, it must be noted that only part of the PLL approaches are applicable in this
study. PLL is generally used in situations where all candidate labels are (somewhat) similar.

11If a negative response is given for binary feedback, only one label is confirmed incorrect, meaning that
all but one labels remain candidates. On the other hand, this study also tests requesting multiple classes, which
means that more labels would be confirmed incorrect, and fewer candidate labels remain.
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For example, if many people are asked to give a label to an image of a cheetah, answers
such as jaguar and leopard may appear, but it is unlikely to yield the label turtle. Some PLL
approaches use this information in their approach. This is, however, not applicable in this
study, where the remaining labels of a feedback question are generally unrelated.

Additionally, most PLL approaches assume a maximum of three to four candidate labels,
whereas all but one class could be candidate labels in this study. Thus, there are some
differences between PLL and the LF in this study, but the idea of handling multiple candidate
labels is the same, and therefore, some of the approaches are relevant for this study. While
many PLL techniques have been proposed [81]–[90], only two techniques will be described.
These two techniques perform significantly better than classical PLL approaches, e.g. [91]–
[95], and are most relevant to this study. This is especially because they can be applied
directly to a neural network, without requiring a model change, they are relatively simple to
implement and perform well.

First, Seo and Huh propose DNPL (Deep Naive Partial Label learning) [96]. DNPL
consists of a deep neural network but uses the naive assumption that all candidate labels
have a uniform distribution because the ground truth is unknown. This is essentially the same
approach as the Uniform approach by Lucas et al. [79] (described in Chapter 3.2.1), except
that Seo and Huh explicitly define their loss function as logarithmic, whereas Lucas et al.
have not defined their loss function. The advantage of this technique is that it is simple and
their code is available online. They have not mentioned the number of candidate labels their
approach was tested on, so it is unclear how well the technique will perform for larger partial
labels.

Yan and Guo [97] propose PL-BLC (Partial Label learning with Batch Label Correction),
which can be seen as an extension to the Conditional Prior technique from Lucas et al. [79]
(described in Chapter 3.2.1). However, instead of simply using the prior probabilities as the
label for each of the candidate labels, Yan and Guo add the prior probabilities to a variable,
defined as 0 (in case of a non-candidate label) or 1 divided by the number of candidate labels
(in case of a candidate label). Afterwards, the probabilities are normalized. This model is seen
as the student model. Moreover, they implement a teacher model, of which the parameters are
updated as the exponential moving average of the student model. The teacher model, which
is less affected by the false candidate labels, is used to calculate the loss of the student model.
They have shown that PL-BLC yields a high performance for 1 to 2 candidate labels, but have
not tested the approach for more candidate labels. Additionally, Seo and Huh have shown
that DNPL outperforms PL-BLC in some datasets and performs similarly in others [96].

3.2.3 Complementary Label Learning

Instead of focusing on the candidate labels, it is also possible to focus on complementary
labels; labels which are confirmed to be incorrect. This is what CLL does; learning from
confirmed false labels. In closed-set situations, i.e. no unknown classes appear after training,
this is essentially the opposite of PLL.
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Classical CLL only considers a single complementary label per sample. Only two
studies [98], [99] have been found that tackle the problem of handling MCLs (Multiple
Complementary Labels). First, Cebron et al. [98] apply SVDD (Support Vector Domain
Description) which describes a set of objects and can recognize whether new objects fall
inside or outside of this description. They model each class using an SVDD and base it on all
negative label examples of that class. This is similar to the use of a one-class Support Vector
Machine [100]. However, while a Support Vector Machine aims to maximize the distance
from the samples from two classes to a hyperplane, an SVDD aims to find the minimum
radius and location for a hypersphere such that all samples are captured in the space. After
an optimal hypersphere has been found for each class, new samples are classified by finding
the SVDD which has the biggest distance from the data point since the SVDD describes the
negative label space of a class.

Next to that, Feng et al. [99] propose two techniques: using wrappers or an URE (Unbi-
ased Risk Estimator). Wrappers simply decompose MCLs into multiple singular comple-
mentary labels. Feng et al. propose two different techniques for this. In the first approach
they shuffle the training samples, after which in each batch, each sample is decomposed into
multiple separate complementary labels. The second approach performs the same steps, but
in a different order: they first decompose each sample into multiple separate complementary
labels, after which they shuffle the training data. Both approaches yield similar performances.
However, since classical CLL techniques are not developed for MCLs, information from
the labels is diluted for both approaches. Using a URE aims to fix this problem by using
MCLs as a whole, instead of splitting them up. Since the exact labels are not known, the loss
function is replaced by a URE, which estimates the loss of a model. Feng et al. define their
URE as follows:

R̂( f ) =
1
n

n

∑
i=1

(∑
y/∈Ȳ

L( f (xi),y)−
m−1−|Ȳ |

|Ȳ | ∑
y′∈Ȳ

L( f (xi),y′)) (1)

where n is the number of samples in a batch, Ȳ are the complimentary labels for sample
xi, L is the loss function, f (xi) the prediction of the model used and m the total number of
labels. They compared multiple loss functions and found that the URE performs best with
an upper-bounded loss function, i.e. logarithmic or exponential:

LEXP( f (xi),Ȳ ) = exp(− ∑
y/∈Ȳ

pθ (y|xi)) (2)

LLOG( f (xi),Ȳ ) =−log(∑
y/∈Ȳ

pθ (y|xi)) (3)

While wrappers perform well for MCLs, using a URE with an upperbounded loss performs
even better.

3.2.4 Conclusion

The main advantage of using a probability distribution is that it was made specifically for
the task of handling LF (limited feedback). While Lucas et al. [79] only tested this approach
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for binary feedback, they explored the same situation; yielding multiple candidate labels
when receiving negative feedback. A disadvantage is that their approach was not compared
to others, making it difficult to compare. PLL is generally focused on using relatively small
partial labels, i.e. 2 to 3 candidate labels, and it is unknown how the performance of PLL
changes for bigger partial labels. Similarly, CLL is not performed often for MCLs, but the
two studies that have researched this [98], [99] have shown promise. Thus, it is unclear how
well a probability distribution, PLL or CLL technique would perform in combination with
LF. However, they are developed for handling multiple candidate labels suitably and are
therefore relevant techniques to test.

Retrieving LF, as opposed to requiring hard labels, decreases the time and effort required
from annotators. A different technique for decreasing the label task is through AL (Active
Learning), as will be described in the next section.

3.3 Active Learning

3.3.1 Query Strategy Types

As explained in Section 2.4, AL is used to choose which sample should be queried first.
Specifically, the query strategy determines the method of choosing samples. Therefore, this
section will discuss query strategies from related work.

First, it is important to note that two studies [101], [102] have proposed solutions for
AL with soft labels specifically, although their approaches use assumptions which are not
applicable to this study. Li et al. [101] propose a solution to AL with partial labels. However,
they assume that the system always returns a soft label, as opposed to having the chance of
retrieving a hard label. Next to that, they use a disambiguation strategy, i.e. the real label is
disambiguated from the partial label, which allows them to use standard AL strategies since
they assume that every query results in a hard label. This is different from the methods applied
in this study, as can be seen in Section 3.2. Moreover, Hu et al. [102] propose a solution to
AL with binary feedback. In their study, all labels are structured hierarchically, where binary
questions can be asked to yield more information about the label. The question with the
greatest expected reduction in entropy is selected. This does require a hierarchical structure
of labels, which is not applicable in this study. Since these methods are not applicable in
this study, regular AL query strategies will be discussed in this section. First, an overview is
given of the types of query strategies.

There are three types of AL query strategies: based on heterogeneity, performance,
representativeness and hybrid methods. Heterogeneity-based query strategies attempt to
select samples which are heterogeneous to the existing labelled samples [103]. The most
common methods are uncertainty sampling, query-by-committee and measuring expected
model change [49].

A downside of heterogeneity-based sampling is that it can lead to the selection of outliers
because outliers are generally the most uncertain samples. Therefore, performance-based
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query methods attempt to improve the performance of a model on future data points. Thus,
where heterogeneous-based methods focus on the expected performance of one sample,
performance-based methods focus on future performance by measuring the performance on
a validation set [103]. Two examples of performance-based query methods are estimated
variance reduction and error reduction [49].

Representativeness-based query methods attempt to find samples which model the under-
lying space of the training set [103]. Therefore, representative sampling tries to compress the
training set into a smaller set of points which can be queried. This problem is described as
the core-set problem, where the goal is to find a subset of the training set, which will function
as a proxy for the full training set [52]. Lastly, Hybrid query strategies combine two or three
of the previously named methods, e.g. the Cluster-Margin approach [52].

Due to time constraints, it is infeasible to compare many AL methods in this study.
Therefore only one field will be discussed in this section. The choice was made to focus
on heterogeneity-based methods because they generally perform relatively well for their
simplicity and are often used as a comparison in state-of-the-art methods. Therefore, this
section will focus on three heterogeneity-based methods, namely uncertainty sampling,
query-by-committee and expected model change.

3.3.2 Uncertainty Sampling

One of the simplest and most common query strategies within AL is uncertainty sampling.
This technique selects the samples which it can predict with the least certainty. The main
advantage of uncertainty sampling methods is that they are easy to implement and fast [104].
While there are many ways to measure uncertainty, e.g. margin [50], [52], [104]–[106], least
confidence [49], [52], [104], [105], best-versus-second-best [107] and Gini-index [103],
the most common method is entropy [49], [52], [104]–[106], [108]. Entropy measures the
uncertainty over all possible classes and is defined as:

H(x,θ) =−
m

∑
i

p(yi|x;θ) log p(yi|x;θ) (4)

where x is a sample, m the number of classes and p(yi|x;θ) the estimated probability of
assigning class yi for sample x given model parameters θ .

The sample with the highest entropy is selected to be queried. This results in the samples
with the most spread probability distribution being chosen. Gal et al. [109] use entropy within
a deep learning model, where fi(x) is defined as the softmax output of the model. While the
softmax output does not consist of probabilities in itself, they can be used as such, because
they do add up to 1. There are different methods to calculate fi(x), for example by taking the
proportion of neighbours votes as a probability measure [50]. However, softmax is the most
straightforward method when using neural networks.
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3.3.3 Query-By-Committee

The QBC (Query-By-Committee) approach is another well-known approach based on mea-
suring uncertainty and uses a committee of classifiers [49], [103], [104], [106]. Each classifier
is trained on the same training set but has different hypotheses. For example, Figure 6 shows
how multiple models can return different decision boundaries. After constructing a commit-
tee, each classifier votes on its decision. The sample which yields the most disagreement will
be queried. Seung et al. [110] first proposed QBC, where they calculated the entropy over the
number of votes for a class. However, also measures such as the gini-index, KL-divergence,
Korner-Wrobel disagreement and Jensen-Shannon divergence have been used as QBC mea-
sure [103], [108]. The advantage of using QBC is that it is easy to understand [104], but it
does require multiple classifiers, which increases the complexity of the system and makes it
more computationally expensive.

Figure 6: Two sample spaces with possible decision boundaries from multiple models.
Source: [49]

3.3.4 Expected Model Change

The EMC (Expected Model Change) approach bases its queries on the samples that would
change the model most if they were added to the training set. Settles et al. [111] propose
calculating the EMC by EGL (Expected Gradient Length), as follows:

EGL(xi,θ) =
m

∑
i

p(yi|xi;θ)||∇L(T+(xi,yi);θ)|| (5)

where xi is a sample, m the number of classes, p(yi|xi;θ) the estimated probability of
assigning class yi for sample xi given model parameters θ , the loss function L, and T+(xi,yi),
the labelled training set T with sample (xi,yi) added to the set.

The advantage of EGL is that it selects the samples which will influence the model most,
regardless of the label [49]. However, it is quite computationally expensive [104]. It is also
important to note that this method is only applicable to models using gradient-based training
and weights.
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3.3.5 Conclusion

Three AL query techniques were discussed in this section: uncertainty sampling through
entropy, QBC and EMC. The main advantage of uncertainty sampling through entropy is
that it is relatively easy to apply, while it is still often used as a comparison in state-of-the-art
methods. On the other hand, QBC and EMC are both more computationally expensive.
Therefore, uncertainty sampling through entropy is a recommended method to use in this
study.

3.4 Conclusion

This chapter has described DCS and ND methods, how to incorporate LF and how to apply
AL. Two DCS approaches have shown promise to use in this study: k-NN with OLA/LCA
and decision space with OLA/LCA. Additionally, recommended methods for ND in this study
are a k-NN with a threshold, a k-NN with a comparison of the distance to the neighbours’
neighbours and uCBLOF.

Afterwards, the concept of LF has been explained, i.e. that not every sample yields a hard
label, but instead, some yield soft labels. Three relevant fields have been discussed, which
are all promising to use, although none has been used in this specific situation: probability
distribution, PLL and CLL. Lastly, AL strategies were discussed, which can further limit
the labelling efforts. This section has discussed three heterogeneity-based techniques, from
which uncertainty sampling through entropy seems like the most suitable method to use.

The next chapter will use the DCS and ND methods to define a framework, which will
be used during the experiments. Afterwards, the knowledge on LF and AL will be used in
Chapter 5, which will focus on the methodology of this study.
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4 Framework Design

As described in Chapter 1, personalization will be achieved through a mixed model. While
most other literature on personalization uses other methods, a mixed model is less likely
to overfit when few samples are available and is more transparent in the sense that it can
show which model was responsible for a given prediction. This mixed model requires two
components, as described in Section 2.2 and 2.3: ND (Novelty Detection) and DCS (Dynamic
Classifier Selection). DCS allows the personal model to become an expert in areas of the
input space where the general model lacks performance rather than having to learn about
the full input space. Additionally, ND is required to find whether the DCS component has
enough knowledge of the dataset to make an informed choice. To ensure that all components
can interact well with each other, a framework was set up, as shown in Figure 7. Please note
that Figure 7 is a simplified version of the framework and Figure 8 shows the full framework
in a formal notation. This section will describe the integration of each component in the
framework. First, the need for each component will be explained, after which the components
and their interactions will be explained formally.

4.1 Integration of Components

The framework consists of two phases: a prediction and a training phase. In this study,
samples arrive continuously, and thus, predictions are made continuously. Training only
occurs periodically, when samples are selected through AL after a certain time period. For
example, if training occurs daily, the most useful samples are selected from all samples
collected during the past day.

4.1.1 Prediction

The mixed model consists of a general model and a personal model, of which one is chosen
to predict the sample. First, ND is used to detect whether the incoming sample is similar to
the previously seen samples, and thus, if the DCS component can make a reliable estimation
of the performance of the models for the sample. If ND classifies an incoming sample as
novel it is assumed that the general model is the safest option since the personal model might
not have been trained on similar data. On the other hand, if the incoming sample is not novel,
DCS is used to select the best-fitting classifier.

4.1.2 Training

The training phase occurs periodically and consists of an AL component which chooses the
best sample to label out of all samples encountered in the past time period.12

12All samples before that time period, excluding the samples on which feedback was gathered, are discarded.
This choice was made because of two reasons. First, in most situations, it is infeasible to save all incoming
data. Therefore, data generally has to be deleted after a certain amount of time. Second, it is beneficial that an
annotator remembers the occurrence of the sample to increase the chances of receiving the correct label.
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Figure 7: A simplified version of the proposed framework.

The goal of the AL component is to select the most informative sample from the samples
gathered during a certain time period. This sample is then sent to the annotator for feedback,
along with the classes with the highest output scores. The annotator is then asked to select
the correct label, or indicate that the correct label is not among the requested labels. In case
the annotator indicates that the correct label is not among the requested labels, a soft label is
returned, therefore the actual label of the sample is not known. Instead, it is only known that
the real label is among the list of labels that were not presented to the annotator.

All feedback samples are randomly split into two datasets, where 33% of the data is
used as a comparison set for ND and DCS and 66% as a train set.13 A comparison set was
included because it is not recommended to use the training set for both training the personal
model and evaluating the personal model during DCS. If the personal model trains on the

13The 33% and 66% split was based on practical considerations. Increasing the portion of the comparison
set would lead to a larger amount of feedback samples to train the model. On the other hand, decreasing the
proportion of the comparison set would result in having insufficient data to perform DCS.
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same data it will be evaluated upon, it could lead to an unfair preference for the personal
model during DCS due to data leakage. Instead of using a comparison set, it would also be
possible to use the training set for DCS but leave out some of the neighbours and retrain the
model until all neighbours have been evaluated. However, this leads to infeasible training
times. Therefore, the choice was made to split the feedback samples into a training set and a
comparison set. A disadvantage of this is that it requires more feedback samples to train the
model.

4.2 Formal Definition of Components

After explaining the process of prediction and training, the formal definitions of all compo-
nents and their interactions will be given. Both the prediction and training phases are denoted
with the following formal notations in Figure 8. Let (xi,y) be an incoming sample, where xi

is sampled from X ∈ Rv, which denotes the feature space with v dimensions.
The label of xi is defined as y = {yi|i = 1,2, ...,m}, where m denotes the number of

classes, b ∈ {1,2, ...,m} denotes the index of the label, and

yi =

1, if i = b

0, otherwise
(6)

The data used to train and predict is saved in feedback set F , consisting of training set T
and comparison set C such that F = T ∪C. The generation of the sets and representation of
the samples of these sets will be described in the next sections.

4.2.1 Prediction

The goal of the prediction phase in the framework is to predict the class of xi correctly so that
the prediction matches y. To predict the label of xi, a personal model and a general model
are combined through a mixed model. The general model can be seen as a function g(xi),
which outputs o, consisting of a softmax score for each class. The predicted label for the
model is given as ŷ = argmax(o). Similarly, the personal model can be seen as a function
p(xi), which yields the same type of output.

The goal of DCS is to find c, which is a boolean output, indicating whether it is beneficial
to select the personal model for predicting xi or not. The DCS component bases its choice
c on the performance of the classification functions p and g on similar samples to xi in
the comparison set C. The procedure of selecting and evaluating similar samples will be
explained in Section 4.4.

ND is used to detect whether xi is similar to the samples in the comparison set C to
indicate whether the DCS component has enough information to make a reliable estimation
of the performance of the models for xi. The ND component requires knowledge of xi and
C and outputs a boolean result n, i.e. novel or not novel. In case n is novel, the choice in
classifier c is set to not personal model, while if n is not novel, DCS determines the output of
c. Section 4.3 will elaborate on the ND method used in this study.
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Figure 8: The proposed framework.

4.2.2 Training

The training process occurs periodically and uses periodic set P, which consists of [xt−s, ...,xt ],
where s is a certain time period and t is the current time frame. The most informative sample,
i.e. xi, is chosen out of P through AL function a. AL function a bases its choice on the samples
in periodic set P and the personal model p. The specific metric to calculate informativeness
used in this study is explained in Section 5.1.3.
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The selected sample xi is sent to the annotator for feedback, along with the e classes with
the highest output scores. The value of e varies during the experiments, where e∈{1, ...,m}.14

The annotator provides LF (limited feedback) on this sample so the actual label y is not
always known. Instead, a soft label may be returned, which yields Y = {Y j| j = 1,2, ...,m},
where m denotes the number of classes, I ⊂ {1,2, ...,m} denotes the indices of the candidate
labels, and

Yj =

1, if j ∈ I

0, otherwise
(7)

Additionally, in case |I|= 1, a hard label is received and Y = y. In other cases, i.e. |I|> 1,
a soft label is received and it is only known that ∃ j : (y j = 1)∧ (Y j = 1), thus that the real
label is among the partial labels. An LF technique is used to handle labels where |I|> 1, as
will be explained in Section 5.1.2.

After receiving feedback, (xi, Y ) is stored in feedback set F . Afterwards, feedback set F
is split up into comparison set C, used for DCS and ND, and training set T , used for training
the personal model. The model is then retrained based on T . The following sections will
describe the implementation of the aforementioned components, starting with ND.

4.3 Novelty Detection

ND can be accomplished through various methods, as described in Chapter 3.1.2. In the
framework, the most important requirements for the novelty detector are:

1. It should not require the label of the test sample. The method should be able to
detect outliers solely on the data structure of the test sample since the label is not
known (yet).

2. It should handle high-dimensional data relatively efficiently. As described in Chap-
ter 1, HAR (Human Activity Recognition) data is often high-dimensional, so the
method must be able to handle high-dimensional data in a reasonable time period.15

3. It should perform well for a small number of samples. As described in Chapter 1, the
method should work well in the early stages of deployment, even when few feedback
samples have been gathered.

4. It should perform globally. As described in Section 2.3, it is assumed that the classifier
can still make reasonable predictions on locally novel samples, so only globally novel
samples are considered.

5. As described in Section 2.3, this study aims to find individual samples which are
dissimilar to the others, thus it should focus on point novelty samples.

14Section 5.1.2 provides more information on the variation in e during the experiments.
15Please note that it is not required that the method runs in real-time for this study.
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The related work in Section 3.1.2 has shown that a k-NN (k-Nearest Neighbours) is
the recommended method as ND component.16 Additionally, it also complies with the
requirements set.

The k-NN is used to calculate dk(xi), which is the average distance to the k-nearest
neighbours of xi. As will be explained in-depth in Chapter 5, two datasets will be used in
this study: a toy problem and a HAR dataset. The value of k depends on the dataset used and
has been found through exploratory tests for the toy problem and HAR dataset separately.
For the toy problem, a new dataset was generated on which the tests were performed, where
k=15 seemed most suitable. For the HAR dataset, the validation data for training the model
was used to find k=2. Importantly, none of these tests involved using the test set. The cosine
was used as the distance function because it is often used in studies with high-dimensional
data [62] and performs similarly to the Euclidean distance [112].

Similarly to [70], dk(xi) is compared to a set threshold and all samples above this
threshold are classified as novel samples. They based this threshold on the top 2% of all
distances, such that 2% of the data is considered a novel sample. However, in this study, it
is not reasonable to assume that the percentage of novel samples is always the same. Leys
et al. [113] advise to use the deviation around the median as a measure for detecting novel
samples.

This uses the MAD (Median Absolute Deviation), which is defined as follows:

MAD = w∗median(|dk(xi)−median(dk(xC))|) (8)

where dk(xi) is the average distance from sample xi to its k-nearest neighbours, dk(xC)

contains the average distance from each sample in comparison set C to their k-nearest
neighbours and w is a constant, usually set to w = 1.4826 [113]. Please note that dk(xi) is a
single value and dk(xC) contains |C| values. The decision criterion is defined as follows:

n =

novel, if dk(xi)> median(dk(xC))+q∗MAD

non−novel, otherwise
(9)

where q defines the conservativeness of classifying samples as novel. In this study, it is pre-
ferred to classify samples as novel quite conservatively, since this automatically assumes the
general model is better. Therefore, q is set at 3, which is defined as very conservative [113].

Additionally, if |C|< k, k is set at k = |C|, so that ND and DCS can still be used if the
number of samples in C is small. Furthermore, as the comparison set grows in size, it is
preferred not to unnecessarily classify samples as novel. To prevent this, it is assumed that
none of the samples is novel after at least k samples have been gathered for each class.

16While it would be interesting to study, it is out of scope for this study to compare multiple methods in terms
of their performance.
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4.4 Dynamic Classifier Selection

If the novelty detector has established that a sample is not novel, DCS is used to choose
a classifier based on the estimated performance of both models on the sample. The DCS
component has the following requirements:

• It should output one of the classifiers and not weight the predictions of both classifiers.
This makes it more transparent in terms of which classifier is responsible for the
prediction.

• Similarly to the novelty detector, it should be able to handle high-dimensional data
relatively efficiently.

• Similarly to the novelty detector, the DCS component should perform well for a small
number of samples.

As explained in Section 3.1, the k-NN with LCA (Local Class Average) is recommended
for DCS in this study, which also complies with the requirements set. Figure 9 shows the
steps taken to perform DCS in this study. The input of the DCS component consists of the
test sample xi and the comparison set C. The output of the component is a binary indicator of
the classifier used.

As mentioned previously, the k-NN uses the same settings for ND and DCS, i.e. k = 15
for the toy problem and k = 2 for the HAR dataset and cosine as distance function. Both
the general and personal models are then tasked with predicting the labels of the k-nearest
neighbours, which is used to calculate the LCA. The classifier with the highest LCA on
the k-nearest neighbours is chosen to classify xi. Now that the framework design has been
presented, the methodology of the experiments can be explained, which uses the framework
as a baseline.
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Figure 9: Selecting the best classifier for a sample xi based on its performance on the k most
similar samples.
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5 Methodology

As explained in Chapter 1, this study aims to find an effective way of using LF (limited
feedback). First, the trade-off between the maximization of information gain and the min-
imization of the level of detail of feedback will be researched, which will be determined
by the use of LF. Second, the minimal number of feedback samples required to achieve an
optimal level of performance by the effective use of LF will be researched, which will be
tested by the use of AL (Active Learning). Therefore, two experiments will be performed: a
comparison between five LF techniques and a comparison between two AL techniques in
terms of their performance and adaptability. The methodology for these experiments will be
described in this chapter.

To validate the results on two different datasets, the experiments will be performed on a
toy problem and a HAR (Human Activity Recognition) dataset. Each of these datasets will be
described individually, along with the required preprocessing steps and the hyperparameters
for the personal and general models for each dataset. Lastly, a description will be given of
the evaluation procedure and evaluation metrics.

5.1 Evaluation Components

5.1.1 Framework Evaluation

The components in the framework will be evaluated by measuring the accuracy of the general
model and the personal model without and with the framework. Additionally, visualizations
will be used to explain how the framework operates and why components are needed. The
framework will be evaluated for a varying number of feedback samples, as will be further
explained in Section 5.2.1 and 5.2.2.

5.1.2 Limited Feedback

In this study, feedback is requested by asking whether the correct label is presented in a
number of classes. The number of classes presented to the annotator is referred to by e. If
the correct label is within these classes, the annotator can simply select the correct label
and a hard label emerges. However, if the correct label is not within this list of classes, the
annotator can only signal that the correct label is missing. Therefore, the only information
known is that the correct label is among a list of remaining labels, but not which label exactly.
Such a label is referred to as a soft label, and typical ML (Machine Learning) algorithms are
not equipped to handle these labels.17

The fields of PLL (Partial Label Learning), CLL (Complementary Label Learning) and
using probability distributions can handle soft labels and have shown promise in Section 3.2.

17Please note that this process also occurs during DCS (Dynamic Classifier Selection), thus only a soft label
might be present. In that case, the prediction of the model is regarded as correctly classified if the correct label is
among the candidate labels.
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From these fields the following LF techniques will be compared: the PLL technique DNPL
(Deep Naive Partial Label learning) [96]18, the CLL technique URE (Unbiased Risk Esti-
mator) [99] and the probability distribution techniques Correct, Sampled and Modified [79].
DNPL was chosen out of the PLL techniques because it performs well while being relatively
easy to implement. From the three identified CLL techniques, i.e. URE, wrappers and SVDD
(Support Vector Domain Description), URE was chosen because it performs better than
using wrappers but does not require a model change, which is required for SVDD. Lastly,
Correct, Sampled and Modified all perform well, although their performance differs when
the complexity of the dataset changes. The implementation of all techniques was unchanged
from their original papers. The following paragraph will shortly explain how each technique
works.

First, the Correct technique simply filters the training data such that all incorrectly
classified samples are discarded as follows:

TCorrect = {(xi, ŷ)|ŷ = y, for i = 1, ..., |T |} (10)

where ŷ is the predicted label, y the real label and T the full training set.
The Sampled technique adapts the soft label Y for sample xi and each class j as follows:

Y j =

1, if j = q

0, otherwise
(11)

where q ∈ I and I = { j|Y j = 1} is the set of candidate labels for xi. Therefore, q is a random
index of all candidate labels in Y . Through this, the Sampled technique randomly samples
one of the candidate labels to be the hard label.

The Modified technique adapts the soft label Y for xi and class label j as follows:

Y j =

o j, if j ∈ {I}

−1000, otherwise
(12)

where o j denotes the softmax output of the model for xi and class j and I = { j|Y j = 1}
is the set of candidate labels for xi. After the non-candidate class labels are set to a large
negative number, which Lucas et al. [79] chose as −1000, all labels are normalized again
with a softmax function. Further details of the implementation of these three methods can be
found in [79].

Instead of adapting the label, the URE adapts the loss function, while the label Y is kept
the same as in equation 7. The URE combines the loss of the candidate and non-candidate
functions as follows:

R̂( f ) =
m−1
|Ī|

Llog( f (xi), I) (13)

where I is the set of candidate labels for xi, m denotes the total number of classes and L
defines the underlying loss function, as defined in equation 14. In other words, the URE
weights the loss of the model with the number of candidate labels.

18Please note that Lucas et al. [79] proposed the same technique under the name Uniform in their paper on
probability distribution techniques.
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The log loss performed best in their study, and is therefore also used in this study:

Llog( f (xi), I) =−log(∑
y∈I

f (y|xi)) (14)

where I is the set of candidate labels for xi. The implementation of the URE is equal to the
implementation by Feng et al., so further details can be found in their paper [99].

The PLL technique, DNPL [96], is equal to the Uniform technique from Lucas et al. [79]
and was implemented by setting the label as follows:

Y j =

 1
|I| , if j ∈ {I}

0, otherwise
(15)

where Y is the partial label for xi, and I is the set of candidate labels for xi. The loss function
was set to the log loss, as depicted in equation 14. The differences between DNPL and URE
are the form of the label and the weighting factor.

Importantly, a Full-Feedback model is used as a reference, and receives hard labels for
every sample, as opposed to the other techniques. This Full-Feedback model is the same as
the personal model used as a comparison for the framework, which also receives hard labels
for every sample.19

In the experiments, the labels of feedback set F were based on the predictions of the
previously trained model. For instance, the predictions of a model trained with 60 samples
were used to make the labels to train a model with 80 samples. Additionally, to compare
the methods, the number of requested labels e were varied to see how well each method
performs on different partial label sizes.

5.1.3 Active Learning Technique

To test how the effective use of feedback determines the number of samples needed to yield
optimal performance, an AL method was compared to random sampling. Section 3.3 has
shown that using entropy is a feasible method for selecting samples effectively. This means
that specific samples are queried from an annotator instead of sampling randomly from a
distribution. The advantages of entropy-based sampling are that it is fast, easy to implement
and yields a satisfactory performance in multiple studies [52], [104], [109]. Even though
it might not be the best-performing state-of-the-art method, it is still often used in recent
studies, where the difference in performance is generally minimal, i.e. at most a few percent
difference in accuracy [52], [114], [115]. Since this study aims to show the effect of an AL
technique, rather than compare the latest state-of-the-art techniques, entropy-based sampling
is suitable for this study.

The framework, as shown in Figure 8, includes choosing samples from the periodic set
P. In a real-time application, P would include the most recent time period. However, the

19Since all LF techniques could be used as a personal model, the Full-Feedback model was renamed to
indicate a specific type of personal model which receives hard labels for every sample.
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datasets used in this study, which will be explained in Section 5.2, do not contain information
about the time period of the sample. Therefore, the samples were randomly split up into
smaller pools of samples to simulate different time periods. After sampling a sample from the
pool, the model is retrained and after the desired number of samples is reached, the samples
in the pool are discarded and the procedure repeats with a new pool.

During training, the number of training samples was increased incrementally.20 First,
a pool of samples was used as a basis, consisting of 4 and 20 samples for the toy problem
and HAR datasets respectively. This can help the entropy-based strategies in deciding which
samples are the most uncertain in the personalized context. Afterwards, a small number of
samples is collected from each pool using either random or entropy-based sampling. This
small number of samples consists of one sample for the toy problem and ten samples for
HAR.21 To minimize the chance of entropy-based sampling selecting 10 similar samples, the
strategies selected one sample at a time and were retrained after each selected sample.

Due to time constraints, the sampling techniques were only tested for one LF technique.
To ensure that the performance of the AL techniques is not negatively affected by this
technique, a well-performing LF technique is selected based on the LF experiments for the
toy problem and HAR dataset separately.

5.2 Datasets

5.2.1 Toy Problem

A toy problem was created to increase the understanding of how the framework operates
and perform experiments on a low-dimensional dataset with a small model. The dataset
was created synthetically, because this makes it adaptable to specific needs, e.g. the level
of overlap between classes. First, the dataset will be explained in-depth, after which the
required preprocessing steps and model architectures for the personal and general models
will be discussed.

20See Section 5.2.1 and 5.2.2 for more information on the training process.
21This corresponds with a 50% selection rate for HAR since each pool of samples consists of 20 samples. A

50% selection rate is relatively high, which is generally an undesirable property in AL. A high selection rate
increases the chances of randomly picking the most informative samples, which decreases the difference in
effectiveness between the AL strategies. However, decreasing the selection rate was, most likely, not a possible
solution. Training a model on too few samples could lead to a decreased performance, which, in turn, leads
to more soft labels for the next round of training. This could result in a continuous decline in performance.
Therefore, the choice was made to use a relatively high selection rate to prevent this.
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Data Generation The toy problem dataset is aimed to match the characteristics of a
personalized HAR dataset, while still being simple enough to illustrate the workings of the
framework. Therefore, it has the following requirements:

• A general dataset and an adapted personalized version.

• A nominal classification goal.

• Low-dimensional and relatively easy to classify samples to keep the problem simple.
This allows the focus to be on the personalizability of the model and handling feedback,
rather than the classification itself.

• A balanced dataset, such that the classes are distributed evenly. This choice was made
because, as described in Chapter 1, this study does not focus on the imbalance of
classes that often occurs in HAR datasets.

• No noisily labelled samples. This dataset assumes that all samples are labelled correctly,
as described in Chapter 1.

Modelling a HAR dataset for this toy problem, which generally contains quite compli-
cated features and many features, would over-complicate the dataset and would make it
relatively difficult to visualize it. Therefore, the choice was made to model meal preferences,
since these can be summed up in a few, easy features, but also contain personal differences.
For example, for the general population, the meal preferences of breakfast, lunch and dinner
can already be differentiated by the temperature and number of calories in the meal. This
simplified problem allowed the focus to be on the personalizability of the model and handling
feedback, rather than the classification itself. Therefore, the dataset consists of two features,
i.e. temperature and the number of calories, and three nominal output classes which specify
the type of food, i.e. breakfast, lunch and dinner.

The personalized dataset is an adapted version of the general dataset so that some personal
samples are labelled differently than the general samples. The goal of the framework is to
adjust quickly to these changes in the personal dataset. To fully demonstrate the workings of
all components in the model, and to validate its use, multiple versions of the dataset were
created. This was done to show the robustness of the method and to create situations in which
components excel or lack. These three adaptions are drift, unexplored and combined and are
visualized in Figure 10. Each of these adaptions was motivated by problems that can be seen
in HAR, as will be explained for each adaption separately.

First, it is possible that some (or all) classes in a personal dataset contain samples with
drift in comparison to the general data, as can be seen in Figure 10b. This can be seen
in HAR, for example, when a person’s well-being is decreasing due to a disease such as
Alzheimer’s [116]. While this is within-subject drift, this indicates that between-subject drift
is also a likely possibility.
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(a) General dataset. (b) Drift: personal distribution contains drift
in comparison to the general dataset.

(c) Unexplored: personal distribution in which
the input of one class is shifted towards a
previously unexplored area.

(d) Combined: personal distribution in which
the outputs of two classes are merged.

Figure 10: The general dataset and three personalized datasets.

Second, it could also occur that data points from one of the classes shift towards a
previously unexplored area of the input space, as can be seen in Figure 10c. Research has
shown that there is a high variation in how people perform activities [20]. This may lead to a
person performing an activity in a way that has not been encountered before.

Third, it could also occur that data from a certain input is now mapped to a different
output, as can be seen in Figure 10d. This is motivated by the fact that when general a model
is trained on healthy people, it can lead to a decrease in performance when used for people
with a disability or illness because they perform the activities differently than expected [117].
While it would be possible to train a general model on people with disabilities and illnesses
as well, it would be difficult to include all variations in the population. For example, for a
person with just one leg, walking with a walking stick and jumping on their leg might both be
considered walking. However, for the general population, one would be considered walking
and another jumping. While these adaptions may not occur for every new subject, they can
help to show the promise and flaws of the model architectures.

The datasets were created using a normal distribution with a different mean and standard
deviation for each class, for which the values can be found in Appendix A. Moreover, each
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variable was truncated, so that the minimum temperature and minimum number of calories
is 0 and the maximum temperature is 100. The classes overlap slightly, but not too much, to
avoid over-complicating or oversimplifying the problem.

The size of feedback set F ranged between 4 and 100 samples to get better insights
into the training process.22 Feedback set F was then split up randomly into training set T ,
with 66% of the data, and comparison set C, with 33% of the data. To get better insights
into the variation in performance, and due to the relatively small dataset size, five-fold
cross-validation is used. Additionally, the data for both the general and personal datasets was
normalized using min-max normalization, as can be seen in equation 16, before it was used
as input into the models.

xnorm_i =
xi −min(Fx)

max(Fx)−min(Fx)
(16)

where Fx contains all x-values in feedback set F , and xi is the sample which is normalized.

General and Personal Model The mixed model used in this study consists of a general
and a personal model, which are both the same in terms of structure. For the toy problem,
these are both neural networks, which were kept small to prevent overfitting. The neural
networks consist of 2 densely connected layers, namely an input layer with 2 neurons and
an output layer of 3 neurons, without any hidden layers. The output layer uses a softmax
activation function. Adam was used as an optimizer with a learning rate of 0.01, a categorical
cross-entropy loss and a batch size of 4. After training the general model, the personal model
inherited its weights.

33% of training set T is used as validation data. Since a batch size of 4 is used, the
validation loss is only calculated after gathering at least 4 validation samples, i.e. after
gathering at least 12 training samples. The training is run for 50 epochs, after which the best
model is selected based on validation loss. This method was chosen, as opposed to early
stopping, because it is a more reliable method if the loss curve is unsteady. While choosing
the best model after all epochs requires an increased training time, it does ensure that the
best model is chosen. Tensorflow 2 [118] was used to build the models.

5.2.2 Human Activity Recognition

All methods are also tested on a HAR dataset, namely the NTU RGB+D 120 dataset [29].
This dataset is not focused on personalization, so it was adapted to include personalization in
it. This chapter will first describe the NTU dataset, after which the steps taken to personalize
the data are discussed. Lastly, the architectures of the personal and general models are
discussed.

22Specifically, the models were trained with 4, 6, 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 samples.
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Dataset Selection and Personalization The HAR dataset was selected using the following
requirements:

• Actions should be performed a reasonable number of times per person. Since it
is important to have enough data on a subject to personalize and test the model, the
dataset should contain a sufficient number of samples per subject.

• As described in Chapter 1, this study focuses on balanced datasets. Therefore, the
activities in the HAR dataset should be balanced.

• The activities should only include individual actions and no interactions between
multiple persons. While interactions are also interesting to study, it is out of scope to
test actions including interactions in this study.

• The dataset should include 3D joints of a skeleton to match the data type of the
mmWave activity recognition pipeline.

• Collecting skeleton data is performed with a sensor, which can have faulty readings.
The dataset should contain high-quality joint estimations and few faulty readings
so that the results are not highly influenced by inaccuracies in the dataset.

• Since it is out of scope for this study to develop and test multiple models, it is important
that a well-performing model structure for this dataset is available.

• As will be described in the next section, parts of the dataset will be relabelled for
personalization. This means that an evaluator should be able to recognize activities
from the data.

• As will be described in-depth in the next section, personalization will be achieved
through combining activities. However, these activities should be similar to be
combined logically. Therefore, the dataset requires at least twice two activities that
can be confused with each other.

While there are several different HAR datasets containing 3D joints, most do not comply
with the requirements. There is a high number of HAR datasets containing a small number of
samples, i.e. less than 10, per person [119]–[125]. Other datasets are imbalanced [126], use
2D data [127] and/or contain low quality joint estimations [126], [128]. Next to that, some
datasets focus on interactions, rather than individual actions [129]. Lastly, some datasets
focus on gestures [130], which may be too difficult to recognize while labelling.

The NTU RGB+D 120 dataset, however, complies with all requirements and contains at
least two people for which 40 samples per activity per person were gathered [29]. It contains
RGB videos, depth sequences, 3D skeleton data (consisting of 25 joints) and infrared camera
footage, all captured by three Kinect V2 cameras. In this study, only the skeleton data is
used. The dataset contains 120 classes, including daily actions, health-related actions and
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interactions. The activities are performed by 106 subjects of different ages (10 to 58), heights
(1.3m to 1.9m) and from 15 different countries. Additionally, the activities are captured with
96 different backgrounds and 155 different viewpoints.

Since this study focuses on personalization, the data must be personalized. The NTU
RGB+D 120 dataset does not deliberately include personalization. Therefore, a persona
was designed with specific restraints, for which the data was relabelled by annotators. This
is similar to real-life situations, where a personal restraint may be applicable. The type of
personalization was equal to the combined dataset from the toy problem, where the inputs of
two classes map towards one output class. To test this setup, a cross-subject evaluation was
performed for two subjects.

Class Selection Since it was not necessary to use all 120 classes for this study, and
decreasing the number of classes increases the clarity of the analysis, only six classes were
selected, along with an other class. An exploratory test showed which classes could logically
be combined, according to the following requirements:

• Relatively easy to recognize. Some activities were difficult to classify, because of
their minimal movements, or because it was difficult to create a video with a clear
skeleton due to the joints getting mixed up.

• Two classes that look similarly to each other, so that they can logically be combined.
For example, butt kicks and clapping cannot be logically combined because their input
is too different.

• Two combinations that do not look similarly to each other. The goal is not to confuse
both combination examples with each other, so these two combinations should not be
too similar.

From these requirements, yawn and sniff/smell were manually picked because they are
similar in terms of movement and relatively well recognizable. Additionally, staple book and
cutting paper were also manually picked because they look similar but are quite different
from yawn and sniff/smell. Next to that, two classes were randomly selected out of the
remaining classes as a control group, for which no labels were changed. It is important to
note that the first 60 classes, i.e. A001 to A060, were performed by one group of subjects
and the last 60 classes, i.e. A061 to A120, were performed by a different group of subjects,
therefore the two groups contain no overlap. Since this study performs its evaluation across
subjects, all activities must be performed by the same person. Therefore, only one part of
the dataset, namely classes A061 to A120, was considered for the random choice in control
classes. Additionally, since this study does not include interactions, all classes containing
interactions, i.e. A106 to A120, were disregarded. The two control classes were randomly
selected from the remaining classes which resulted in the addition of cutting nails and put on
headphones as classes. Moreover, an other class was used, which consists of data from all
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other classes between A061 and A105, excluding the previously chosen classes. To ensure
the dataset remains balanced, the same number of samples for the other class was used as
were available for the other classes by random undersampling. In conclusion, the following
seven classes were used in this experiment: yawn, sniff/smell, staple book, cutting paper,
cutting nails, put on headphones and other.

The experiments were performed on two subjects to decrease the influence of chance.23

Two subjects in the dataset contain a considerably higher number of samples than the other
subjects, namely 420 samples, as opposed to generally 42 to 126 samples and at most 336
samples. Due to this difference, the subjects with 420 samples, called P008 and P041, were
chosen for this experiment.

Personalized Labelling As mentioned previously, the classes were combined, similarly
to the toy problem. However, instead of combining the classes automatically, they were
relabelled by annotators to find out whether the combination of classes is logical. If the
combination of classes is illogical, it is expected to yield many labels with I don’t know or
other. Two annotators were assigned to provide feedback on the samples from one subject
each. The two annotators consisted of a technical medicine student and an embedded software
engineer, who had no inside information on the experiments that would be performed with
the relabelled data. The technical medicine student was tasked with relabelling the data for
P008 and the embedded software engineer for P041.

To visualize the samples, the 3D joint information was converted into a video of a
skeleton performing an activity. Figure 11 shows an example of a frame from such a video.

Figure 11: A frame from a skeleton video of a person performing the action sniff/smell.

23Unfortunately, due to time constraints, it was not possible to evaluate on more subjects.
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The annotators were asked to label each sample with the following options:

1. Yawn

2. Sniff/smell

3. Staple book

4. Cutting paper

5. I don’t know

6. Other

As described in Section 1.3, handling noisy labels is out of scope for this study. To limit
the chances of yielding noisy labels, the unchanged classes, i.e. cutting nails and put on
headphones were excluded from the options. Additionally, I don’t know was added as an
option, which could be chosen if the activity could not be interpreted. This occurred, for
example, when no feasible skeleton could be made from the data, or when the activity was
simply too much alike multiple classes. All samples labelled I don’t know were discarded
during the experiments. The annotators were asked to label the data according to a persona
who has two characteristics:

• This person has lost their sense of smell and therefore has not sniffed/smelled during
the data acquisition.

• This person has no stapler at home so cannot staple books.

The distribution of the relabelled samples is shown in Figure 12. The labels for cutting
nails and put on headphones remained the same, one additional sample was labelled other for
P041, most samples from sniff were relabelled as yawn and most samples from staple book
were relabelled cutting paper. Only a minor number of samples were labelled differently: 17
samples for P008 and 8 samples for P041 received a different label than expected. Since this
is only a minor part of the samples, it most likely did not have a great influence on the results.
Furthermore, 4 samples for P008 and 18 samples for P041 were unrecognizable and labelled
as I don’t know. For P041, 2 samples received the label nan because the annotations were
missing. All samples labelled nan or I don’t know were disregarded. The precise labelling
instructions, along with observations and a discussion of the labelling task can be found in
Appendix B.
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(a) P008 (b) P041

Figure 12: New labels that the annotators gave for the two subjects.

To include LF, the annotators would be asked a question with just a few options, instead
of all classes. However, to decrease the labelling effort in this study, the labels were given
without LF and later translated. For example, if the model predicts yawn and e = 1, the
question can be translated to "Is this yawn or something else?". If the label given by the
annotator was not yawn, the answer is considered something else. In this way, LF was added
during the processing of the data, unlike it would in a real-life scenario.

After relabelling the samples, they were split into a train and test set. Because the
experiments use relatively few samples, five-fold cross-validation is used. The samples are
randomly split up into five folds, using 20% of the data for testing and 80% of the data as
feedback set F .24 The feedback set F was, in turn, split into train set T , with 66% of the
data and comparison set C, with 33% of the data. Lastly, train set T was again split up into
33% validation and 66% training data. The data from the other subjects, consisting of 6300
samples, was split up into a training (66%) and validation (33%) set for the general model.

General and Personal Model The same model was used as a general and personal model,
namely ST-GCN++ (Spatio-Temporal Graph Convolutional Network++) [131]. ST-GCN++
yields state-of-the-art performance on multiple datasets, including the NTU RGB+D 120
dataset. Additionally, it is also more computationally efficient than most other algorithms with
similar performance on the NTU RGB+D 120 dataset. The implementation of ST-GCN++
from MMAction2 was used in this study [132].

The settings for training the models were unchanged from MMAction2, with the main
settings as follows: a batch size of 16, accuracy as validation metric and a maximum of
16 epochs. The general and personal models were trained with an SDG optimizer with a
momentum of 0.9 and weight decay of 0.0005. The general model was trained with a learning

24Please note that, due to samples labelled as I don’t know and nan, the total number of samples differed
slightly between the two subjects: P008 consisted of 416 samples and P041 of 398 samples.
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rate of 0.1. The personal models inherited the weights from the general model, after which
they are fine-tuned, using a reduced learning rate, as advised by MMAction2 [133]. This
reduced learning rate was set to 0.05.

The personal and general models were both trained and evaluated on the two subjects,
P008 and P041. Two separate general models were trained, one on all data from the relevant
classes from all subjects excluding P008, and one excluding P041. By training two separate
general models, the number of samples to train a general model was maximized. Afterwards,
the personal model inherited the weights of the general model and continued training on
personal samples with a reduced learning rate.

Similarly to the toy problem, all models were trained with a varying number of training
samples: 20, 40, 60, 80, 100, 120 and 140 samples to get better insights into the training
process.

5.3 Evaluation Measures

To evaluate the methods, different evaluation metrics and visualizations were used, which
will be explained below.

5.3.1 Metrics

The four metrics used in this study are accuracy, precision, recall and F1-score. The accuracy
was generally used to evaluate the overall performance of the models. While accuracy is not
always an advised metric, especially in an imbalanced dataset, it is a reasonable metric to
use in this study, since the classes are relatively balanced [134]. Apart from that, precision,
recall and F1-score were used to evaluate models per class.

5.3.2 Visualizations

Different visualizations, including figures and tables, were used to evaluate the models. All
visualizations used to describe the results will be explained below.

Accuracy Table An accuracy table simply depicts the accuracy of multiple models,
optionally for different values of |T |. The accuracy is measured by averaging the accuracy
over five-fold cross-validation. It shows the accuracy for the three datasets in the toy problem
and for the two subjects for HAR.

Class-Specific Performance Table To get more insights into the performance per class,
a class-specific performance table measures the performance for multiple models for each
class. Precision, recall and F1-score are all denoted in this table, and calculated by averaging
the results from five-fold cross-validation.
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Confusion Matrix A confusion matrix depicts a summary of the predictions of all samples.
It shows the predicted class from each sample against the actual class. Through this, it
becomes apparent which classes are often confused by each other. Additionally, a confusion
matrix can help to find for which classes a model lacks performance.

Model Choices Visualization To show which choices were made by ND (Novelty Detec-
tion) and DCS (Dynamic Classifier Selection), a model choices visualization can be made.
This visualization shows which model was chosen for each test sample and the reason for
that choice. All samples are first classified as novel or non-novel by the ND component,
after which DCS decides on the classifier to use for the non-novel samples. This results
in three classification options: (1) the general model’s prediction, because the sample was
classified as novel, (2) the general model’s prediction, because it was chosen through DCS,
and (3) the personal model’s prediction because it was chosen through DCS. The goal of the
model choices visualization is to show which trends are seen in the choices of ND and DCS.
This can help in the discussion on whether ND and DCS function as expected. To prevent
over-complication, this visualization is made with one-fold cross-validation.

It can be made with different feedback set sizes, which fulfil different goals. Specifically,
a visualization for a small feedback set, and thus also a small comparison set, can help
evaluate the contribution of novelty detection since this is most relevant for small feedback
sets. When the comparison set is relatively small, the chance of encountering novel samples
in the comparison set is high, which increases the focus on ND. On the other hand, when
the comparison set is relatively big, there are more non-novel samples, and thus DCS is
used more. Therefore, a visualization with a small feedback set increases the focus on ND,
whereas a bigger feedback set increases the focus on DCS.

Sampling Choices Visualization To better understand how sampling strategies work,
a sampling choices visualization can be made. It visualizes a dataset and which samples
were chosen by an AL sampling strategy. It shows the initial pool of samples which was
randomly chosen, along with the chosen samples by the strategies. This visualization was
only performed with one-fold cross-validation to prevent over-complication.

Sample Size Analysis Plot Since it is important that the system can function with a
minimal number of feedback samples, as explained in Section 1, it is important to get better
insights into how quickly a model learns. To achieve this, a sample size analysis plot can be
made to visualize the accuracy over different training set sizes. The range of |T | differs per
experiment, as can be seen below.

59



Dataset Experiment Range of |T |

Toy problem

Comparing the personal model with and with-
out the framework

4 to 100

Comparing LF techniques 4 to 100
Comparing AL sampling strategies 4 to 15

HAR

Comparing the personal model with and with-
out the framework

20 to 140

Comparing LF techniques 20 to 140
Comparing AL sampling strategies 20 to 80

Table 2: Range of |T | used in each experiment, to visualize the performance over |T |.

The visualization shows a mean accuracy over five-fold cross-validation runs. Addition-
ally, the minimum and maximum accuracy reached in those folds is visualized, if this was
possible without yielding cluttered results. The minimum and maximum accuracy can help
to get an indication of the variation of the performance.

Label Request Analysis Plot As explained in Section 5.1.2, the LF techniques were tested
for different values of e. To visualize this, a label request analysis plot can be made, which
plots the accuracy over the number of requested labels. This plot is similar to the sample
size analysis plot, except it measures the performance for different values of e, instead of
measuring the performance for different values of |T |. This visualization helps to find the
optimal value of e and to compare the LF techniques in different situations.

Prediction Comparison Table To find out for which classes the framework increased
the number of correct predictions the most, the predictions of the personal model with the
framework can be compared to the predictions of the personal model without the framework.
For each sample in each cross-validation fold, the prediction of the personal with and without
the framework was compared to the real label. This resulted in one of four options: (1) both
models were correct, (2) only the model without the framework was correct, (3) only the
model with the framework was correct and (4) both models were incorrect. By counting how
many times each option occurred per class, a prediction comparison table can be made. The
goal of this is to understand where the framework helps and lacks. This visualization was
made with the maximum number of training samples for each dataset, i.e. |T |= 100 for the
toy problem datasets and |T |= 140 for HAR.

Convergence Rate Table A convergence rate table shows how quickly each model con-
verges in terms of the number of epochs required to yield the maximum performance. While
this study mainly focuses on yielding a high accuracy, recall, precision and F1-score, the
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convergence rate could be useful in determining a preferred model if all models perform
similarly in the previously mentioned metrics.

To yield this table, each model was run for the maximum number of epochs, i.e. 50 for
the toy problem and 16 for HAR, after which the epoch with the lowest validation loss was
chosen. The table reports a mean and standard deviation from the five cross-validation runs.
Additionally, this evaluation was performed with the maximum number of samples for each
dataset, i.e. |T |= 100 for the toy problem datasets and |T |= 140 for HAR.

Precision-Recall Plot A precision-recall plot shows the precision and recall values at
different thresholds. This can help to compare the performance of models and find the right
threshold. It is normally used in binary classification, although the micro-average can be
calculated to allow multi-class classification. The precision-recall plots were generated with
the maximum number of training samples, i.e. |T |= 100 for the toy problem and |T |= 140
for HAR. Additionally, the predictions and labels from five cross-validation folds were
combined. The AP (Average Precision) was also calculated, which indicates the area under
the curve, where a higher AP is desired.
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6 Results

In this chapter, the outcomes of the experiments are presented. The results are organised into
two subsections, each describing the outcomes on a specific dataset. Section 6.1 describes
the findings from the toy problem, followed by Section 6.2, which describes the insights
gathered from the HAR (Human Activity Recognition) dataset. Each dataset analysis covers
three topics: framework performance, various LF (limited feedback) techniques and two AL
(Active Learning) sampling strategies.

The primary objective of the analysis of framework performance is to show the impact of
the framework by comparing the performance with and without the framework. Additionally,
the toy problem will be used to further explain the functioning of the framework and its
components, ND (Novelty Detection) and DCS (Dynamic Classifier Selection), through
visualizations. During the evaluation of LF techniques, emphasis is placed on identifying
the best-performing LF techniques and the trade-off between the minimum number of
labels that need to be requested from the annotator and the maximum performance. The AL
results focus on determining whether entropy-based sampling improves the performance
over random sampling. Additionally, the minimum number of samples required for each
sampling strategy to yield an optimal performance will be discussed. By evaluating the
framework, LF techniques and AL strategies on both the toy problem and the HAR dataset,
the difference in performance of the techniques can be shown across two diverse datasets -
one low-dimensional with a small model and one high-dimensional dataset with a complex
model.

6.1 Toy Problem

6.1.1 Framework

First, the results of the personal and general models will be presented separately. This
provides the baseline performance for the personal model without the use of the framework.
Second, the functioning of ND and DCS will be explained with visualizations, which will
help in the further understanding and discussion of the framework. Third, the framework will
be added to the personal model, so that the difference in performance of the personal model
with and without its integration can be compared.

As mentioned before, this section starts with an evaluation of the personal model without
the framework and the general model. The models were tested on the drift, unexplored and
combined datasets, as explained in Section 5.2.1. Table 3 shows an accuracy table for the
general model and the personal model, without framework, trained on four samples to show
well well they perform after training on a small set of samples. The personal model yields
an increase in accuracy after training on four samples for all three datasets. Specifically,
the personal model yields the smallest improvement after training on four samples on the
unexplored dataset, while it yields the biggest improvement on the drift and combined
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datasets. This shows that after training on only four samples, the personal model can improve
upon the general model for all three toy problem datasets, although the rate of improvement
differs.

However, this increased performance is not yet the highest performance that the personal
model can reach. To show how the performance increases over a greater number of samples,
Table 3 also reports the accuracy after training on 100 samples. This shows that the personal
model can improve further for all three datasets. Additionally, the personal model yields a
higher accuracy for the drift and combined datasets than for the unexplored dataset.

General Model
Personal Model

|T |= 4 |T |= 100

Drift 0.668 0.849 0.973
Unexplored 0.667 0.749 0.849
Combined 0.666 0.801 0.964

Table 3: Mean accuracy with five-fold cross-validation of the general and personal model
with training set T containing 4 and 100 personal samples on the drift, unexplored and
combined datasets.

As explained in Section 4.4, the framework aims to use the expertise of the personal
and general model to optimize the performance. To know where the framework can further
increase the performance, it is first important to know where the general model lacks
performance. This knowledge can assist in understanding the framework’s functioning later
on.25 To identify the classes for which the general model lacks performance, a confusion
matrix is shown in Figure 13. It shows that the general model lacks performance for one
class in each dataset, although the class differs. For the drift dataset, most of the incorrect
predictions stem from the breakfast class, which has shifted into the regions where the dinner
and lunch classes were previously. Similarly, for the combined dataset, most changed samples
from lunch were classified as dinner, and for the unexplored dataset, most samples from
dinner were classified as lunch.

25The goal of the toy problem datasets was to artificially create situations in which the general model does
not perform optimally, although not disastrous either. Table 3 shows that the performance of the general model
is similar for the three datasets, with approximately 33% incorrect predictions. Therefore, this performance
matches the design goal of the toy problem datasets.
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(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 13: Confusion matrix showing the predictions and real labels of the general model,
across all five cross-validation sets. The subfigures for the datasets (a) drift, (b) combined
and (c) unexplored show which class was mainly predicted incorrectly by the general model.

Before discussing the performance of the framework, it is essential to discuss the function-
ing of the ND and DCS components, as explained in Section 4.3 and 4.4. These components
will be visualized using a model choices visualization to provide a clearer understanding
of how the framework operates. Figure 14c and 14d show which model was used for the
classification of a test sample from the unexplored dataset and whether the choice was based
on ND or DCS. The general and unexplored datasets, as previously explained in Section 5.2.1,
are repeated in Figure 14a and 14b for easy reference.

Figure 14c shows the ND and DCS choices with |F |= 6, i.e. |C|= 2. In this figure, both
samples in C are from the dinner class. The ND component classifies all test samples in the
same direction as these samples as non-novel, which are mostly samples from the dinner
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class. However, also some samples from lunch are classified as non-novel. The reason for
this will be explained in Section 7.1.1. Additionally, all non-novel samples are classified by
the personal model.

Figure 14d shows the results of ND and DCS with |C|= 20. No samples are classified as
novel in this figure. Because the samples in comparison set C are spread sufficiently, all test
samples are relatively similar to the samples in C and are therefore classified as non-novel.
Additionally, the personal model is chosen for most samples, and all samples in the dinner
class, while the general model is chosen for some of the samples in the breakfast and lunch
classes. The reason why each model is preferred for each class will be further explained in
Section 7.1.1.

(a) General dataset (b) Unexplored dataset

(c) The samples classified as novel and non-
novel, including the chosen classifier by DCS,
of the unexplored dataset with |C|= 2 for one
cross-validation set.

(d) The classifier selected for each test sam-
ple in the unexplored dataset, along with the
samples in comparison set C, with |C| = 20
for one cross-validation set.

Figure 14: Visualizations of the components of the framework. The (a) general dataset and
(b) unexplored dataset are shown as reference, whereas (c) and (d) show the chosen classifier
through ND and DCS, based on comparison set C.

Now that a better understanding of the functioning of ND and DCS has been achieved,
the framework can be applied to the personal model. The following analysis aims to show the
performance difference between the personal model with and without the framework through
a sample size analysis plot. Figure 15 shows the mean accuracy of the personal model with

65



and without the framework in comparison to the general model. For all three datasets, the
performance of the personal model is similar regardless of the use of the framework.26

As was shown in Table 3, the personal model can improve after only 4 training samples.
However, Figure 15 also shows a high variation in performance, especially when the training
set is small. Fortunately, the performance steadily increases for all three datasets as the
number of training samples grows. Please note that the models were only run with five-fold
cross-validation, so it is not possible to indicate whether the variation in accuracy is because
of outliers or normal behaviour.27

(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 15: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area) of
the personal model without the framework, the personal model with the framework and the
general model on 5 cross-validation sets for the (a) drift, (b) combined and (c) unexplored
datasets.

26While it was expected that the framework would yield a high performance increase in the toy problem
datasets, the reason for the absence of a difference in performance for this dataset makes sense in retrospect and
will be explained in Section 7.1.1.

27Unfortunately, it was not possible to increase the number of cross-validation folds due to time restraints.
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To get a better view of the performance of the models, the predictions of the personal
model without the framework were compared with the predictions of the personal model
with the framework with |T |= 100 using a prediction comparison table.28 This can give an
insight into the classes where the framework increased the number of correct predictions the
most.

Table 4a shows that there are only minor differences between both models for the drift
dataset since most samples are either predicted correctly by both models or incorrectly
by both models. Table 4b shows that the framework always predicts the same class as the
personal model for the combined dataset.29

Table 4c shows that the framework corrected 22.1% of the samples of the lunch class
that were predicted incorrectly by the personal model for the unexplored dataset. This is also
the main cause of the slight increase in performance seen in Figure 15c. Additionally, little
to no difference was seen between the predictions of the breakfast and dinner classes.

Please note that the following sections on the toy problem were conducted with the
framework. Only the results with the framework will be shown in this chapter to avoid
cluttered results. The results without the framework can be found in Appendix C.1.

28Table 4 shows the results in terms of percentages. The raw data can be found in Table 17 in Appendix C.2.
29The fact that the framework always predicts the same class as the personal model does not necessarily mean

it always chooses the personal model. The general model might have been chosen for samples where the general
model yielded the same prediction as the personal model. This observation only indicates that the framework
never used a general model’s prediction which is different from the personal model.
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Personal Model

Breakfast Lunch Dinner

Correct Incorrect Correct Incorrect Correct Incorrect

Personal model
with framework

Correct 0.936 0.000 0.979 0.000 1.000 0.000
Incorrect 0.018 0.045 0.000 0.021 0.000 0.000

(a) Drift

Personal Model

Breakfast Lunch

Correct Incorrect Correct Incorrect

Personal model
with framework

Correct 0.945 0.000 0.958 0.000
Incorrect 0.000 0.055 0.000 0.042

(b) Combined30

Personal Model

Breakfast Lunch Dinner

Correct Incorrect Correct Incorrect Correct Incorrect

Personal model
with framework

Correct 0.973 0.000 0.695 0.221 0.916 0.000
Incorrect 0.009 0.018 0.000 0.084 0.000 0.084

(c) Unexplored

Table 4: Portion of the correctly and incorrectly predicted samples from the personal model
and personal model with the framework for the (a) drift, (b) combined and (c) unexplored
datasets.

30Please note that the test set of the combined dataset does not contain any samples from the dinner class,
which is therefore not included in this table.
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6.1.2 Limited Feedback

In this section, the performance of five LF techniques (Correct, Sampled, Modified, URE and
DNPL) will be presented and compared to a Full-Feedback model.31 As explained in 5.1.2,
these LF techniques receive a soft label if the correct prediction is not among the e highest
predictions, where e represents the number of labels presented to the annotator. Since the
toy problem consists of only 3 classes, e = 2 would yield a hard label for every sample.
Therefore, only e = 1 is tested for the toy problem.

To get better insights into the training process, Figure 16 shows a sample size analysis
plot for 4 to 100 samples.32

(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 16: Mean accuracy of the LF techniques Correct, Sampled, Modified, URE and DNPL
in comparison to the Full-Feedback model and general model with five-fold cross-validation
for the (a) drift, (b) combined and (c) unexplored datasets.

31This Full-Feedback model is the same as the personal model in the previous section, which also received
hard labels for every sample. Technically, any model can be used as a personal model, therefore the name was
changed between sections.

32The variation in performance was not included, since this would lead to cluttered results, but can be found
for each method separately in Appendix C.3.
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Almost all techniques, i.e. Sampled, Modified, URE and DNPL, perform similarly on the
three datasets. Interestingly, these techniques also perform similarly to the Full-Feedback
model, even though the Full-Feedback model receives a hard label for every sample. Addi-
tionally, the Correct technique yields a lower mean accuracy than all other techniques in all
datasets. Notably, it fails to improve upon the performance of the general model in all five
cross-validation sets for the unexplored dataset.

While the variation could not be depicted in Figure 16 due to clutteredness, the variation
in performance can give a further indication of how well a technique performs. The Correct
technique yields a high variation in performance, which means that only evaluating a mean
value may not be the most informative way to evaluate its performance. Therefore, Figure 17
shows the variation in performance in a sample size analysis plot. While five-fold cross-
validation is not enough to prove a significant difference in variation, it can help to better
understand the performance than simply viewing the mean.

(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 17: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area)
for the drift, unexplored and combined datasets for the Correct technique with five-fold
cross-validation.
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The accuracy for the drift and combined dataset varies between the performance of the
general model, i.e. around 66% accuracy, and nearly optimal performance, i.e. 97% accuracy,
across the five cross-validation runs. The Correct technique can converge to an accuracy of
97% after just 20 training samples in some runs, but it is also possible that the performance
does not converge at all, and fails to improve upon the general model after 100 samples.
Additionally, the Correct technique does not improve upon the general model in any of
the cross-validation runs for the unexplored dataset. These insights are important because
they show that the slow convergence in the mean value does not necessarily mean that the
Correct technique always converges slowly, but rather that it is caused by averaging the
results from the five runs. Since the variation for the other techniques is much lower, it is
less relevant to discuss here. Therefore, the variation plots for the other techniques can be
found in Appendix C.3.

Because the performance of most LF techniques is similar in terms of accuracy, it is
interesting to see if they differ in convergence rate and if they tend to over- or underfit. If all
LF techniques yield a similar accuracy, but one would yield that performance substantially
quicker, this may be a reason to prefer that technique. Table 5 shows this in a convergence rate
table with |T |= 100. The number of epochs is relatively similar between all LF techniques.
It also shows that most techniques train relatively slowly, in over 40 epochs, or even up to the
maximum of 50 epochs. In general, there is not enough difference between the LF techniques
to claim that some techniques converge quicker than others.

Full-Feedback Correct Sampled Modified URE DNPL

Drift 49.8 48.8 50.0 44.2 46.6 45.6
Unexplored 49.6 38.2 42.0 42.4 50.0 50.0
Combined 47.6 50.0 43.6 47.6 48.2 50.0

Table 5: Mean number of epochs required to yield the lowest validation loss, i.e. the best-
performing epoch, with five-fold cross-validation of the LF techniques on the drift, unex-
plored and combined datasets.

6.1.3 Active Learning

In this section, two AL strategies will be compared: entropy-based sampling and random
sampling. Specifically, this section aims to visualize entropy-based and random sampling, to
determine the number of samples required to yield an optimal performance and to compare
the performance between entropy-based and random sampling.

As explained in Chapter 5, these experiments were only conducted with one LF strategy
to prevent over-complicating the analysis. Given the similar performance between Sampled,
Modified, URE and DNPL, a conclusion on the best-performing strategy was not possible.
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Therefore, one of these four strategies was chosen for further experiments with AL for the
toy problem, namely the URE.

The training process with AL resembles the training process of the previous experiments,
meaning that the number of samples was increased incrementally from 4 to 100 samples.
However, instead of training on all of these samples, the most relevant sample is selected out
of each pool as described in Section 5.1.3, resulting in a range from 4 to 15 training samples.

First, entropy-based and random sampling will be visualized using a sampling choices
visualization on the combined dataset to increase the understanding of the strategies.33

Figure 18b shows that entropy-based sampling primarily selects the samples from the dinner
class, which are the samples that have been changed from the general data. Additionally,
samples near the decision boundary between lunch and breakfast have been chosen. This
shows that the model focuses on the samples that have been changed, as opposed to samples
that are similar to what it has already learned. Random sampling, on the other hand, selects
samples randomly, as can be seen in Figure 18c.

After visualizing the sampling strategies, the next step is to find the number of samples
required to yield optimal performance, as well as compare the performance between entropy-
based and random sampling, which was done using a sample size analysis plot.

33Figure 18a can be used as a reference for the combined dataset.
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(a) Combined dataset

(b) Entropy (c) Random

Figure 18: The samples selected using (b) entropy-based and (c) random sampling, based
on the combined dataset, which is shown in (a) as a reference. The first four samples are
selected randomly as a basis, after which the remaining eleven samples are selected using
the sampling strategy.

It shows that both sampling strategies perform similarly for the three toy problem datasets.
The mean accuracy converges after 7 or 8 training samples for both sampling strategies
for the drift dataset. Similarly, both strategies converge after 6 samples for the combined
dataset. Lastly, the mean accuracy for entropy-based sampling for the unexplored dataset
seems to decrease slightly over the number of samples. In all three datasets, the variation
in performance varies between the general model’s accuracy, i.e. around 66%, and a nearly
optimal accuracy, i.e. around 97%. Due to this variation, no conclusions can be made on the
number of samples required to yield an optimal performance. Additionally, the performance
is very similar between random and entropy-based sampling in all three datasets. The reason
for this will be explained in Section 7.1.3.

This concludes the results of the experiments for the toy problem datasets. The next
section will show the results of the experiments on the HAR dataset.
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(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 19: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area)
of the URE with the framework with entropy-based sampling and random sampling in
comparison to the general model with five-fold cross-validation for the (a) drift, (b) combined
and (c) unexplored datasets.

6.2 Human Activity Recognition

6.2.1 Framework

This section contains the evaluation of the personal and general models and the framework
on the HAR dataset. It starts with the results of the personal and general models individually,
including a comparison between the performance of the models on unpersonalized and
personalized labels. With this, insight is given into how much the performance is affected by
the personalization of labels. Lastly, the framework is added to the personal model to see
how the performance is affected by the introduction of it.

As mentioned previously, the performance of the general and personal models will be
discussed first. Table 6 shows an accuracy table for the general model and the personal model
with 20 training samples to see how well the personal model improves upon the general
model with few samples. This evaluation is performed using personalized labels, i.e. with
restrictions on the classes. This results in an increase in accuracy by 0.050 for P008 and
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a decrease by 0.229 for P041. To find out if this decreased performance also occurs when
training on more samples, the personal models for P008 and P041 were also trained with 140
samples. Table 6 shows that the performance for both subjects decreases in comparison to
the personal models trained on 20 samples. The reason for the decreased performance, after
20 and 140 training samples, will be discussed in Section 7.1.1, along with the limitations
this brings to the other experiments.

General Model
Personal Model

|T |= 20 |T |= 140

P008 0.531 ± 0.027 0.581 ± 0.066 0.544 ± 0.157
P041 0.611 ± 0.034 0.387 ± 0.206 0.302 ± 0.069

Table 6: Mean accuracy and standard deviation of the general and personal model trained on
20 and 140 samples with personalized labels.

To get a better indication of the performance of the models, it is important to view how
well they can classify each class. Figure 20 shows four confusion matrices that contain
the predictions of the general and personal models for each person over five-fold cross-
validation. Additionally, a class-specific performance table was made for the general and
personal models for each subject, as can be seen in Table 7. This experiment was specifically
performed for |T |= 140, to see where the personal models excel and lack performance after
training on the maximum number of samples.

The general model predicts most classes well for P041, with precision and recall above
0.7 for each class, with the exception of the two personalized classes: yawn and cutting
paper. Specifically, it predicts part of the yawn samples as sniff, and part of the cutting paper
samples as staple book, which results in low recall. Additionally, it yields the most remaining
mistakes for other. The general model performs worse for P008, where it yields the lowest
F1-score for cutting nails. Additionally, similarly to P041, the general model yields the
lowest recall scores for yawn and cutting paper due to them being personalized.

The personal models yield no incorrect predictions of sniff and staple book, which
indicates that they have correctly learned to refrain from classifying samples as these classes.
However, the precision decreases for all classes for both subjects. Additionally, the recall
decreases for cutting nails, put on headphones and other for both P008 and P041, which are
the unchanged classes. This decrease can also be seen in Figure 20. For example, relatively
many samples, i.e. 17 for P008 and 25 for P041, from yawn are classified as cutting paper
by the personal model while this mistake was not made often by the general model. As
mentioned previously, this decreased performance will be discussed further in Section 7.1.1.
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(a) General model, P008 (b) Personal model, P008

(c) General model, P041 (d) Personal model, P041

Figure 20: Confusion matrix showing the predictions and real labels of the general and
personal models on the personalized data of P008 and P041.
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General Personal

Precision Recall F1-score Precision Recall F1-score

Yawn 0.902 0.539 0.675 0.602 0.608 0.605
Cutting paper 0.781 0.373 0.505 0.522 0.694 0.596
Cutting nails 0.656 0.350 0.457 0.486 0.300 0.371
Put on headphones 0.915 0.900 0.908 0.607 0.567 0.586
Other 0.612 0.683 0.646 0.452 0.317 0.373

(a) P008

General Personal

Precision Recall F1-score Precision Recall F1-score

Yawn 0.849 0.446 0.584 0.373 0.218 0.275
Cutting paper 0.885 0.466 0.610 0.301 0.457 0.363
Cutting nails 0.920 0.767 0.836 0.255 0.217 0.234
Put on headphones 0.942 0.817 0.875 0.294 0.333 0.312
Other 0.700 0.803 0.748 0.273 0.197 0.299

(b) P041

Table 7: Precision, recall and F1-score in percentages for each class for the general and
personal model for (a) P008 and (b) P041.34

Table 7 gives insights into class-specific performance. To better compare the models
overall, a precision-recall plot was produced with |T |= 140. Again, personalized labels, i.e.
with restrictions, were used for this evaluation. Figure 21 shows that the general and personal
models yield similar curves and AP (Average Precision) values for P008. However, there is
a difference for P041, where the general model yields a higher AP and precision is higher
for all recall values from 0.1 to 0.9. This is an indication that the personal model performs
similarly to the general model for P008, but it is outperformed by the general model for
P041.

34Sniff and staple book were not included, because there are no samples from these classes due to the
restrictions set.
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(a) P008 (b) P041

Figure 21: Precision-recall plots of the general and personal model for (a) P008 and (b) P041.

Training a model on subject-specific data could increase its classification performance,
even without knowledge on the personalized labels. To get a better indication of the impact
of personalized labels, an experiment was done to evaluate the performance of the general
and personal models on personalized and unpersonalized labels. In this way, the effect of the
label adaption can be distinguished better, because the effect of subject-specific knowledge
is minimized. Table 8 shows that the difference in performance between the general and
personal models for the unpersonalized labels yields a 0.033 increase for P008 and a 0.064
decrease for P041. These differences give an indication of the effect of subject-specific
knowledge.

On the other hand, the difference in performance for the personalized labels gives an
indication of how well the personal model adapts to both the introduction of a previously
unseen subject and the adaption of the labels. In this situation, the difference is similar for
P008, namely 0.013, but notably bigger for P041, namely 0.309.

General Model Personal Model

Unpersonalized Personalized Unpersonalized Personalized

P008 0.655 ± 0.079 0.531 ± 0.027 0.688 ± 0.042 0.544 ± 0.157
P041 0.750 ± 0.031 0.611 ± 0.034 0.686 ± 0.027 0.302 ± 0.069

Table 8: Mean accuracy and standard deviation of the general and personal model trained on
140 samples, with a distinction between unpersonalized and personalized data.35

Now that the performance of the personal and general models has been presented, the
next section will show the results with the inclusion of the framework. To get better insights

35Please note that the general model is always trained on unpersonalized data, so the personalization of the
data only refers to the test data. The personal model is both trained and tested on either the unpersonalized or
personalized data.
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into the effect of the number of feedback samples received a sample size analysis plot was
made.

Figure 22 shows that the performance is slightly increased for P008, although the effect
is minimal. Since the difference is relatively small, and the number of cross-validation folds
is low, the difference would most likely not be significant. For P041, the inclusion of the
framework yields a bigger increase in accuracy. The reason why the framework adds more
value in P041 than in P008 will be explained in Section 7.1.1.

Ideally, the framework would always yield performance which is equal to, or better than,
the best model because it would choose the best-performing model for each sample. However,
Figure 22b shows that the model with the framework often performs worse than the general
model for P041.

(a) P008 (b) P041

Figure 22: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area)
of the personal model without the framework, the personal model with the framework and
the general model on 5 cross-validation sets for the (a) P008 and (b) P041.

To get a better insight into where the framework yields improvements upon the personal
model, a prediction comparison table was made for each subject with |T |= 140. The results
of this experiment are shown in Tables 9a and 9b.36

The framework yields few improvements over any class for P008. The biggest change is
that 28.3% of the samples for put on headphones were corrected by the use of the framework.
The performance in the other classes is similar regardless of the framework. For P041, more
improvements can be seen, as cutting nails, yawn, put on headphones and other all yield an
improvement of at least 20% of the samples when adding the framework.

36The numbers are expressed in percentages in the tables for clarity, but the raw data can be found in Table 18
in Appendix D.2.
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Personal model

Yawn Cutting paper Cutting nails Put on headphones Other

Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect

PM+F
Correct 0.569 0.088 0.679 0.015 0.300 0.117 0.567 0.283 0.283 0.117

Incorrect 0.039 0.304 0.015 0.291 0.000 0.583 0.000 0.150 0.033 0.567

(a) P008

Personal model

Yawn Cutting paper Cutting nails Put on headphones Other

Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect

PM+F
Correct 0.218 0.208 0.414 0.138 0.200 0.400 0.333 0.383 0.197 0.262

Incorrect 0.000 0.574 0.043 0.405 0.017 0.383 0.000 0.283 0.000 0.541

(b) P041

Table 9: Portion of the correctly and incorrectly predicted samples from the personal model
and personal model with the framework (PM+F) in percentages for (a) P008 and (b) P041.37

Similarly to Section 6.1.2 and 6.1.3 on the toy problem, the following experiments on LF
and AL will only report the performance with the framework included.38

6.2.2 Limited Feedback

Following the same approach as Section 6.1.2 on the toy problem, five LF techniques
(Correct, Sampled, Modified, URE and DNPL) were compared to a Full-Feedback model.
While different values for e will be tested later, the first experiment uses only binary feedback,
i.e. e = 1.39 To get insights into the training process, Figure 23 shows a sample size analysis
plot. The Full-Feedback model yields only a small increase in accuracy in comparison to
the other LF techniques. Furthermore, for P008, Sampled and Correct yield a slightly lower
accuracy for 20 < |T |< 140. However, the difference from Sampled and Correct to the other
techniques is quite small. It is likely that this difference would not be significant if tested.
Sampled, Modified and DNPL all perform similarly for P008. Additionally, for P041, all LF
techniques perform similarly to each other.

As the training set size increases, the accuracy stays relatively constant for all LF
techniques for P008. For P041, on the other hand, the accuracy decreases for all LF techniques
as |T | increases until 80 samples, after which it increases again.40 The reason for the relatively
unchanged performance, regardless of |T |, will be discussed in Section 7.1.1.41

37Sniff and staple book are excluded because there are no samples from these classes.
38While the experiments were also conducted without the framework, only the results with the framework

will be denoted in the following sections for clarity. The results of these experiments without the framework and
a precision-recall plot can be found in Appendix D.1.

39Further explanation on the meaning of e can be found in Section 5.1.2.
40The relatively large jump between |T |= 120 and |T |= 140 caused by the framework, as the increase is not

seen in the performance of the techniques without the framework in Appendix D.1.
41The variation in performance is similar for all techniques and can be found in Appendix D.3.
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(a) P008 (b) P041

Figure 23: Mean accuracy of the LF techniques Correct, Sampled, Modified, URE and DNPL
in comparison to the Full-Feedback model and general model with e = 1 for (a) P008 and
(b) P041.

To get better insights into how the performance changes of each LF technique when the
number of classes increases, a label request analysis plot was made with e ranging from 1 to
6. This helps to find the optimal value of e and to compare the LF techniques in different
situations. Additionally, to get a better insight into how the performance for a value e is
affected by the number of samples, this experiment was performed for both |T |= 20 and
|T |= 140.

Figure 24 shows the results of this evaluation. With |T |= 20, most techniques perform
similarly regardless of the subject. Interestingly, they also perform similarly to the Full-
Feedback model, while the Full-Feedback always receives hard labels and the LF techniques
receive limited feedback. Only the Correct technique yields a lower accuracy for P008 than
the general model when e < 4. Remarkably, apart from the Correct technique for P008, the
techniques perform similarly regardless of e.

With |T |= 140, the difference between the Full-Feedback model and the LF techniques
increases for both subjects. While the accuracy of the Full-Feedback model is relatively
unaffected by |T |, the accuracy of the LF techniques decreases for an increased |T |. The
reason for this decreased performance will be discussed in Section 7.1.2. Additionally, the
Correct technique seems to decrease more than the other techniques for P008, although it
is uncertain whether this change is due to variance in performance, or whether this change
would generalize. A lower performance for the Correct technique would not be surprising,
as will be explained in Section 7.1.2.
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(a) |T |= 20, P008 (b) |T |= 20, P041

(c) |T |= 140, P008 (d) |T |= 140, P041

Figure 24: Mean accuracy of the LF techniques Correct, Sampled, Modified, URE and DNPL
in comparison to the Full-Feedback model and general model with e varied between 1 and 6
with five-fold cross-validation, with |T |= 20 and |T |= 140 for P008 and P041.

To get an insight into how well the techniques perform for each class, Table 10 shows
a class-specific performance table with |T |= 140 and e = 1. For P008, the LF techniques
yield the highest F1-scores in the classes where the Full-Feedback model also yields the
highest F1-scores, namely yawn, cutting paper and put on headphones. When excluding the
Full-Feedback model, the highest F1-scores are yielded by DNPL for cutting paper, cutting
nails and other and by Modified for yawn and put on headphones. However, the F1-scores
are often very close, e.g. cutting paper yields an F1-score of 0.570 for DNPL and 0.561 for
Sampled. Since the F1-scores are often very close to each other, it is likely that the higher
performance of DNPL and Modified would not be significant if tested.
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Full-Feedback Correct Sampled Modified URE DNPL

Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1

Yawn 0.691 0.657 0.673 0.680 0.333 0.447 0.629 0.382 0.476 0.595 0.735 0.658 0.567 0.500 0.531 0.708 0.500 0.586
Cutting paper 0.612 0.694 0.650 0.489 0.478 0.483 0.503 0.634 0.561 0.564 0.493 0.526 0.535 0.507 0.521 0.529 0.619 0.570
Cutting nails 0.610 0.417 0.495 0.279 0.200 0.233 0.371 0.217 0.274 0.320 0.267 0.291 0.321 0.150 0.205 0.462 0.300 0.364
Put on headphones 0.718 0.850 0.779 0.737 0.467 0.571 0.516 0.550 0.532 0.826 0.633 0.717 0.486 0.583 0.530 0.677 0.700 0.689
Other 0.533 0.400 0.457 0.288 0.500 0.366 0.537 0.367 0.436 0.538 0.350 0.424 0.345 0.317 0.330 0.491 0.450 0.470

(a) P008

Full-Feedback Correct Sampled Modified URE DNPL

Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1

Yawn 0.642 0.426 0.512 0.574 0.347 0.432 0.565 0.257 0.354 0.618 0.416 0.497 0.857 0.238 0.372 0.559 0.327 0.413
Cutting paper 0.478 0.552 0.512 0.495 0.457 0.475 0.465 0.397 0.428 0.445 0.422 0.434 0.348 0.345 0.346 0.395 0.603 0.478
Cutting nails 0.632 0.600 0.615 0.636 0.350 0.452 0.697 0.383 0.495 0.562 0.300 0.391 0.842 0.533 0.653 0.538 0.350 0.424
Put on headphones 0.558 0.717 0.628 0.479 0.567 0.519 0.485 0.550 0.516 0.353 0.400 0.375 0.871 0.450 0.593 0.765 0.217 0.338
Other 0.528 0.459 0.491 0.471 0.541 0.504 0.320 0.393 0.353 0.508 0.492 0.500 0.312 0.656 0.423 0.441 0.426 0.433

(b) P041

Table 10: Precision (Prec), recall (Rec) and F1-score (F1) in percentages for each class for the LF techniques Correct, Sampled, Modified, URE and DNPL in comparison
to the Full-Feedback model with e = 1 for (a) P008 and (b) P041. The highest F1-score per class, excluding the Full-Feedback model, is highlighted in bold.42

42Sniff and staple book were not included, because there are no samples from these classes.
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Whereas the LF techniques follow a similar trend to the Full-Feedback model for P008,
this does not occur for P041. Each technique has its own class it performs best in, e.g. cutting
nails and put on headphones for the Full-Feedback model, but cutting paper for DNPL. This
also leads to the highest F1-scores being more spread among techniques, because Modified
yields the highest F1-score for yawn, DNPL for cutting paper, URE for cutting nails and put
on headphones and Correct for other. However, similarly to P008, the scores are often very
close, so it cannot be concluded that one technique outperforms another in these classes.

Apart from only evaluating based on the accuracy, it is interesting to see if the techniques
differ in convergence rate. If multiple LF techniques yield a similar accuracy, but one yields
this performance in fewer epochs, that technique might be preferable to use in this situation.
Therefore, a convergence rate table was made with e = 1. Table 11 shows that the average
number of epochs generally varies between 6 and 7. DNPL yields a slightly higher number
of epochs for P008, and URE for P041, although the difference to other techniques is minor.
Therefore, it cannot be concluded that some techniques converge quicker than others.

Full-Feedback Correct Sampled Modified URE DNPL

P008 6.4 ± 3.6 6.8 ± 4.0 6.4 ± 2.1 5.4 ± 4.6 5.8 ± 4.7 8.8 ± 3.9
P041 6.0 ± 3.0 6.0 ± 2.6 6.0 ± 3.0 6.6 ± 2.7 8.6 ± 3.7 5.2 ± 2.8

Table 11: Mean number of epochs required to yield the lowest validation loss, along with the
standard deviation, of the LF techniques on P008 and P041.

6.2.3 Active Learning

Following the same approach taken for the toy problem in Section 6.1.3, two AL strategies
were compared, namely random sampling and entropy-based sampling. As described in
Section 5.1.3, the experiments were performed with the best-performing LF technique.
Because it could not be concluded that one LF technique outperforms the others, a technique
was chosen that performed relatively well for both subjects, namely DNPL.

To get an insight into the training process, Figure 25 shows a sample size analysis plot. For
both P008 and P041, the two strategies follow the same trends with minor differences between
the two strategies. For P008, the performance decreases as the number of samples increases
for both strategies, after which the performance increases again at |T |= 80. For P041, the
performance decreases steadily as the number of samples increases. These observations are
similar to the results of most LF strategies between |T |= 20 and |T |= 80, as was previously
shown in Figure 23.

An additional goal was to establish the number of samples to yield an optimal perfor-
mance. Both strategies cannot improve upon the general model within |T | = 80 for both
subjects, making an optimal performance difficult to establish. The reason for not reaching an
optimal performance will be discussed in Section 7.1.1. When keeping these parameters, and
a maximum of |T |= 80, the highest accuracy is reached by minimizing |T | at 20 samples.
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(a) P008 (b) P041

Figure 25: Mean accuracy of entropy-based and random sampling with DNPL with e = 1 for
(a) P008 and (b) P041.

To illustrate how well each sampling strategy performed in terms of classes, Table 12
shows a class-specific performance table with |T |= 80. For P008, random sampling yields
a higher F1-score for yawn, cutting paper and other, while entropy-based sampling yields
a higher F1-score for cutting nails and put on headphones. Interestingly, this division is
entirely swapped for P041, where random sampling yields a higher F1-score for cutting nails
and put on headphones and entropy-based sampling for the remaining classes. It is important
to mention that the scores are relatively close for most classes, and therefore it is not possible
to say that one strategy outperforms the other in a class. In general, the difference between
random and entropy-based sampling is minimal.

This concludes this chapter since the results of the framework, LF and AL have all been
presented on both the toy problem and HAR dataset. The next section will discuss these
results, compare the results with the literature and identify limitations.
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Random Entropy

Precision Recall F1-score Precision Recall F1-score

Yawn 0.633 0.304 0.411 0.533 0.314 0.395
Cutting paper 0.527 0.515 0.521 0.475 0.425 0.449
Cutting nails 0.290 0.150 0.198 0.400 0.317 0.355
Put on headphones 0.524 0.733 0.611 0.868 0.550 0.673
Other 0.551 0.450 0.495 0.338 0.367 0.352

(a) P008

Random Entropy

Precision Recall F1-score Precision Recall F1-score

Yawn 0.431 0.307 0.358 0.436 0.436 0.436
Cutting paper 0.469 0.328 0.386 0.440 0.379 0.407
Cutting nails 0.358 0.633 0.458 0.397 0.383 0.390
Put on headphones 0.605 0.383 0.469 0.559 0.317 0.404
Other 0.466 0.443 0.454 0.574 0.443 0.500

(b) P041

Table 12: Precision and recall in percentages for each class for random and entropy-based
sampling for (a) P008 and (b) P041, with the highest F1-score in bold.43

43Sniff and staple book were not included, because there are no samples from these classes.
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7 Discussion

This study has compared methods for the effective use of LF (limited feedback) on a toy
problem and a HAR (Human Activity Recognition) dataset. The results of the experiments
have been presented in the previous chapter, whereas this chapter will highlight and discuss
the most interesting results. This consists of possible explanations for unexpected results
and possible reasons for the difference in performance between techniques. Furthermore, the
results will be placed in context with related work, which was discussed in Chapter 3.

Similarly to the previous chapter, the framework, LF, and AL (Active Learning) will
be discussed separately. However, instead of discussing these topics separately for the
toy problem and HAR, each topic discusses both datasets. Because the discussion of the
framework’s performance is affected by the performance of the personal and general models,
the section on the framework splits up the results between the toy problem and HAR. The
sections on LF and AL, on the other hand, discuss the results from the toy problem and
HAR together to allow comparisons between the datasets. Importantly, multiple factors
are different between the two datasets, such as the dimensionality, number of classes and
model size. Therefore, an observed difference could be attributed to any of these factors, but
can nevertheless lead to interesting insights. Apart from discussing the results seen in the
previous chapter, also the limitations of this study will be discussed.

7.1 Discussion of the Results

7.1.1 Framework

As mentioned previously, the results of the toy problem and HAR will be discussed sepa-
rately for the framework. Within each dataset, the performance of the personal and general
models will be discussed, along with the capabilities and limitations of the ND (Novelty
Detection) and DCS (Dynamic Classifier Selection) components. Lastly, the performance of
the framework will be discussed.

Toy Problem There are no major topics of discussion considering the personal and general
models for the toy problem.44 Therefore, this section continues with a discussion on the
functioning of the ND and DCS components. Figure 14 in Section 6.1.1 has shown that ND
can select novel samples relatively well for the toy problem, but also that the functioning

44One minor finding is that the personal model performs better for the drift and combined datasets than for the
unexplored dataset. This difference can, most likely, be attributed to the required change in the model parameters.
The change for the drift dataset is relatively minor since the decision boundaries of the general model only need
to be shifted slightly. Additionally, for the combined dataset, one output possibility never occurs, meaning that
the model can learn to ignore one of the classes, making the remaining choice easier. The unexplored dataset is a
bit more complex in comparison because it still involves three output possibilities, but also a relatively large
change in the decision boundaries. This is most likely the reason why the personal model requires more data to
learn the distribution of the unexplored dataset than for the drift and combined datasets.
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of a distance measure may be dependent on the dataset. For example, the toy problem is
a 2D space, which is not always perfectly separable by cosine distance. Because of this,
some samples are selected as non-novel, while they are not similar in terms of features, and
resemble another class. This shows that careful selection of the distance measure is essential
to the functioning of the framework.

In terms of DCS, Figure 14 in Section 6.1.1 has shown that, for the toy problem, the
personal model was chosen for almost all samples for the unexplored dataset. This makes
sense because the personal model improves over the general model in all three datasets.
Additionally, if the personal model and general model both yield the same accuracy in the
region of competence, the personal model is chosen. Therefore, in regions where the models
perform similarly, the personal model is selected as a form of tiebreaker rather than due to
its high performance.

Since the toy problem consists of low-dimensional datasets with a small model, the
expectation was that the use of the framework would yield a large performance increase.
However, Figure 15 has shown that the addition of the framework yields a similar performance
as the personal model on all three datasets.45 In retrospect, it makes sense that there was no
performance increase or only a small increase. If the personal model simply improves upon
the general model, the best choice for the framework is to always choose the personal model.
Therefore, the maximal performance that can be reached is equal to the performance of the
personal model.46

HAR While it was expected that the personal model would improve upon the general
model, the personal model’s performance is similar to the general model for subject P008
and lower for subject P041, as was shown in Section 6.2.1. This is most likely caused by a
phenomenon called catastrophic forgetting, where neural networks forget previously learned
information. An example of this is that the personal models often confused yawn with cutting
paper, while the general models did not suffer from this problem. Since both the train and
test accuracy are low, this is most likely not caused by overfitting. Instead, the learning rate
may have been too high, causing the model to oscillate around the minimum or overshoot it,

45The use of the framework has also been evaluated per class, which showed that it can be more useful for
certain classes than for others. Specifically, Table 4c has shown that for the unexplored dataset, the framework
is unable to improve upon the breakfast and dinner classes but can correct 22.1% of the predictions for the
lunch class. Since the dinner class was changed in the unexplored dataset, it might seem counter-intuitive that
the framework cannot improve the performance for that class. However, since the general model is unable to
classify the dinner class well, the best choice for the framework is to always comply with the personal model’s
predictions, and thus, does not improve upon the personal model.

46The framework has yielded lower performance than the personal model in specific situations. Figure 15a
has shown that when training on a few samples, the personal model with framework yields lower performance
than the personal model without framework on the drift dataset. When the number of training samples is low,
most samples are classified as novel, and thus classified by the general model. Therefore, if the personal model
outperforms the general model after just a few samples, the framework will be outperformed by the personal
model. While this might indicate that the framework is not beneficial to use for few samples, the advantage of
this method is that it decreases the performance variance when training with few samples.
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rather than converge towards it. Therefore, decreasing the learning rate could have improved
the performance [135]. Another change that could have improved the performance is to
include warm-up in the training process, which can help to decrease drastic changes to the
model when fine-tuning on new data [136]. In general, extensive hyper-parameter tuning
would, most likely, have improved the performance.

Section 6.2.1 showed a difference in performance for the personal models between P008
and P041, where the personal model for P008 performed better.47 Figure 20 shows that the
personal model for P041 predicts many samples as cutting paper incorrectly. This is most
likely caused by the fact that most samples from staple book were relabelled as cutting
paper, therefore making the cutting paper class approximately twice as big as the other
classes. This led to an imbalance in the dataset, which was not accounted for in the model.
Imbalance methods, such as re-sampling or cost-sensitive learning, could have improved the
performance overall [137]. It is uncertain why the personal model for P041 suffers more
from this than for P008, but it could be caused by the fact that the training set for P041 was
slightly smaller than for P008, or possibly because P041 moves more differently from the
general population than P008.48

Importantly, because the performance for the HAR dataset is relatively low overall, this
results in similar performance across the LF techniques and AL strategies. Additionally,
some methods may suffer less from catastrophic forgetting, which does not necessarily mean
they are the best method to use in a scenario where the models do not suffer from catastrophic
forgetting. Therefore, it is important to consider that the results may not generalize towards
other situations, models and datasets.

Now that the performance of the general and personal models has been discussed, the
following paragraphs focus on the performance when including the framework. As opposed
to the toy problem, the addition of the framework improves the performance for both P008
and P041 (see Figure 22 in Section 6.2.1). As explained previously, since the personal
model already performs well for all classes in the toy problem, the chance is smaller that the
framework adds value to the personal model. For HAR, however, the personal model performs
worse than the general model, meaning that the framework can improve performance by
choosing the general model for part of the samples. This also shows that the framework
is especially useful if the personal model forgets knowledge on at least one of the classes,
which could be seen for the unexplored and HAR datasets.

47As shown in Section 6.2.1, there are also minor differences in performance for the general model between
P008 and P041, where the general model performs worse for P008. The class it performs worst at is cutting
nails. Even though this is not a personalized class, the poor predictions of the model for cutting nails make sense,
because cutting nails is very similar to cutting paper and staple book, which increases the difficulty of the class.

48Section 6.2.1 also showed that there is a bigger difference in performance from unpersonalized to person-
alized data for P041 than for P008. This shows that, for P041, label adaption posed a greater difficulty than
adapting to an unseen subject. This makes sense because the data was acquired in a controlled environment,
so there is a high probability that all subjects performed the activities relatively similarly, which can lead to a
smaller effect of subject-specific knowledge.
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The improvements from the framework are relatively evenly spread over the classes,
where the framework corrects more samples for P041 than for P008, as could be seen
in Table 9. This makes sense because the personal model for P041 performs worse than
for P008, meaning that the general model is more likely to perform better than P041.
Interestingly, this means that even for the personalized classes (yawn and cutting paper), the
framework can improve upon its performance. However, a large proportion of samples is
still classified incorrectly from these classes, which most likely include most of the samples
with personalized labels.

While the framework performs similarly to or better than the personal model for every
dataset, it does not always perform similarly to the general model. Figure 22b has shown
that the framework can yield lower performance than the general model, even though it is
expected that the framework performs at least as well as the best-performing model. This
may be because the personal model is chosen if the personal model and general model yield
the same performance in the region of competence. Since the region of competence uses
k = 2, the chance of yielding the same number of correct predictions is high, therefore the
chance of selecting the personal model is high, even though it is more likely to perform
worse than the general model. While a k-NN (k-Nearest Neighbours) has shown satisfactory
performance in ND [71], [75], [76] and DCS [58], other methods for ND and DCS might
perform better and would yield a performance at least equal to the best-performing model.

In general, the framework can improve upon the personal model when the personal
model lacks performance. This is clearly an advantage, specifically in a healthcare setting,
where a lacking model could affect a patient’s well-being. This improvement is shown for
two very diverse datasets, i.e. a toy problem and HAR dataset, which shows promise for its
applicability to other problems, rather than being limited to function on one dataset only.
Apart from that, it is important to acknowledge that the framework is a novel approach. This
framework could possibly be used in more studies, especially in fields where it is essential
that a personal model should not lack performance. While it has shown promise in this study,
more research is needed to optimize the framework and test it in different situations. The
next sections will discuss the results on LF and AL, which both used the framework in their
results.

7.1.2 Limited Feedback

This section provides a discussion on the results of the LF techniques on the toy problem
(Section 6.1.2) and HAR (Section 6.2.2). The LF techniques consist of Correct, Sampled,
Modified, URE and DNPL, which were all compared to a reference model which received
hard labels for each sample, i.e. the Full-Feedback model. This section will first discuss
general remarks concerning all techniques. Afterwards, the Full-Feedback model will be
discussed in comparison to the LF techniques. Moreover, the influence of e, i.e. the number
of labels requested, will be discussed. Lastly, each LF technique will be discussed separately
and compared to the state-of-the-art.
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First, it is important to mention that all LF techniques yield a relatively low performance
for the HAR dataset. This is, most likely, due to the same problem addressed in the previous
section; catastrophic forgetting. Importantly, this also means that the performance of the
techniques might be more influenced by their ability to counter catastrophic forgetting than
by how well the technique is able to learn new information.

Second, the framework combines knowledge from both models. Therefore, if the models
perform poorly, the influence from the general model increases, which diminishes the
differences in performance. For more insights, a study should be conducted to investigate
how the techniques perform without the framework.

Regardless of the dataset, the Full-Feedback model performs similarly to the other
LF techniques, as can be seen in Figures 16 and 23. Remarkably, this suggests that the
LF techniques can train just as well from soft as hard labels. However, it is uncertain if
this observation would generalize towards new datasets and hyperparameters. For the toy
problem, it may be easier for the LF techniques to yield high performance with soft labels
because of the small number of classes. With 3 classes, the chance of receiving a hard label
is high, and if a soft label is retrieved, there are only two remaining possibilities, which
can make learning from a soft label easier. Next to that, for HAR, all techniques suffer
from catastrophic forgetting, which can limit the ability of the Full-Feedback technique
to significantly outperform the LF techniques. Therefore, it could be said that they can all
handle catastrophic forgetting similarly, as opposed to being able to train similarly well. This
is also a possible explanation for why the LF techniques do generally not benefit from a
higher e (see Figure 24), i.e. a higher number of requested labels. These explanations indicate
that it may be possible that there would be a greater difference between the LF techniques
and the Full-Feedback model.

However, it is also possible that the LF techniques can simply learn similarly well from
LF as they can from hard labels. Lucas et al. [79] also found that the LF techniques they tested
(Correct, Sampled, Modified and DNPL49) sometimes even outperformed the Full-Feedback
model. Unfortunately, DNPL as proposed by Seo and Huh [96], and URE were not compared
to a Full-Feedback model in their original studies. Other studies on PLL and CLL [81], [98]
have shown that a Full-Feedback model performs better than their PLL and CLL techniques,
especially when dealing with an increased number of (candidate labels in the) partial labels.
This suggests that the results of this study may not apply to other datasets. On the other
hand, the techniques tested in this study are not the same as those mentioned in [81] and [98].
Additionally, DNPL has outperformed one of the techniques mentioned in those papers in
three out of four datasets [96]. Therefore, it is also possible that the other techniques simply
perform worse.

The Correct technique yields lower performance than the other techniques in the toy
problem (see Figure 16), and slightly lower performance in HAR (see Figure 23). Lucas
et al. [79] also found that Correct yields low performance for a small model on a low-

49Referred to as Uniform in their study.
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dimensional dataset, although they found that it does outperform the other techniques for
a complex model on a high-dimensional dataset. The lower performance in this study for
the high-dimensional dataset could be caused by the fact that Correct reduces the number of
training samples, which could increase the effect of catastrophic forgetting. Additionally, the
low performance on the low-dimensional dataset is most likely because Correct is not able
to improve if it does not correctly classify any personalized samples. The low-dimensional
toy problem has relatively clear, predefined boundaries, making it very unlikely that the
general model predicts samples from a personalized class correctly. This results in Correct
not gaining any new information on the personalized classes. Sometimes it might predict
samples near the decision boundary correctly, causing it to shift in the right direction slightly.
However, as could be seen from the inability to learn about the unexplored dataset, this is not
likely to occur if the drift in data distribution is bigger.

Figure 24 has also shown that the Correct technique benefits from having a higher e for
the HAR dataset for P008. For a higher e, more labels are presented to an annotator, therefore
the chance increases of a correct guess, which leads to an additional training sample. In turn,
a higher number of training samples can lead to a better performance.

The Sampled technique performs similarly to the Full-Feedback model on the toy problem
(see Figure 16) and HAR (see Figure 23) datasets, which corresponds to the results found by
Lucas et al. [79]. They also studied the Modified, Correct and DNPL techniques and found
that DNPL outperformed Sampled for smaller models on four low-dimensional datasets and
that Correct outperformed Sampled for complex models on two high-dimensional datasets.
These differences were not found in this study, where the performance of the techniques was
similar to each other. This may be caused by the fact that the models were pretrained in this
study, which reduces the effect of the difference in performance because all models are able
to learn quickly. In contrast, the personal model yielded an overall low performance for the
personal model for the HAR dataset, therefore also reducing the difference in performance
between the models.

The Modified technique performs similarly to the Full-Feedback model on both the toy
problem (see Figure 16) and HAR dataset (see Figure 23). Lucas et al. [79] found the same
results for a high-dimensional dataset but found that Modified performs poorly on a smaller
model on a low-dimensional dataset. Unfortunately, they have not reported a hypothesis for
why Modified performs poorly on their small model with a low-dimensional dataset. This
difference in results could be caused by the difference in setup between the experiments. The
experiment by Lucas et al. did not focus on personalization, so instead, they used a fully
labelled pretraining batch of 20 samples, after which the feedback phase was started. This
means that the goal of the models is to learn the general distribution of the data, whereas in
this study the goal of the models is to adapt to changes in the data distribution. It could be
that the Modified technique is not well fitted to learn a new distribution, but can be used to
adapt itself gradually. Another reason for the difference in results could be the number of
classes. Lucas et al. tested with five, ten and fifteen different classes, where, as the number of
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clusters increased, Modified’s performance decreased. In this study, only three classes were
used, therefore higher performance may be seen.

The URE performs similarly to the Full-Feedback model on the toy problem (see Fig-
ure 16) and HAR (see Figure 23). Previous studies have not compared the URE to any other
LF techniques used in this study, making it more difficult to compare the results to the
literature. Feng et al. [99] presented the URE and showed that it performs well for complex
models for five high-dimensional datasets. This study finds similar results for a complex
model for a high-dimensional dataset and adds that the URE also shows promise for a smaller
model for a low-dimensional dataset.

DNPL performs similarly to the Full-Feedback model on both the toy problem (see
Figure 16) and HAR dataset (see Figure 23). Lucas et al. [79] presented DNPL50 and
found similar results, in the sense that it performed well on both a smaller model for
low-dimensional datasets and a more complex model for a high-dimensional dataset. One
difference in observations is that they report higher performance from the Correct technique
than DNPL for a complex model on a high-dimensional dataset, whereas this study reports
similar performance between the Correct technique and DNPL. Again, this might be caused
by the fact that the differences in performance are decreased due to all techniques suffering
from catastrophic forgetting. Apart from Lucas et al., Seo and Huh [96] also proposed DNPL,
but in the context of PLL (Partial Label Learning). Within PLL, generally, a small number of
candidate labels is used, i.e. 2 to 3. This study suggests that DNPL can also perform well
when using 4 to 5 candidate labels.

Importantly, these LF techniques have never all been compared to each other in previous
studies. While Lucas et al. [79] have compared multiple techniques, they have not considered
a comparison to PLL and CLL (Complementary Label Learning) techniques, and instead,
only compare their own techniques. Similarly, PLL and CLL techniques are generally only
compared to techniques from their own field of study. This study compares techniques using
a probability distribution to techniques from the field of PLL and CLL, which has not been
done before.

The next section discusses the results regarding AL. Notably, since AL used an LF
technique, the discussed points above are also relevant to the following section.

7.1.3 Active Learning

In both the toy problem and HAR dataset, minor differences are seen between entropy-based
and random sampling (see Figure 19 and 25). Other studies that have compared the two meth-
ods generally report an outperformance of entropy-based sampling over random sampling,
although similar performances are also reported occasionally [52], [138]. It is important
to consider that "the winning strategy is different under different circumstances" [104, p.
937]. This indicates that it is possible that the circumstances of this study, i.e. using an
LF technique on a personalized dataset, cause random sampling to perform similarly to

50The technique was referred to as Uniform in their study.

93



entropy-based sampling. The following paragraphs will describe some characteristics that
can influence the performance of the strategies as opposed to other studies.

The first characteristic is that the personal model inherits the weights of the general
model. Entropy-based sampling may select samples which were originally the most uncertain
for the general model, but not for the personalized data. For example, entropy-based sampling
may be more likely to select samples near a decision boundary, while, in this case, it may be
more useful to sample from a personalized class. Random sampling may be more likely to
select samples from a personalized class and adapt quicker than entropy-based sampling. To
counter this, AL strategies specifically aimed at handling changes in the data might be more
effective [139], [140].

The two datasets also have their own characteristics that might influence the strategies’
performance. The toy problem consists of only three classes, which results in a high chance
of random sampling from a personalized class. In turn, this may lead to both strategies
adapting after a similar number of samples. On the other hand, for HAR, both strategies
most likely suffer from catastrophic forgetting, which could result in similar performances
regardless of the selected samples.

Another characteristic of this study is the use of a LF technique. Selecting the most
uncertain sample has a greater chance of leading to a soft label. In turn, a soft label may be
less informative than a hard label. Therefore, it might be more beneficial to sample randomly
and decrease the chance of a soft label, as opposed to entropy-based sampling.

As far as the author could ascertain, this is the first study that applies AL strategies to LF
techniques. Initial findings suggest that entropy-based sampling cannot lead to a reduction
in the number of feedback samples compared to random sampling. While more research is
needed to see if the results generalize, this study provides first insights into the performance
of random and entropy-based sampling with an LF technique in the context of personalization.
While this study provides new insights, it also comes with limitations.

7.2 Limitations

One of the main limitations of this study is the small number of datasets and subjects used.
Specifically, the evaluated techniques were only tested on one HAR dataset for two subjects,
which is insufficient to conclude that the performances of the techniques generalize towards
other subjects or datasets. Moreover, none of the results were verified using statistical
analyses, therefore it is not possible to determine if the differences in performance are
significantly different.

Next to that, as mentioned before, the poor performance of the models on the HAR
dataset may have reduced the performance difference between the LF and AL techniques.
Future studies should be conducted to find how the techniques perform when the overall
performance is higher.

Regarding personalization, the experiments on the toy problem included three types
of personalization: the combination of two classes, drift, and samples from an unexplored
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location in the input space. While these types of personalizations simulate possible real-life
situations, it is uncertain whether they occur in the real world. Additionally, only one type of
personalization was tested for the HAR dataset, namely the combination of two classes. A
different type of personalization, such as drift, might lead to different results. Therefore, the
results cannot be generalized towards personalization as a whole, but only to this specific
type of personalization.

Furthermore, each technique was tested with the underlying framework, which was not
extensively tested in this study or related work. Therefore, it is not clear how the framework
would perform in other datasets. Additionally, the use of the framework increases perfor-
mance for poor-performing methods, therefore diminishing the difference in performance
that could be seen without the framework.
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8 Conclusion and Future Work

This study researched effective ways to use LF (limited feedback) for personalization. To do
so, a new framework was proposed that aimed to optimize the use of both the general and
personal model. With the use of this framework, multiple LF techniques were evaluated to
minimize annotation effort while maximizing the learning gain. Next to that, two AL (Active
Learning) strategies were compared to reduce the number of feedback samples required to
learn optimally. The experiments have been performed on a low-dimensional toy problem
and a high-dimensional HAR (Human Activity Recognition) dataset.

This chapter provides an overview of each of the aforementioned topics and summarizes
the findings of the experiments. Firstly, the design and performance of the framework will be
discussed. After that, the sub-questions will be answered, and their answers will lead to the
answer to the main research question. Lastly, suggestions for future work will be provided.

8.1 Research Questions

This study employed a novel framework that aims to combine the knowledge from a personal
and general model optimally. This framework consists of a ND (Novelty Detection) and
a DCS (Dynamic Classifier Selection) component. While the framework may not always
outperform the general model, it generally did perform equal to or better than the personal
model. In the toy problem, the personal model performed well, leading to minimal improve-
ments from the framework. On the other hand, the personal model did not perform well
in the HAR dataset, which allowed the framework to improve upon the personal model
using knowledge from the general model. While it improved the performance of the personal
model, it did not always yield better performance than the general model. Despite this, its
results are promising and different implementations of the ND and DCS components should
be further explored in future work.

After establishing the framework, experiments were conducted to answer the first sub-
question (SQ1), which describes the trade-off between the maximization of learning gain
and the minimization of the level of feedback. To find the answer to this question, five LF
techniques (Sampled, Correct, Modified, URE and DNPL) were compared for differing levels
of detail by varying values of e. Importantly, these techniques come from different fields
of study, which were not compared yet before. A comparison of the techniques can give an
indication of their applicability to LF. Additionally, they have never been tested in a study
regarding personalization with varying values of e.51

51In previous works, Sampled, Modified and Correct were only tested with e = 1 as they originated from an
approach for handling binary feedback. Next to that, DNPL was proposed from the field of PLL (Partial Label
Learning), where candidate labels are generally related to each other, which is not the case in this study. URE
stems from CLL (Complementary Label Learning), which has only been compared to other CLL approaches and
one other PLL approach.
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This study has shown that all LF techniques except for Correct performed similarly to
the Full-Feedback52 model for the three toy problem datasets and two subjects in the HAR
dataset. Specifically, Correct failed to converge in all five folds for the unexplored dataset, and
some of the folds for the drift and combined datasets. On the other hand, Sampled, Modified,
URE and DNPL performed similarly to the Full-Feedback model, despite receiving only
binary feedback. In the toy problem, these techniques showed improvement with an increase
in the number of training samples, with the performance maximizing at |T | = 100. For
HAR, the techniques performed similarly to the Full-Feedback model, although the overall
performance was similar to, or lower than, the general model. Therefore, the techniques
could not improve on the general model for either subject.

All techniques, except Correct, performed similarly regardless of the value of e. This
suggests that minimizing the level of detail to e = 1 does not lead to a loss of learning gain for
the other four techniques, with the hyperparameters used. However, it is worth noting that the
models were unable to improve upon the general model, most probably due to catastrophic
forgetting. As a result, these findings may not be applicable when the techniques perform
better. In general, these results might only apply to the specific situation of this study and it
is unclear whether these findings would generalize towards other datasets, subjects or when
using different hyperparameters. Future research is necessary to determine if the level of
detail in feedback can be minimized in a different experimental setup.

The second sub-question (SQ2) focuses on determining the minimal number of feedback
samples required to yield optimal performance through the effective use of feedback, for
which two AL strategies were compared: random and entropy-based sampling. Notably, AL
has not been applied in combination with LF in previous works. Both strategies yield their
maximum results at 7 to 8 samples for the drift dataset and 6 samples for the combined
dataset. In the unexplored dataset, their performance peaks at 4 training samples, after which
it starts to decline for entropy-based sampling. Importantly, the strategies both yield variations
in performance between the accuracy of the general model and nearly optimal accuracy,
i.e. 97%. Due to this, no conclusions can be made on the exact number of samples to train
optimally. For the HAR dataset, both strategies cannot improve upon the general model
within 80 training samples. Instead, their highest performance is reached by minimizing the
number of training samples to 20.

In general, entropy-based and random sampling performed similarly and did not yield
a difference in the number of samples required to yield an optimal level of performance
for both the toy problem datasets and HAR dataset. It was expected that entropy-based
sampling could use LF more effectively than random sampling, but these results indicate
that entropy-based sampling cannot reduce the number of samples required. Importantly,
similarly to the first sub-question, the results might not generalize towards other datasets,
subjects or hyperparameters used. On the other hand, the results suggest that entropy is not

52The Full-Feedback model is a model which receives hard labels for every sample, as opposed to the LF
techniques.
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the optimal method to use when handling LF. Therefore, the fact that entropy-based sampling
could not outperform random sampling may provide a basis for future work to test more AL
strategies.

As mentioned in Section 7.1.3, certain characteristics of this study may have caused
entropy-based sampling to perform worse. For instance, entropy-based sampling selects
the most uncertain samples, which also have a higher chance of sampling a soft label,
which yields less information. To increase the chance of sampling a hard label, the chance
of sampling a soft label could be taken into account along with the sample’s entropy. By
measuring the entropy of the top e classes instead of the uncertainty over all classes, the
chance of sampling a hard label may increase. Furthermore, there may be many other AL
strategies that could perform better than entropy-based sampling, which should be tested in
future work.

With both sub-questions addressed, the main research question (RQ) can be answered. A
framework has been proposed and evaluated in this study to combine the knowledge of a
personal and general model. The framework consists of components that are already present
in literature, but the design of the complete framework is novel. Although there is room
for improvement, it has shown promising results and should be explored further in future
work. The main advantage of the framework is that it can improve the performance of the
personal model when it fails to perform well, which is particularly useful in a healthcare
setting. A poorly performing system can further increase the workload of healthcare workers
or decrease the well-being of patients.

Next to that, this study has shown that the Full-Feedback model and the LF techniques
Sampled, Modified, URE and DNPL perform similarly in the three toy problem datasets and
for two subjects in the HAR dataset, with the specific hyperparameters used. This suggests
that LF could be used in certain situations to reduce annotator effort without sacrificing
performance. Annotators, such as healthcare workers and patients, may not have the time
or expertise to choose the correct label from a long list of classes. Therefore, reducing the
number of options presented to an annotator could make a HAR system feasible.

Furthermore, despite the attempt to apply AL to use LF more effectively, entropy-based
sampling did not prove to be more effective than random sampling in this study. As a result,
the annotator effort could not be minimized with the use of AL.

Finally, by testing all methods on two very diverse datasets, the generalizability to other
datasets increases. This is relevant because the experiments performed in this study are not
only applicable to HAR but also to other fields concerning personalization, such as home
systems and recommender systems.

8.2 Future Work

In general, the experiments in this study should be performed with more datasets and subjects
to validate the results in different situations. However, this study also suggests multiple new
areas to explore in future work, covering the framework, LF, AL and other directions.
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Framework A framework was used to combine the qualities of the personal and general
models. However, this framework has not been tested extensively in previous works. Addition-
ally, while it has proven useful in this study, it did not always perform as desired.53 Therefore,
testing the framework with the same structure but different ND (Novelty Detection) and DCS
(Dynamic Classifier Selection) components could increase its effectiveness.

Limited Feedback This study compared several LF techniques, but numerous CLL (Com-
plementary Label Learning) and PLL (Partial Label Learning) methods were not tested.54

These could be explored in future work to determine if any methods outperform those tested
in this study.

Apart from that, this study used a fixed value for e (between 1 and 6) for each method
when training the models. Future work should explore the possibility of varying e during the
training phase to adjust it based on the model’s certainty. When the model is certain about a
prediction, e can most likely be decreased without losing information. On the other hand, a
high e may be preferable if the model is uncertain about a prediction since it increases the
chance of sampling a hard label.

Active Learning As mentioned above, this study tested only random and entropy-based
sampling as AL strategies. While integrating AL into LF has the potential to further reduce
the effort needed to personalize a model, this study did not find a reduction using entropy-
based sampling. Future work should investigate different AL strategies to see if they can
reduce the number of labelled samples.

Specifically, the characteristics of the framework and LF should be considered since
they are likely to influence the performance of AL. As discussed previously, entropy-based
sampling may lead to more soft labels. Therefore, the combination of entropy and the
chance of sampling a soft label might increase performance. Apart from LF, the framework
also influences the performance of AL and could be used to increase the performance. For
example, the novelty of the samples can be taken into account to increase the diversity of the
selected samples. Next to that, DCS could be used to select samples for which the model
performs poorly on its neighbours.

Next to that, there are many more methods to use samples effectively than AL. For
instance, methods that use unlabelled data should be explored in combination with LF, such
as self-supervision [141] or label propagation of similar samples [142].

Other As mentioned in Section 1.3, this study cannot cover all potential directions into
personalized learning from feedback. However, it encourages the exploration of these out-of-
scope directions in future work. This includes addressing challenges such as dealing with

53The framework generally performed similarly to, or better than, the personal model, but was not always
able to perform better than both models. See Section 7.1.1 for further explanation of the situations in which this
occurred, and why this occurred.

54See Section 3.2 for more relevant CLL and PLL methods.
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class imbalance, multi-label datasets, weak labels, real-time data processing, user interface
design and handling newly emerging classes.

Future work should also explore the opportunities and challenges in labelling skeletal
data. While the annotators for this study could perform the labelling task relatively easily, only
two classes had to be labelled.55 When the labelling tasks include more classes, especially
fine-grained activities, it might not be feasible to label them adequately. This should be
explored in future work.

Additionally, the annotators can have different levels of expertise. For example, healthcare
workers might not have a lot of time, so when they do give feedback, it must be valued
more, especially since they have more knowledge on the subject. On the other hand, the
patients themselves or caregivers may be more likely to select the wrong label due to a lack
of knowledge. The knowledge of annotators could be used to weigh the feedback, but also to
decide on the question according to the expertise of the annotator [143]. This approach allows
expert annotators to give feedback on difficult cases, while less-experienced annotators are
only asked to give feedback on easier cases. This expertise rating should be explored in
future work, in combination with LF and AL from this study.

Next to that, the task should be explored in different contexts, e.g. with multiple people
or with more activities. Information on timing and location could also be used in the ML
algorithm to improve the performance.

55See Section B for more information on the labelling task and observations during the task.
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Appendix A Toy Problem Variables

Breakfast Lunch Dinner

Mean (temperature) 10 40 60

Variance (temperature) 10 10 10

Mean (Calories) 200 500 300

Variance (Calories) 100 50 50

Table 13: Variables used to generate the general dataset.

Breakfast Lunch Dinner

Mean (temperature) 40 50 90

Variance (temperature) 10 10 10

Mean (Calories) 400 700 500

Variance (Calories) 100 50 50

Table 14: Variables used to generate the personal dataset with drift.

Breakfast Lunch Dinner

Mean (temperature) 10 20 60

Variance (temperature) 10 10 10

Mean (Calories) 200 500 800

Variance (Calories) 100 50 50

Table 15: Variables used to generate the personal dataset with a class in an unexplored region.

Breakfast Lunch Lunch

Mean (temperature) 10 40 60

Variance (temperature) 10 10 10

Mean (Calories) 200 500 300

Variance (Calories) 100 50 50

Table 16: Variables used to generate the personal dataset with combined classes.
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Appendix B Labelling Task

B.1 Instructions

Both annotators received the same set of instructions as follows:
Please note:

• You may assume the activity is listed. However, if you’re sure that they are performing
another activity, use the label "other" (e.g. "I’m sure that must be running instead
of the activities listed"). If you simply have no idea what they are performing, use "I
don’t know".

• The activities are performed sitting on the ground, sitting on a chair and standing.

• Samples can be shaky or unclear.

• Restrictions:

1. This person has lost their sense of smell and therefore has not sniffed/smelled
during the data acquisition.

2. This person has no stapler at home so cannot staple books.

They could also ask questions about these instructions. Both asked what was meant with
"samples can be shaky", so an elaboration was given that not all samples are comprehensible
per se. If they encountered incomprehensible samples, they could just put "I don’t know".

B.2 Observations

Both annotators found the labelling task relatively easy, while they both had no previous
experience with annotating or working with skeleton data. This is an indication that activities
could be recognized from skeleton data. However, one of the annotators also mentioned that
they simply classified all activities with an arm moving upwards as yawn and all samples
with arms being down as cutting paper. While this is a valid strategy for these classes, this
would not be feasible if more classes were added. Additionally, one of the annotators also
mentioned "I’m glad that sniff doesn’t exist, because I wouldn’t be able to distinguish them",
where "them" refers to yawn and sniff. Therefore, while this task seems to be doable, it might
be difficult to ask annotators to label a wide range of classes, where the movements are much
more subtle.
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Appendix C Additional Results Toy Problem

C.1 Results without Framework

C.1.1 Limited Feedback

(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 26: Mean accuracy with five-fold cross-validation of the LF techniques on the three
toy problem datasets without framework, plotted per dataset.
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C.1.2 Active Learning

(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 27: Performances of the URE with entropy-based and random sampling on the three
toy problem datasets without the framework.
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C.2 Framework Comparison Personal Model

Personal Model

Breakfast Lunch Dinner

Correct Incorrect Correct Incorrect Correct Incorrect

Personal model
with framework

Correct 515 0 465 0 475 0
Incorrect 10 25 0 10 0 0

(a) Drift

Personal Model

Breakfast Lunch

Correct Incorrect Correct Incorrect

Personal model
with framework

Correct 520 0 910 0
Incorrect 0 30 0 40

(b) Combined56

Personal Model

Breakfast Lunch Dinner

Correct Incorrect Correct Incorrect Correct Incorrect

Personal model
with framework

Correct 535 0 330 105 435 0
Incorrect 5 10 0 40 0 40

(c) Unexplored

Table 17: Comparison between the number of correctly and incorrectly predicted samples
from the personal model and personal model with the framework (PM+F), for the (a) drift,
(b) combined and (c) unexplored datasets.

56Please note that the test set of the combined dataset does not contain any samples from the dinner class,
which is therefore not included in this table.
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C.3 Limited Feedback Variation

This subsection contains the variation of the limited feedback techniques Sampled, Modified,
DNPL and URE. The variation of Correct can be found in Figure 17 and the variation of the
Full-Feedback model can be found in Figure 1557.

(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 28: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area)
for the drift, unexplored and combined datasets for the Sampled method with five-fold cross-
validation.

57The personal model in the figure uses full-feedback, and is, therefore, the same as the Full-Feedback model
used as a reference to the LF techniques.
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(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 29: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area)
for the drift, unexplored and combined datasets for the Modified method with five-fold
cross-validation.
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(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 30: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area)
for the drift, unexplored and combined datasets for the DNPL method with five-fold cross-
validation.
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(a) Drift dataset (b) Combined dataset

(c) Unexplored dataset

Figure 31: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area)
for the drift, unexplored and combined datasets for the URE method with five-fold cross-
validation.
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Appendix D Additional Results HAR

D.1 Results without Framework

D.1.1 Limited Feedback

(a) P008 (b) P041

Figure 32: Precision-recall curves of the limited feedback methods Correct, Sampled, Mod-
ified, URE and DNPL in comparison to the Full-Feedback model and general model with
e = 1 for (a) P008 and (b) P041.

(a) P008 (b) P041

Figure 33: Performance of the limited feedback methods Correct, Sampled, Modified, URE
and DNPL in comparison to the Full-Feedback model, without framework on the subjects (a)
P008 and (b) P041 from the HAR dataset.
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(a) |T |= 20, P008 (b) |T |= 20, P041

(c) |T |= 140, P008 (d) |T |= 140, P041

Figure 34: Mean accuracy of the limited feedback methods Correct, Sampled, Modified,
URE and DNPL in comparison to the Full-Feedback model and general model with e varied
between 1 and 6 with five-fold cross-validation, with T = 20 and T = 140 for P008 and
P041, without framework.

D.1.2 Active Learning

(a) P008 (b) P041

Figure 35: Precision-recall curves of random sampling and entropy-based sampling with
DNPL with e = 1 for (a) P008 and (b) P041.
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(a) P008 (b) P041

Figure 36: Mean accuracy of entropy-based and random sampling with DNPL with e = 1 for
(a) P008 and (b) P041 without framework.

D.2 Framework Comparison Personal Model

Personal model

Yawn Cutting paper Cutting nails Put on headphone Other

Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect

PM+F
Correct 58 9 91 2 18 7 34 17 17 7

Incorrect 4 31 2 39 0 35 0 9 2 34

(a) P008

Personal model

Yawn Cutting paper Cutting nails Put on headphone Other

Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect Correct Incorrect

PM+F
Correct 22 21 48 16 12 24 20 23 12 16

Incorrect 0 58 5 47 1 23 0 17 0 33

(b) P041

Table 18: Comparison between the number of correctly and incorrectly predicted samples
from the personal model and personal model with the framework (PM+F) for (a) P008 and
(b) P041.
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D.3 Limited Feedback Variation

(a) Full-Feedback (b) Correct

(c) Sampled (d) Modified

(e) URE (f) DNPL

Figure 37: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area)
of (a) Full-Feedback, (b) Correct, (c) Sampled, (d) Modified, (e) URE and (f) DNPL with the
framework for P008.
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(a) Full-Feedback (b) Correct

(c) Sampled (d) Modified

(e) URE (f) DNPL

Figure 38: Mean accuracy (dotted line) and minimum and maximum accuracy (filled area)
of (a) Full-Feedback, (b) Correct, (c) Sampled, (d) Modified, (e) URE and (f) DNPL with the
framework for P041.
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