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Abstract
Colorectal cancer (CRC) is a major health issue globally, highlighting the need for

better treatment planning methods. Traditional decision-making processes in CRC treat-
ment face obstacles due to the complex nature of individual patient cases, making it
difficult to tailor treatment effectively. The combination of process mining and machine
learning offers a fresh perspective for enhancing the accuracy of treatment decisions. This
approach analyzes patient data to forecast the outcomes of different treatment options
with greater precision.

The study uses clinical records from the MIMIC-III database, alongside sophisticated
process mining tools (ProM), to find crucial information and patient features that impact
CRC treatment results. It then trains machine learning models, particularly LSTM net-
works improved with transfer learning, to predict the survival rates of patients following
various treatments. This method stands out for its use of process mining to map out
treatment paths and machine learning to estimate the success of different treatments.

The result based on the specified evaluation method offers a confidence range of
±0.14 (Avg_EM), indicating that machine learning helps in analyzing and selecting the
optimal treatment plans. This approach gives doctors a reliable range to customize pa-
tient care. Moreover, it helps patients to make informed choices about their treatment,
reducing dependence on guesswork and uncertainty of the future.

In conclusion, this research not only demonstrates the practicality of merging pro-
cess mining and machine learning to better CRC treatment planning but also paves the
way for future studies, such as addressing data sparsity issues or further expanding this
research direction. Therefore, this integrated approach could influence the future of per-
sonalized medicine and achieve the goal of establishing a data-driven healthcare system.

Keywords: Cancer Treatment Planning, Colorectal Cancer, Process Mining, Machine
Learning, RNN, LSTM, Transfer Learning
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Chapter I

Introduction
The field of cancer treatment planning is a critical and constantly developing aspect

of medical science, characterized by its complex challenges. This paper focuses specifically
on the complexities of colorectal cancer (CRC) treatment, a type of cancer notable for
its high prevalence and intricacy. It is identified as the third most common and fourth
deadliest cancer worldwide[38] and affects a broad spectrum of individuals across differ-
ent genders and ages, from the elderly to younger people with increasingly aggressive
forms[39]. This wide-ranging impact highlights the urgent need for refined and personal-
ized treatment strategies.

Building upon this, the decision-making process in cancer treatment, a scenario fre-
quently encountered in our lives, presents substantial challenges for patients and their
families. This process, characterized by its complexity and the multitude of options avail-
able, demands careful consideration and often leads to significant stress and uncertainty
for those affected. Navigating through many options and uncertainties, choosing a course
of action becomes a formidable task. This challenge is particularly pronounced in CRC
treatment, where choices range from invasive surgeries to targeted therapies[53], each
with its own implications and varying success rates tailored to patients’ diverse medical
histories and individual conditions. Physicians often require many years of extensive expe-
rience to make informed judgments, yet providing a convincing rationale to patients facing
decisions remains challenging due to the subjective nature of opinions. Thus, this under-
scores a significant gap in current treatment planning: the necessity for a data-driven,
patient-specific approach that enables more precise and informed decision-making.

To meet this need, at the current stage of cancer treatment, significant progress
has been made. For example, leveraging advancements in medical imaging, such as CT
and MRI scans[47], and employing Natural Language Processing (NLP) to extract key
information from Electronic Medical Records (EMRs)[22]. These technologies have sig-
nificantly improved diagnostic accuracy. Furthermore, the increasing role of artificial
intelligence, especially deep learning in medical image analysis, is crucial in enhancing
treatment planning[9, 49]. Those papers also recognize the huge applicability of Machine
Learning and Data Mining in predicting cancer outcomes, using techniques like biomarker
models and sequence mining algorithms[29, 27]. Despite the apparent sophistication of
current technologies, after drawing on a comprehensive review of advancements in col-
orectal cancer (CRC) diagnosis and treatment, the observations show that most of the
papers still lack information on the application of process mining in CRC. As a result, it
is crucial to identify a solution that not only fills the existing gaps in current
research but also leverages the predictive capabilities of machine learning to
enhance the development of personalized strategies.
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This paper introduces a method that integrates Process Mining and Machine Learning
to achieve a more objective approach. By jointly combining process mining with machine
learning, it becomes feasible to develop more tailored treatment plans for individuals.
To be more specific, Process Mining can be utilized to analyze detailed hospital event
log data, offering a deep understanding of a patient’s treatment journey. This technique
provides insights into the main treatment options, identifies patients’ key features, and
finds a new way to support the facilitation of Transfer Learning. At the same time,
Machine Learning can be applied to analyze a broad spectrum of health data, ranging
from historical medical records to current symptoms, aiming to predict the outcomes of
various treatment options and evaluate their post-treatment effects on patients’ quality
of life. Therefore, this paper elaborates on the application of these methodologies in CRC
treatment planning, striving to make cancer care more personalized and informed, thus
reducing uncertainties and focusing on patient-centric personalized strategies.

The rest structure of the paper is outlined as follows: Section II presents a series of
search strategies and literature reviews, clarifying the current use of similar technologies
in cancer treatment and focusing on the origins and reasons for the research questions.
Section III systematically summarizes the direction of the paper’s questions through
the engineering cycle, taking both the artifact and the context into account to establish
the clear objective and design problem, while also providing an overview of the entire
methodology. Section VI and Section V detail the construction and application of
process mining and machine learning, aimed at addressing the gaps, from data processing
to the completed integration of technologies. Section VI establishes a specific formula
to evaluate the model’s performance, considering the rationality of the results and their
application.. Section VII discusses potential extended applications or current limitations
and challenges of the technologies. Finally, Section VIII summarizes the essence of the
paper, stating its contributions and importance, and discusses future research directions
for feasibility. As a result, through this integrated approach, the paper aims to pave
the way for a future where cancer treatment is not only more responsive but also deeply
centered on the individual needs and conditions of each patient.
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Chapter II

Advanced Literature Review
In the field of healthcare, numerous studies and applications related to process min-

ing and machine learning exist. However, a consideration emerges in the context of family
members facing dilemmas in medical scenarios. It questions whether the absence of antici-
pated answers or solutions in such challenging situations is attributable to the immaturity
of available technology, or a lack of research on relevant topics at that time. In adher-
ence to the guidelines[31, 12], our literature review adopts a comprehensive approach,
establishing a structured framework for analyzing current cancer research, with a specific
emphasis on colorectal cancer. This section outlines our research process, beginning with
the formulation of the research’s main focus, progressing through the search strategy, and
continuing with the critical appraisal of the collected studies. Ultimately, a thorough
examination of the selected literature will be conducted to identify unresolved issues at
the current stage, serving as a means to clarify the starting point and reasons behind the
primary discussion topics in this article.

1 Related Work with Main Focuses
The inquiry led to the formulation of three key Main Focuses (MFs). These focuses

guide the critical analysis of recent literature related to cancer treatment planning and
technological applications:

• MF1: Treatment Planning for Colorectal Cancer
Evaluate existing methods and techniques documented in recent literature on cancer
diagnosis or therapy, specifically on colorectal cancer.

• MF2: Empirical Effects and Applications of Process Mining and Machine
Learning in Treatment Planning
Examine notable empirical evidence and technological advancements associated with
the integration of Process Mining and Machine Learning, particularly in medical
treatment planning.

• MF3: Identifying Gaps and Future Improvement Strategies in Colorectal
Cancer Treatment
Identify gaps or deficiencies existing in current colorectal cancer treatment planning
and explore potential strategies for improvement, with a specific emphasis on the
role of Process Mining and Machine Learning.

These Main Focuses (MFs) center on studies conducted over the last decade (2013 to
2023) across various disciplines, including Computer Science, Engineering, Health Profes-
sions, Decision Sciences, Immunology and Microbiology, Multidisciplinary, and Nursing.
The investigation is particularly concentrated on colorectal cancer treatment strategies
and the technological integrations employed in treatment planning.
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2 Search Strategy and Inclusion/Exclusion Criteria
Following the Main Focuses (MFs), an extensive literature review was conducted us-

ing the reputable Scopus digital library, recognized for its extensive coverage of over 20,500
sources from 5,000+ publishers worldwide, providing researchers with a user-friendly, con-
venient, and comprehensive tool[19, 37, 12]. To align the retrieved literature with the
main focuses of this paper, the key search query applied to the Article Title, Abstract,
and Keywords of various papers was used:

“("colorectal cancer" OR "cancer") AND ("treatment" OR "planning"
OR "diagnosis" OR "therapy" OR "method" OR "technique" OR "approach")
AND ("process mining" OR "data mining") AND ("machine learning" OR
"artificial intelligence")”

The extensive screening process was thorough, focusing on articles published in the
last ten years and within specific relevant subject areas. Duplicate articles were also
identified and removed from this selection. Moreover, to ensure a thorough yet targeted
collection of relevant studies, inclusion/exclusion criteria were implemented. The detailed
criteria are as follows:

Inclusion Criteria (ICs):

• IC1: Addresses the formulated Main Focuses.

• IC2: Document Type is Article, Conference Paper, or Review.

• IC3: Available in English Journal and accessible for download.

Exclusion Criteria (ECs):

• EC1: The main topic and contents of the paper are not significantly related
to the research focus of this article.

• EC2: The paper does not mention specific methods to solve problems.

The primary focus was on articles from the categories of Article, Conference Paper,
and Review. These categories were broadly classified into detailed and experiment-specific
descriptions or comprehensive systematic introductions to a single field. By filtering these
two main categories, a macroscopic reading of Review content was possible, followed by
a more in-depth and microscopic understanding of technical details and methods from
Articles and Conference Papers. Additionally, only articles published in English-language
Journals and available for download were selected. This was done to ensure and facilitate
a more in-depth examination of the articles later. Lastly, to ensure relevance to the
article’s main topic, articles less related to the subject were filtered out. This strategy
guarantees a comprehensive collection of pertinent studies. Therefore, through these
screening strategies and initial readings, a more in-depth study can be conducted on the
remaining articles.

3 Critical Appraisal of Collected Studies
In the critical appraisal phase, the collected studies undergo a rigorous evaluation.

This process aims to determine their contribution to the understanding of colorectal cancer
treatment planning, especially in the realm of process mining and machine learning. The
appraisal of the studies is based on several key criteria [FIGURE 1]:
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Figure 1: Detailed Scoring Criteria

(1) Relevance to Colorectal Cancer Treatment Planning (w.r.t MF1)
Studies are evaluated based on their relevance to colorectal cancer. Although tech-
nologies applicable in various domains may offer relevant insights and serve as ref-
erences for subsequent experiments, studies specifically addressing colorectal cancer
are particularly valuable for acquiring pertinent information and delving into related
research areas. Therefore, studies offering significant insights into colorectal cancer,
either through empirical data or theoretical propositions, receive higher scores.

(2) Impact on Medical Decision-Making Stage (w.r.t MF1)
The primary focus of this criterion is on the stage following patient diagnosis, em-
phasizing the identification of tools that assist in decision-making between patients
and doctors. This differs from most articles that concentrate on diagnostic predic-
tion and early treatment. Instead, this criterion seeks to identify studies pertinent to
prognosis, which may include aspects such as survival rate predictions, recurrence
warnings, or recommendations for medication and diagnostic follow-ups. Conse-
quently, articles that contribute to medical decision-making, especially those that
provide insights into post-diagnosis stages, are awarded higher scores.

(3) Use of Process Mining Techniques (w.r.t MF2)
The depth and extent of process mining utilization in each study are examined. The
evaluation criteria favor studies that show a strong connection to the technologies
researched in this paper. This is because most articles primarily concentrate on
data mining, aiming to uncover key molecular mechanisms in various conditions.
As such, studies that mention process mining and integrate it effectively into their
research methodology will score higher.
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(4) Use of Machine Learning Techniques (w.r.t MF2)
The depth and complexity of machine learning utilization in each study are exam-
ined. This includes the methodologies applied, the data sources used, and the results
achieved. As discussions span Artificial Intelligence or Deep Learning, focusing on
Machine Learning algorithms will aid in selecting models and parameters. Thus,
articles with strong relevance to the technologies and applications studied in this
paper will score higher.

(5) Clarity and Methodological Soundness (w.r.t MF2)
The emphasis is on the clarity and methodological rigor of the studies. Those that
are methodologically sound and present their findings and methodologies clearly, in
a replicable and well-documented manner, score higher.

(6) Empirical Validation (w.r.t MF3)
This criterion measures the extent of empirical validation provided by the studies,
involving looking into the research methodologies, data robustness, and credibil-
ity of the results, with an exploration of their validation stages’ completeness and
effectiveness.

(7) Innovation and Future Potential (w.r.t MF3)
This criterion values studies that address current deficiencies in cancer treatment
planning and propose novel approaches or strategies for the future. It includes
the exploration of emerging technologies such as XAI (Explainable Artificial In-
telligence) and NLP (Natural Language Processing), as well as considerations for
future technological predictions, and aspects related to the protection and storage
of medical data privacy. These elements can aid in refining methods, offering more
comprehensive technological insights, and fostering extended discussions in future
research endeavors.

A scoring system is used for systematic appraisal, assisting in filtering the literature
more helpful to this paper. Studies scoring below a certain degree are considered less
relevant to the analysis and are excluded. This threshold ensures the inclusion of only
high-quality, relevant studies in the analysis. Therefore, the critical appraisal phase plays
a pivotal role in refining the literature base. It ensures reliance on high-quality studies
that are directly relevant to the paper’s main focus and questions, offering substantial
insights into the complexities of colorectal cancer treatment planning with process mining
and machine learning. The findings from these appraised studies lay the foundation for
subsequent sections of the paper, aiming to establish a robust research process and make
significant contributions to colorectal cancer treatment.

4 Information Extraction and Synthesis Strategy
Building on the earlier sections, this section forms a crucial step in our compre-

hensive review of the literature on cancer treatment planning. This phase is dedicated to
synthesizing the results obtained from the previously outlined steps – concentrating on the
main research focuses, applying the search strategy with inclusion and exclusion criteria,
and conducting a critical appraisal of the collected studies. The objective is to extract
valuable insights, identify trends, and consolidate findings to advance the understanding
of cancer treatment planning, particularly in the context of Colorectal Cancer, Process
Mining, and Machine Learning.
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Employ Search Strategy and 
Inclusion/Exclusion Criteria

Apply Quality Assessment Criteria

Title/Abstract/Keywords search for domain identification 
with Time setting and limited Subject Area

Scopus

923
papers

213
↓
42

20
papers

Figure 2: Article Selection Process and Results

4.1 Tech Trends
Initially, an extensive search yielded 923 articles, selected for their relevance to the

main focuses, based on their titles, abstracts, and keywords. This initial pool was refined
down to 213 articles using specific search strategies with inclusion criteria [FIGURE 2],
ensuring that the selected studies directly addressed the main research areas. Meanwhile,
the analysis of the collected articles revealed several noteworthy trends, particularly in the
realm of technology application within cancer research. One particularly striking trend
was the recent and marked increase in the use of process mining and machine learning
technologies [GRAPH 1]. This upswing highlights a growing interest among scholars in
these advanced techniques. The trend suggests a broader acknowledgment and adoption
of these technologies in recent years, as evidenced by the growing number of publications
in this area.

Graph 1: Articles by Year
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4.2 Cancer Type
Despite these technological advancements, an apparent gap was identified in the

type of cancer predominantly researched. Among 213 articles analyzed, 112 primarily
discussed technology without focusing on any specific type of cancer, classified under the
’Unspecified’ category. However, among the remaining 101 articles, most of the existing
research is centered around breast cancer [GRAPH 2]. This trend, while indicative of the
considerable attention given to breast cancer, simultaneously underscores a deficiency in
research specifically directed toward Colorectal Cancer (CRC). This disparity has shown
the importance of focusing more on CRC, recognizing its relatively unexplored potential
in research. By centering the investigation on CRC, the aim is to generate robust data
that transcends the traditional gender-specific focus of cancer research. Such an approach
not only enriches the understanding of CRC but also expands the reach and relevance of
the findings, making them more universally applicable and inclusive.

Graph 2: Frequency of Each Cancer Type

4.3 Medical Stage
Moreover, an observation was noted regarding the stages of cancer that most studies

tend to address. The studies were categorized into three distinct areas:

• Prediction Stage: This phase occurs when the patient’s health status is unknown.
Techniques such as data mining and machine learning are employed, along with
methods like genetic profiling, imaging comparisons, and classification. These ap-
proaches are used to predict potential risks or future health developments, aiding in
early cancer prevention and identifying latent health risks.

• Prognosis Stage: This stage begins after a patient has been diagnosed with an
illness. It involves a detailed assessment of the disease to understand its potential
progression and severity. This stage is crucial for patients and healthcare teams to
make informed treatment decisions, offering predictive recommendations to tackle
future challenges. The prognosis stage focuses primarily on evaluating the disease’s
progression and formulating treatment plans post-diagnosis.

• Comprehensive Analysis Stage: This stage involves research that benefits mul-
tiple aspects of a patient’s medical condition, often without a clear boundary. Re-
search in this stage provides insights that cover the entire healthcare continuum,
offering a holistic view of factors influencing patient health, treatment strategies,
and potential future advancements in medical care.
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Significantly, excluding 91 articles in the comprehensive analysis stage, as shown in
the comparison between prediction and prognosis, the bulk of research focuses on the early
stages of cancer, centering on prevention and initial diagnosis [GRAPH 3]. Nevertheless,
there seems to be less emphasis on the subsequent medical processes for those who have
already been diagnosed with cancer, including treatment selection, prognostic evaluation,
and predictions of post-treatment survival rates. Thus, this observation suggests that this
area of research holds great potential and could significantly contribute to the planning
of cancer treatment.

Graph 3: Frequency of Two Main Medical Stages

Subsequently, further refinement using exclusion criteria resulted in a narrowed se-
lection of 42 highly relevant articles, [FIGURE 2]. These articles underwent a rigorous
quality assessment process, from which only papers scoring above 15 points were chosen
for the final analysis [Appendix A]. These papers were evaluated based on their relevance,
impact on medical decision-making, use of process mining and machine learning tech-
niques, clarity, methodological soundness, empirical validation, and innovation potential.
These stringent criteria ensured that only the most pertinent and high-quality papers
were included in the final analysis phase.

After filtering out 20 articles that met the criteria, the final step entailed a compre-
hensive analysis of the selected papers to derive key insights, trends, and patterns relevant
to supporting this research topic. Utilizing the previously established detailed scoring
criteria, it became clear to identify the value of each article based on its high-scoring
aspects. These include detailed explanations about colorectal cancer or recommendations
regarding the selection of machine learning models. The information gathered from these
analyses was then deliberated upon in terms of its impact on cancer treatment planning.
This discussion involved assessing the potential of process mining and machine learning
to enhance treatment strategies, pinpointing areas for future research, and contemplating
the practical implementation of these technologies in clinical settings. Overall, this rig-
orous process of data extraction and synthesis aims to significantly deduce and support
the main topic and research questions of this article. By integrating insights from process
mining and machine learning research, the study offers a comprehensive understanding
of the current challenges and prospective advancements in CRC treatment, thus further
supporting the contribution and significance of this article.
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5 Integration of Modern Technologies from Literature
Based on the comprehensive review of the latest advancements in cancer treatment,

particularly colorectal cancer (CRC), significant progress has been made in both diagnosis
and therapy. Advanced medical imaging techniques like Computer Tomography (CT) and
Magnetic Resonance Imaging (MRI) have revolutionized CRC diagnosis, offering detailed
insights into the tumor’s location and stage[47]. Moreover, Electronic Medical Records
(EMRs), especially unstructured consultation notes, have emerged as a crucial informa-
tion source[22]. Utilizing Natural Language Processing (NLP) technologies to extract key
predictive factors for CRC from these notes has become increasingly significant[22]. In
terms of treatment, a combination of surgery, chemotherapy, and radiation therapy is typ-
ically employed, varying according to the cancer stage and the patient’s overall health[53].
The role of artificial intelligence and machine learning in diagnosing and treating CRC
is also growing in importance. For instance, deep learning models are now being used in
medical image analysis to identify tumor areas more accurately[9, 49].

At present, Machine Learning and Data Mining technologies show significant poten-
tial in the field of cancer treatment research. These technologies, particularly multi-stage
learning methods, biomarker models, and sequence mining algorithms, have been applied
in predicting the survival and recurrence risks of breast cancer, cervical cancer, acute
myeloid leukemia, ovarian cancer, and prostate cancer[35, 34, 25, 29, 27]. These studies
underscore the importance of extracting key features from clinical data to improve the
accuracy of prediction models[25]. For example, research on breast cancer recurrence has
demonstrated that combining statistical feature selection, multi-classifier evaluation, and
Brainstorm Optimization (BSO) can effectively enhance the performance of prediction
models[6]. Similarly, in the prognosis assessment of cervical cancer, models based on the
DNA methylation of four CpG sites have shown a high predictive capability[35]. Addi-
tionally, the use of Convolutional Neural Networks (CNN) in processing high-dimensional
gene expression data, especially under transfer learning strategies, has shown superior
performance in predicting lung cancer survival, offering higher predictive accuracy and
sensitivity compared to traditional machine learning methods[34]. However, there’s a no-
table deficiency in the application of process mining within the cancer treatment domain,
specifically in CRC. Process mining, a tool focused on extracting knowledge from event
logs to understand and optimize actual processes, can significantly enhance the treat-
ment journey for CRC patients. Similar technologies include the use of sequence mining
algorithms and classification methods, considering treatment time intervals and patient
quality of life, to predict patient survival outcomes[29, 27]. Additionally, process mining
can help identify bottlenecks in treatment processes and provide more personalized treat-
ment recommendations, thereby enhancing patients’ life quality and treatment efficacy.

6 Derivation of Research Gaps
After a thorough examination and understanding of the literature related to cancer

treatment, these can response to the initial main focuses to uncover existing gaps:

• Response to the MF1: Treatment Planning for Colorectal Cancer
Despite significant advancements in diagnostic and treatment methods, including
the application of machine learning in medical imaging analysis and prediction mod-
els, there is a pressing need for continual improvement. Enhancing the accuracy of
tumor detection through comprehensive clinical data analysis and improving the
predictive accuracy of treatment outcomes remain crucial areas for future research.

• Response to the MF2: Empirical Effects and Applications of Process
Mining and Machine Learning in Treatment Planning
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The literature indicates a noticeable deficiency in the application of process min-
ing within the CRC treatment domain. The potential of process mining to extract
knowledge from event logs, visualize critical information, and construct overall treat-
ment pathways has not been fully utilized. Expanding the application of process
mining and further integrating it with machine learning to predict patient outcomes
and improve treatment efficacy is an important research direction.

• Response to the MF3: Identifying Gaps and Future Improvement Strate-
gies in Colorectal Cancer Treatment
Although progress has been made in machine learning and data mining individually
for cancer treatment, the specific application of these technologies in CRC, especially
in personalized treatment planning, has been overlooked. Future research should
focus on more effectively integrating process mining and machine learning, concen-
trating on integrating both advantageous techniques, reducing treatment selection
errors, and improving overall patient outcomes in CRC treatment.

Given these insights, this paper proposes an integrated approach to enhance treat-
ment planning and patient outcomes in CRC care. By combining the powerful analytical
capabilities of Machine Learning with the process insights of Process Mining, a more
comprehensive and efficient medical decision support system can be created. More specif-
ically, Process Mining can optimize treatment processes and improve patient care effi-
ciency, while Machine Learning can provide accurate survival predictions and treatment
response estimates, even considering subsequent treatment side effects and survival rate
predictions. This combination not only helps physicians make more accurate clinical de-
cisions but also provides patients with more personalized and efficient treatment options.
As a result, from the synthesis of the literature and the proposed approach, the following
research questions to solve the gaps are derived:
Q1. How can Process Mining effectively support Machine Learning to opti-

mize CRC treatment planning?

• How can process mining be utilized to identify relevant features associated with
CRC to assist in subsequent research?

• How can machine learning be utilized to predict treatment events while con-
sidering the influence of time series?

Q2. What is the impact of this integrated approach on decision-making in
CRC treatment?

• What role does patient-specific data play in customizing treatment plans using
this integrated approach?

• How can this approach aid physicians in making more informed decisions?
Q3. What are the potential improvements in patient outcomes with the ap-

plication of Process Mining and Machine Learning in CRC treatment?

• How can this approach contribute to increasing the survival rates and quality
of life of CRC patients?

• How can this technology be expanded to other fields in the future?
These research questions are designed to investigate how combining Process Mining

and Machine Learning can improve CRC treatment planning. This exploration focuses on
enhancing both the effectiveness and efficiency of the treatment strategies, which help to
optimize decision-making processes, improve patient outcomes, and address the current
gaps in treatment planning. This approach is expected to provide a more patient-centric
and data-driven methodology that can be adapted to other cancer types in the future.
The detailed research methods will be explained in subsequent sections.

14



Chapter III

Design Science Methodology
1 Engineering Cycle

Figure 3: Engineering cycle of the whole research
Through a systematic design science methodology[50], the structure and content of

this research are clearly divided into stages. Viewing it as a complete Engineering cycle
[FIGURE 3], it includes several steps: Problem Investigation, Treatment Design,
Treatment Validation, Treatment Implementation, and finally, Implementa-
tion Evaluation. However, it is also a cyclical process, aimed at continuously optimizing
and improving the solution.

In this study, Chapters I and II have already covered the Problem Investigation
phase, identifying current research gaps and guiding toward potential solutions. The fol-
lowing Chapters III to V will detail how the treatment is designed and developed into
a viable solution. Finally, in Chapters VI to VIII, specific validation methods will be
designed to demonstrate the feasibility of this treatment and may show the directions for
future improvement. Further, through a more systematic problem analysis, the following
Design Problem can be summarized:

• Improve <the complex challenges of CRC treatment planning, including
the medical, technological, and patient-specific factors,>

• By <establishing a system that integrates Process Mining and Machine
Learning techniques for survival rate prediction>

• That satisfies <personalized strategies based on patient information,>

• In order to <provide doctors and patients with more informed and objec-
tive medical advice and quantitative bases.>
Once a solution emerges, it can further answer the research question of this research.

At the same time, it provides a minimum viable model for subsequent Treatment Imple-
mentation to further expand the future applicability, including applications in different
diseases or adding more functionalities. In the future, after the Implementation Evalua-
tion in the real world, the model can be verified for its utility and potential improvements.
This process not only demonstrates the effectiveness of the proposed solution in addressing
the specific needs of colorectal cancer treatment planning but also lays the groundwork
for its adaptation and enhancement for broader medical contexts.
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2 Overview of the Method

Process Mining

Transfer Learning

Machine Learning
Process Data

Collect Data

Preprocess
Data

Prepare Data

Develop Model

Train & Test

Process Data ProM

Figure 4: The overall process of the method

To answer the Design Problem, for the Methodology section, the process can be
divided into two main flows [FIGURE 4]. After completing process mining, key feature
information will be obtained, which can be effectively utilized in the Machine Learning
model to produce valid outcomes. To be more specific, in the process mining phase, the
focus is on the initial process data and the creation of diagrams using ProM software. This
aims to extract relevant key event logs from the raw data and perform further feature
extraction through qualitative analysis of the visualized process diagrams. Subsequently,
the Machine Learning phase is divided into three steps: Process Data, Develop Model,
and Transfer Learning. Data must first be converted into a computer-understandable for-
mat, then a model designed to predict the survival rate for each treatment is developed,
and finally, transfer learning is employed to maximize data utilization and optimize model
outcomes, which is also discovered to be feasible during the process mining. Through a
series of methodological steps, it is possible to complete survival predictions for personal-
ized treatment outcomes. The following sections will provide more detailed explanations
of each part.
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Chapter IV
Process Mining
1 Data Collection and Preprocessing
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Figure 5: A detailed process mining flowchart
The MIMIC-III (Medical Information Mart for Intensive Care)[24] is a publicly

available large medical database that contains information on over 40,000 patients from
intensive care units at Israeli medical centers. The database includes patients’ information,
vital signs, medication, laboratory results, nursing records, imaging reports, encounter
records, death times, etc. This provides detailed timestamps for Process Mining research,
becoming essential pieces of the puzzle in constructing the entire process.

Following the arrows in [Figure 5], after a detailed review of the entire database, key
extractions and integration of Event Logs containing patients, time, and event records
are performed, resulting in a dataset named All Filtered Dataset . Additionally, it
is necessary to utilize one of MIMIC’s datasets named Explanation of ICD9 , which
encodes all diseases, to identify the targeted group. By searching for keywords such as
"colon", "rectal", "colorectal", etc., diseases related to the colon are filtered out. Each
ICD9 code is then individually confirmed for its relevance to the topic of colorectal cancer
[Appendix B]. Given the smaller-than-expected total number of the targeted patients and
to maximize the use of existing data, the remaining non-primary ones are retained and
then both categorized into "Primary" and "Secondary" categories:

• Primary: Patients with Colorectal Cancer.
• Secondary: Patients with related colon diseases but not Colorectal Cancer.

With the ICD9 codes and Patient diagnosis information, the research subjects file
named Primary patients ID can be used to filter the integrated dataset. Subsequently,
the Primary Datasets are obtained for preliminary diagramming [Figure 5].

ProM, as a set of sophisticated tools and plugins, supports everything from basic
process discovery to complex process enhancement and analysis, aiding in the visualiza-
tion and improvement of actual business processes[54]. The software’s main features in-
clude adopting diverse process mining algorithms, supporting multiple event log formats,
and assisting users in comparing process executions under different times or conditions.
Through the ProM tool’s powerful diagramming capabilities, considering the Inductive
Miner algorithm’s strong noise tolerance and ability to handle complex processes, the
process diagram results produced using Primary Datasets can be seen [Figure 6].
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Figure 6: Initial PM Mapping Results (using Primary Datasets)
However, it is clear from the diagram that treatment options limited to medica-

tion(DRUG_Start) and surgery(PE_Start) are insufficient. By filtering through the
Primary Surgical Information file and integrating it with the original dataset, the
Detailed Primary Datasets are generated, which distinguish four categories of surgery
[Figure 7]. This allows for a detailed process with 5 treatment options [Figure 8].

Figure 7: Explanations of the 4 Types of Surgery

L

Figure 8: Second PM Mapping Results (using Detailed Primary Datasets)
Furthermore, through ProM’s process simplification tool, the main treatments can

be identified as Peripheral-old, Peripheral, and Invasive Arterial [Figure 9]. Since Inva-
sive Venous and Invasive Arterial are more similar, they will be considered in the same
category. Along with medication(Drug_Start), this leads to the identification of 4 main
treatment options, which will also be the focus for further utilization of Machine Learning.

L

Figure 9: Simplified PM Mapping Results (using Detailed Primary Datasets)
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2 Qualitative Analysis Using Process Mining

After identifying the primary treatment paths for target patients, it is possible
to extract key patient features through more detailed categorization. When discussing
colorectal cancer patients, age often serves as a basis for classification. The incidence
rate of colorectal cancer increases with age. Based on age assessments, there exists a
comprehensive system for dividing the impact of colorectal cancer across different age
groups, especially for patients over 50 years old. Therefore, age is an obvious criterion for
patient categorization. However, beyond age, by classifying patients by gender, creating
Primary Males/Female Datasets , and conducting a qualitative analysis visually, it
is observed that the treatment paths between males and females are not similar [Figure
10, 11]. Although there are fewer differences in cancer risk based on gender and the
prevention and treatment applicability is higher (still limited to the four types of treatment
methods), gender will also become one of the main features in building subsequent models
for personalized treatment. This ensures that details within patient personal information
are considered and applied, aiding in precise prediction.

L

Figure 10: PM Mapping Results for Male (using Primary Male Datasets)

L

Figure 11: PM Mapping Results for Female (using Primary Female Datasets)
Moreover, due to the previously mentioned issue of insufficient data volume, by uti-

lizing the Secondary category collected through the classified ICD9 codes and integrating
it with the Primary to form Detailed Combined Datasets , the process data is con-
ducted again in the same manner (following the dashed arrows in the diagram [Figure
5]), ultimately separating the files belonging to the Secondary category using a simple
exclusion method. Independent files are then diagrammed using ProM [Figure 12, 13].
Upon comparison, it is discovered that the process output from the Primary can be found
within the Secondary process. This suggests that the treatment process experienced by
patients with colon-related diseases shares some similarities with that of colorectal cancer
patients. This information will be further utilized in the machine learning segment.
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L

Figure 12: Primary PM Mapping Results (using Detailed Primary Datasets)

L

Figure 13: Secondary PM Mapping Results (using Detailed Secondary Datasets)

3 Summary
As a result, through process mining, the visualized diagrams of the treatment pro-

cess help in identifying event logs related to the treatment among many events and in
uncovering usable patient features that can be used in the model. Moreover, the analytical
insights gained from process mining serve as a foundation for the facilitation of applying
transfer learning techniques. This refers to the method of leveraging general knowledge
gained from one task to another related task. This methodological finding introduces
a new way to address the problem of data insufficiency, which can further enhance the
model’s precision and effectiveness.
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Chapter V
Machine Learning
1 Data Feature Extraction
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Figure 14: A detailed machine learning flowchart
Regarding the existing data, the qualitative analysis results from Process Mining

reveal the 4 main treatment options and the key patient features, including age and
gender. Moving to the machine learning part [Figure 14], by conducting preliminary
event encoding on the Detailed Combined Datasets and combining it with Patient
Information , a clearer patient event sequence file, named Combined Datasets with
Adjusted Event and Patients’ info, can be obtained. To elaborate, all events for
each patient will be transformed into simplified codes and linked into a sequence arranged
according to chronological order [Figure 15]. This step facilitates a manual screening
before conversion into computer-understandable codes, helping to ensure the logical cor-
rectness of each sequence. Since patient survival is determined by discharge records, some
sequences might end with records added posthumously, creating contradictions.
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For example, if a patient dies in the hospital and is discharged afterward, the se-
quence’s end would be 01, necessitating preliminary adjustments to ensure the subsequent
machine learning model does not encounter logical inconsistencies. Simultaneously, se-
quences shorter than five are excluded to ensure the model has sufficient information for
understanding long-term dependencies and to prevent limited information from affecting
or diminishing generalization capability. After preliminary screening and getting Filtered
Combined Datasets , by using the previously filtered ICD9 code, the Primary and Sec-
ondary datasets can be split again for machine learning. Both are divided according to
their data volume, thus 4 datasets are collected for subsequent model training and testing.

Figure 15: Preliminary Event Conversion Examples
Next, to make these data understandable to the computer, the extracted events and

patient features need to be encoded, meaning they are translated into numerical form.
Besides gender being simply encoded as 0 for females and 1 for males, it’s noteworthy
that due to HIPAA regulations in MIMIC for patient privacy protection, some patient
information, like birthdays, is encrypted and anonymized, hence only the year is extracted
for the model to automatically find patterns.

Furthermore, the setting of labels is particularly crucial in the learning process of
the model, affecting subsequent model performance and facilitating model interpretabil-
ity. The labeling method mainly uses two criteria: the patient’s final status
and whether the patient returns for follow-up [Figure 16]. The following provides
detailed explanations for the selection of these indicators:

Patient’s Final Status:

• Crucial for Predicting Survival Outcomes: The ultimate goal of the
model is to predict the survival outcomes of patients based on the various
treatment plans they undergo. The final status of a patient (whether they
survive or die) is a critical piece of information for this prediction.

• Direct Impact on Model’s Accuracy: The patient’s survival or death di-
rectly influences the model’s ability to accurately predict outcomes for similar
future cases.

• Informs Treatment Effectiveness: The final status provides insight into the
overall effectiveness of the treatment plan, guiding improvements in treatment
strategies.

Patient Follow-up:
• Evaluates Initial Treatment Results: The frequency and necessity of pa-

tient follow-ups serve as an indirect measure of the initial treatment’s success.
Frequent returns to the hospital indicate potential issues with the treatment’s
effectiveness.
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• Adjustment in Labeling Process: Follow-up data is used to adjust the
labels in an arithmetic manner, reflecting the treatment process’s significance
and effectiveness. This approach is chosen over a geometric calculation to
ensure that each treatment process is adequately valued.

• Indicator of Treatment Efficacy: A high number of follow-ups may suggest
that the treatment was not fully effective, prompting the model to adjust its
predictions and potentially identify less effective treatment methods.

• Incorporation into Model Learning: The information from follow-ups is
integrated into the model’s learning process, allowing it to consider the efficacy
of initial treatments and their impact on patient outcomes.

To be more specific, the reason for not using a geometric calculation is to ensure
the significance of each treatment process. Imagine if a patient dies after less than two
treatments, the model might strongly deduce a severe fault in a certain treatment method
during training. However, many poor outcomes result from accumulated mistakes in the
early process or the patient’s own health condition. Therefore, this experiment assumes
that any treatment measure has a certain effect on the patient but will infer and evaluate
the survival results of intermediate treatments based on the final outcome arithmetically.
As seen in the example [Figure 16], the final results are also verified in code form to ensure
labels are correctly represented under different circumstances. As a result, by focusing on
these two criteria, the model aims to provide a more accurate and nuanced understanding
of treatment outcomes, enhancing its predictive capability and aiding in the improvement
of treatment strategies.

Figure 16: The 4 Labeling Strategies
Additionally, model parameters need to be set, including the sequence length during

training, various sizes (batch, input, output), dimensions, and quantities (layers, epochs,
etc.). Finally, to run the data on PyTorch and operate it on a GPU, it needs to be
converted into tensors, thus completing the data preparation. Later, the model will
undergo hyperparameter adjustment based on the results.
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2 Machine Learning Model Development and Training
The model development process includes initially defining and instantiating the

model, and setting up the criterion to consider an appropriate loss function and optimizer
[Figure 14]. The overall model architecture, in addition to the basic processes and weight
optimization during training and testing, also incorporates a special shuffle method. Since
the training sequence length (subsequence) and batch have already been set initially, how
to prevent the model from "forgetting" by avoiding sequential data retrieval needs con-
sideration. To allow the model to randomly access information from different time stages
within each sequence, an infinite loop is established that runs continuously until there is
insufficient data to form a complete batch. In each iteration, the code randomly selects
a set of patient information through the random.sample function, which simultaneously
extracts training results and hidden states from the previous step [Figure 17]. More
specifically, this method disrupts the original order of the data. For each selected sam-
ple, the code also extracts corresponding features and labels according to chronological
order from the dataset, such as gender, birth of date, and previously occurred events,
assembling them into new batches. This method of randomly selecting samples effec-
tively prevents gradient explosion or disappearance during model training due to specific
time periods, forcing it to learn more general and essential data characteristics, thereby
improving predictive performance.

subsequence

X

X

X X X

Capturing Hidden States
& Preceding Sequences

If set Batch = 3 (each subsequence = 5) [                               ,Groups with the same color represent combinations that are randomly selected together.]Already selected

Early stage Midstage Late stage

Figure 17: An illustration of shuffling

After running all epochs, the results are optimized using methods like hyperparam-
eter adjustment and model changes. Initially, an RNN(Recurrent Neural Network)
was chosen as the primary model for the current research direction [Figure 14]. In the
field of predictive healthcare research, it has been proven that RNNs can be employed
to analyze large-scale historical electronic health record (EHR) data, predicting future
medical conditions and medication requirements with high accuracy and generalizability
across various institutions[13]. As a neural network adept at handling sequential data,
RNNs can capture information in time series using hidden states (h) [Figure 18], which are
updated over time. Additionally, through the use of the tanh function, RNNs offer good
gradient properties and help compress information to deal with complex data patterns
and relationships, making it the primary choice for preliminary model testing.
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However, subsequent optimization revealed the limitations of RNN models, namely,

their difficulty in capturing long-term dependencies. Numerous studies have highlighted
similar issues[10]. Besides, despite attempts to adjust hyperparameters, the results did
not significantly change. It’s estimated that as the sequence length increases, gradients
are still prone to explosion or disappearance, which is a problem still faced despite the
special shuffle method. Therefore, during optimization, attempts were made to change
the model to a special type of RNN model, LSTM(Long Short-Term Memory), and
readjust the model internals [Figure 18]. LSTM, by introducing a three-gate mechanism:
Forget Gate, Input Gate, Output Gate, working alongside the Cell State, overcomes
the challenges of long sequences. The Forget Gate enables LSTM to effectively add or
delete crucial information to the Cell State, ensuring vital information remains and better
learning long-term dependencies. When the Cell state combines important information
with the current input, it also goes through the tanh function for information compression,
eventually becoming the output (Y=h) and potentially saving crucial information (C)
from the Output Gate.

Overall, compared to RNNs, while LSTM structures are more complex and require
more computational resources, they offer improved performance for handling complex
long-sequence tasks and dependencies. Thus, after continuous modifications and model
adjustments, a generally trained model weight can ultimately be obtained [Figure 14].

3 Transfer Learning
Transfer learning is a machine learning technique that allows the knowledge learned

from one task to be applied to another related task [Figure 19]. In past applications within
medical research, it is utilized in scenarios with limited data availability by leveraging pre-
trained models on extensive datasets and fine-tuning them on smaller, specific datasets,
considerably improving medical image classification tasks despite the initial scarcity of
data[7]. In other words, pre-trained models have usually learned a rich and general set
of features and patterns from their original tasks. By transferring this knowledge, the
model can perform better on new tasks, especially in situations where the data volume is
small. Moreover, based on the results of Process Mining, since the process information of
the Primary is contained within the Secondary, it supports further utilization of Transfer
Learning for secondary optimization of the pre-trained model [Figure 12, 13]. The overall
process is similar to the previous step [Figure 14], but it is important to note that the
training and testing sets of Primary should be used. By saving the trained model weights
and loading them in a new environment, the weights can be optimized using the target
dataset, ultimately achieving more accurate prediction results.
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Figure 19: The Explanation of Transfer Learning

4 Summary
To summarize, by processing the dataset integrated from process mining and further

filtering the event sequence complied with specific rules, and then applying a specialized
labeling method, the data can be input into a constructed model for preliminary training
and testing. Additionally, to further optimize the results, transfer learning is employed to
increase the data volume and enhance the model’s predictive accuracy. Ultimately, based
on different treatment options and patient information, survival outcome predictions with
confidence intervals are provided to the patients, which can help in making an informed
decision.
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Chapter VI
Experimental Validation
1 Explanation of the evaluation formula

After the model has been trained and tested, to evaluate the outcomes of the model’s
operation, an Error Metric (EM) is set as the criterion for judgment. The formula is
defined as follows:

EM = |P - L| (VI.1)

(where P is the prediction of survival rate, L is the label of each treatment.)

Each subsequence will accumulate the prediction difference for each event using the
formula below to calculate a total value: (total_abs_diff += torch.sum(abs_diff).item())

Total EM of Each Subsequence =
n∑

i=1

|Pi − Li| (VI.2)

(where P is the prediction of survival rate, L is the label of each treatment, n is
the length of the subsequence.)

After an epoch is completed, the total number of updates to the "Total EM of Each
Subsequence" is computed as the denominator, representing the total event length of all
patients(filtered_num_samples += filtered_y_tensor.numel()). It is important to note
that due to the special shuffle method mentioned above, when a batch is insufficient to
form a complete combination, the epoch will end, hence the total sequence length will
vary each time. Additionally, to ensure each subsequence is fully filled, "-1" was used for
padding; however, when calculating the total number of events used, these "-1" values
need to be excluded. Therefore, the total number of events summed is filtered. Thus,
at the end of each epoch, an average Error Metric serves as the final judgment criterion,
with the formula as follows:

Average EM of Each Epoch =

∑m
i=1

(∑n
j=1 |Pij − Lij|

)
num_events

(VI.3)

(where P is the prediction of survival rate, L is the label of each treatment, n is the
length of the subsequence, m is the total number of the batch, num_events is the total
used num of all patients’ events.)

Therefore, the result calculated represents that the lower the Avg_EM (Average
EM of Each Epoch), the better its prediction outcome and the higher the accuracy; vice
versa. It also represents the deviation from the actual correct results, which introduces a
concept of the confidence interval. Subsequent visualizations produced by the model will
provide further detailed explanations of the results.
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2 Model Results
Through continuous hyperparameter adjustments, the RNN model, after being

trained and tested through the set epochs, finally reached an Avg_EM of 0.2 for training
and 0.28 for testing [Figure 20]. The graph intuitively shows that as epochs increase over
time and weights are optimized within the model, the Avg_EM shows a downward trend,
eventually converging to the aforementioned results. This indicates that the learning sit-
uation is good and parameters within the model are continuously optimized. Moreover,
comparing the trends of training and testing, both exhibit similar trends so there is no
overfitting or underfitting phenomena.

Figure 20: RNN evaluation results

However, at the current stage, an error value of 0.2 as a result is still not ideal. There-
fore, after adjusting the RNN model’s hyperparameters to the point where it converged
without further reducing the Avg_EM, the model was changed to LSTM. Ultimately, the
Avg_EM for training remained at 0.2, but testing slightly decreased to 0.26 [Figure 21].

Figure 21: LSTM evaluation results
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Nevertheless, although there was a slight improvement in results, after adjustment,
they converged to roughly the same outcome. Hence, reconsidering the condition of
the data itself, it is speculated that the possible reason might be the excessive diversity
in the dataset. This speculation arises because the dataset adopted earlier was from
the Secondary patient group(Prepared Secondary Collection in Figure 14), so the
current model results may have only learned more general knowledge. After employing
the Prepared Primary Collection for Transfer Learning, the Avg_EM for training
remained at 0.2, but testing significantly dropped to 0.13 [Figure 22]. The trend of the
red dots improved by 0.13 and performed better than the blue, which is a better result
than expected.

Figure 22: Evaluation results after Transfer Learning
To ensure this result was not due to the coincidental use of an appropriate dataset,

the Prepared Primary Collection was re-split for training and testing. The Avg_EM
for training dropped to 0.178, while the Avg_EM for testing was 0.17 [Figure 23]. Com-
pared to the previous results, they are more reasonable and the two trends are closer.
Overall, after repeated optimization, model conversion, and implementing Transfer Learn-
ing, the final Error Metric averaged around 0.15 (taking the average of two results).

Figure 23: Evaluation results after re-splitting the dataset and adopting Transfer
Learning
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3 Summary
By repeatedly splitting the primary datasets for training and testing, and comparing

both extreme and reasonable outcomes, it’s observed that the accuracy of the model still
improves with the number of epochs. This confirms the model’s feasibility. Moreover, by
averaging both results, an approximate error metric of 0.15 is achieved. This means that
future predictions will have a confidence interval, allowing predicted values to vary within
a plus or minus 0.15 range. However, the results produced by the model enable patients
to choose the most suitable treatment method by directly comparing the highest survival
rates.
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Chapter VII
Discussion

In this study, we explored the application of process mining and machine learn-
ing technologies in the treatment planning of colorectal cancer (CRC), aiming to pre-
dict patient survival rates through personalized treatment plans and provide quantifiable
decision-making indicators. By leveraging medical data from the MIMIC database and the
powerful analytical capabilities of ProM software, we successfully identified key event logs
related to CRC treatment and trained a machine learning model based on these feature
pieces of information. To be more specific, the final results of the model, for instance,
predicting a survival rate of 70% (represented as 0.7), provide a confidence interval of
±0.14 (Avg_EM), indicating that the actual survival rate is likely between 56% and 84%.
This research offers a quantitative measure of treatment effectiveness uncertainty to doc-
tors and patients, aiding them in making more informed decisions. Additionally, as the
error values for different treatment options are consistent, direct input and comparison
of the predicted outcomes of the four treatment options can help to determine the best
treatment method for the patient as well. Below, we systematically answer the research
questions in this article and propose specific expansion strategies:

A1. Integrating Process Mining and Machine Learning for CRC Treatment
The application of process mining technology in this study highlights its role

in process discovery within CRC treatment planning. By analyzing open-source
databases, we extracted event logs related to CRC and discovered gender differ-
ences in treatment through visualization, aiding and validating the feasibility of
subsequent Transfer Learning with comparisons between primary and secondary
patient groups. This provided the machine learning model with rich feature in-
formation and extended research directions. The methods section also discussed
the ability and feasibility of machine learning in predicting treatment events when
dealing with time series data, bringing new perspectives and insights into CRC
treatment prediction.

A2. Impacting CRC Decision-Making through Integrated Approaches
The integrated approach adopted in this study significantly enhanced the accu-

racy and personalization of CRC treatment decisions. By offering predicted survival
rates and confidence intervals to doctors and patients, this research supports treat-
ment choices based on more comprehensive information. Moreover, the model also
considered individualized data, such as age and gender, further promoting personal-
ized customization of treatment plans, and enabling doctors to devise more precise
and effective treatment strategies for patients. On the other hand, it also assists pa-
tients and their families, with lack expert knowledge, in making treatment decisions
with quantitative benchmarks tailored to their conditions, avoiding any subjective
or norm-based erroneous decisions.

A3. Enhancing CRC Patient Outcomes with Advanced Analytics
This study demonstrates the potential of applying process mining and machine

learning in CRC treatment. Not only can it provide accurate treatment predic-
tion results, but it also has the potential to further uncover key features, thereby
significantly improving patient treatment outcomes. As technology advances, this
approach could be extended to a wider range of medical fields, using data from other
cancers or diseases, to provide personalized treatment plans for various illnesses.
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Moreover, it’s important to note that despite the achievements of this study,
there are some limitations. Data insufficiency is one of the main challenges, as the
performance of machine learning models largely depends on a vast amount of high-
quality training data. To overcome this challenge and achieve better optimization
in the future, research could consider the following directions:

• Data Integration: Combining clinical data from multiple hospitals to in-
crease data volume and diversity, improving the model’s generalizability and
accuracy.

• Feature Enrichment: Introducing more patient information as the model’s
hidden states, such as family medical history, personal medical history, dietary
habits, BMI, and lifestyle habits, to provide a more comprehensive view of the
patient’s health status.

• Technological Updates: With medical technology advancement, new treat-
ment methods and technologies continuously emerge, necessitating ongoing
updates and adjustments to the model to reflect the latest treatment options
and technological levels. Regularly optimizing the model to include the lat-
est medical knowledge and treatment methods is key to ensuring the model’s
long-term effectiveness.

Through these improvements, based on the methods of this article, it hopes to
further enhance the accuracy of personalized treatment plan prediction technology in
the future, providing stronger support and assistance for achieving truly personalized
medicine.
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Chapter VIII
Conclusion and Future Work

This study conducted an in-depth analysis of the treatment planning for colorectal
cancer through the integration of Process Mining and Machine Learning technologies,
proposing a more objective methodology. By conducting a detailed analysis of medical
data from MIMIC-III and employing advanced ProM analysis tools, key event logs related
to CRC treatment were successfully identified. Through qualitative analysis of visualized
process diagrams, the identified feature information was utilized to train a Machine Learn-
ing model, ultimately achieving effective predictions of personalized treatment plans and
providing a path for future research in feature selection.

Moreover, practically, this study offers tangible benefits to healthcare professionals
involved in the planning and administration of colorectal cancer treatments. The utiliza-
tion of this integrated approach provides a more objective and data-driven methodology
for treatment planning, which specifically aids medical practitioners by offering insights
into efficient treatment strategies and enhancing the personalized care for colorectal can-
cer patients. Hospitals and clinical institutions can also leverage the findings of this
research to improve their treatment planning systems, making use of the predictive ca-
pabilities of the developed Machine Learning model. This not only improves the quality
of patient care but also serves as a sample for incorporating advanced data analysis in
the decision-making processes, paving the way for more informed and effective treatment
methodologies in clinical practice. To further expand the applicability of this technology,
the following aspects could be considered:

• Interdisciplinary Collaboration: Collaborating with experts from various fields
can help address the issue of insufficient data, while also enhancing the accuracy
and generalizability of the model. For instance, integrating with bioinformatics can
provide deeper insights into diseases; advancing together with data science can op-
timize or develop more efficient algorithms for handling big data; and incorporating
statistical knowledge can aid in assessing the accuracy and credibility of model pre-
dictions. Such interdisciplinary collaborations can better handle complex medical
data and consider more factors to make more accurate predictions.

• Data Sharing Platform: Establishing a secure data-sharing platform with com-
pliance and permissions can encourage different hospitals and research institutions
to share medical data. This not only solves the problem of data insufficiency but also
enhances data diversity, allowing the model to more accurately reflect the treatment
responses of different populations.

• Ethical Considerations: Relevant policies and principles need to be established
to ensure the protection of patient privacy and rights when using Machine Learning
models for medical decision-making, while also preventing data leakage or expo-
sure. Innovations driven by data should also ensure that no individual’s rights are
infringed upon during the sharing of resources.

In conclusion, by adopting these methods, we can further enhance the accuracy,
usability, and reliability of personalized treatment plan prediction technology, providing
strong support for achieving truly personalized medicine. This will not only improve
patient treatment outcomes and quality of life but also bring more efficient and cost-
effective treatment solutions to the healthcare system.
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Appendix A

Reference Q1 Q2 Q3 Q4 Q5 Q6 Q7 Total
Score

[5] 0 5 2 3 4 3 2 19
[41] 3 0 0 0 3 2 1 9
[49] 3 3 2 2 4 3 2 19
[40] 1 1 0 4 5 5 4 20
[42] 0 1 1 1 2 3 1 9
[23] 0 1 0 2 5 4 2 14
[18] 0 0 2 2 2 2 1 9
[26] 0 0 0 3 2 1 5 11
[45] 0 3 0 1 4 4 3 15
[1] 0 0 0 3 2 1 5 11
[17] 0 3 0 2 3 3 3 14
[6] 0 3 0 4 5 4 4 20
[14] 0 5 0 4 4 3 4 20
[28] 0 0 2 3 1 0 3 9
[35] 0 5 2 5 5 4 4 25
[2] 0 5 0 2 5 3 3 18
[20] 0 5 0 3 5 3 4 20
[8] 0 0 0 3 3 1 3 10
[32] 0 3 0 4 5 2 3 17
[9] 3 1 0 3 4 3 5 19
[25] 0 5 0 4 5 4 3 21
[3] 2 3 0 3 3 2 5 18
[29] 0 5 3 3 4 3 4 22
[48] 3 1 0 3 2 2 2 13
[47] 3 1 0 3 4 3 2 16
[27] 0 5 3 2 4 3 3 20
[21] 0 0 0 3 2 1 2 8
[33] 2 1 0 3 2 1 2 11
[55] 0 3 0 3 4 2 3 15
[16] 0 0 0 3 3 0 2 8
[34] 0 5 0 4 4 2 3 18
[51] 0 0 1 2 4 3 2 12
[11] 0 3 0 3 3 3 2 14
[4] 1 5 0 4 3 3 3 19
[43] 0 3 0 3 3 2 3 14
[15] 0 0 0 3 2 2 1 8
[46] 0 1 0 3 4 2 1 11
[36] 0 3 0 3 3 3 2 14
[22] 3 1 0 4 4 2 4 18
[30] 0 3 0 4 4 4 4 19
[44] 1 1 3 3 3 1 3 15
[52] 0 3 0 3 3 3 4 16

Table A: Detailed Quality Assessment According to 7 Scoring Criteria
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Appendix B

Colorectal Cancer ICD9_CODE English Name

O 1492 Mal neo transverse colon
O 1493 Mal neo descend colon
O 1494 Mal neo sigmoid colon
O 1497 Malig neo ascend colon
O 1499 Malignant neo colon NEC
O 1500 Malignant neo colon NOS
O 2171 Ca in situ colon
O 2623 Mal crcnoid ascend colon
O 2624 Mal crcnoid transv colon
O 2625 Mal carcinoid desc colon
O 2626 Mal carcinoid sig colon
X 2651 Ben carcinoid asc colon
X 2652 Ben crcinoid trans colon
X 2653 Ben carcinoid desc colon
X 2654 Ben carcinoid sig colon
X 4945 Dvrtclo colon w/o hmrhg
X 5188 Pseudopolyposis colon
X 5216 Dvrtcli colon w/o hmrhg
X 5217 Dvrtclo colon w hmrhg
X 5218 Dvrtcli colon w hmrhg
X 5229 Megacolon NEC
X 5235 Anal & rectal abscess
X 5254 Anal & rectal polyp
X 5259 Anal or rectal pain
X 9860 Hx of colonic malignancy
X 9861 Hx-rectal & anal malign
X 10875 Screen malig neop-colon
X 11724 FB in intestine & colon
X 12151 Ascending colon inj-clos
X 12152 Transverse colon inj-cl
X 12153 Descending colon inj-cl
X 12154 Sigmoid colon inj-closed
X 12159 Ascending colon inj-open
X 12160 Transverse colon inj-opn
X 12161 Descending colon inj-opn
X 12162 Sigmoid colon inj-open
X 12973 Family hx colonic polyps
X 13383 Prsnl hst colonic polyps

Table B: Detailed ICD-9 Classification Results
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