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Abstract 

Introduction The mismatch between the supply and demand of oxygen in the brain is an important 

pathway that can lead to cerebral ischemia, resulting in postoperative neurological dysfunction. 

Perioperative multimodal monitoring could provide insight into cerebral oxygen balance and multiple 

processes influencing cerebral blood flow.  

Methods We conducted an observational study to assess perioperative oxygen balance. Regional and 

global saturation, cerebral blood flow velocity, cerebral activity, and vital signs were recorded. Within 

patients, differences in the supply and demand parameters between hypoxia and normoxia were 

observed. Differences in performance of autoregulation and neurovascular coupling were also 

assessed by calculating mean flow index (Mx), correlation between EEG and TCD and by performing 

transfer function analysis. 

Results We included four patients who underwent aortic arch surgery between May and October 

2022. Of the total measured data, 84.9% were rejected due to artifacts or desynchronization. Hypoxia 

was registered in 50% (2/4) of patients. In one patient, both hypoxic and normoxic saturation levels 

were measured. CBFV and high-frequency EEG powers were lower under hypoxia than under 

normoxia. Moments of impaired autoregulation were observed in hypoxia. Analysis of neurovascular 

coupling was inconclusive.  

Discussion and Conclusion Our study proves that hypoxia can occur postoperatively. Monitoring 

cerebral saturation on the intensive care may allow for patient-specific intervention, which may 

prevent or limit the occurrence of and damage from hypoxia. Conclusions about the progression of 

oxygen balance cannot be drawn because of the amount of missing data. However, the lowered flow 

and lowered activity in hypoxia suggest an oxygen imbalance. Future studies should try to obtain 

consecutive clean data with all modalities simultaneously, so that balance can be assessed. Moreover, 

saturation measurements should be as consistent as possible so that the duration and severity of 

hypoxia can be assessed. 

 

Keywords hypoxia – aortic arch surgery – postoperative neurological dysfunction – multimodal 

monitoring – oxygen balance  
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1. Introduction 
Despite advancements in surgical techniques and cerebral protection strategies, aortic arch surgery 

still comes with risks of postoperative neurological complications (PND) [1], [2], [3]. These 

complications include stroke, postoperative delirium (POD), and postoperative cognitive dysfunction 

(POCD). Neurological complications affect the quality of life and survival of patients and are associated 

with an increased length of hospital stay [4], [5], [6]. A mismatch between supply and demand of 

oxygen in the brain is considered to be one of the most important mechanisms that can lead to cerebral 

ischemia, with neurological dysfunction as a result. Perioperative multimodal monitoring could give 

insight into the multiple processes influencing the cerebral blood flow.  

1.1. Aortic arch surgery  
The aortic arch is the origin of the vessels supplying blood to the brain [7]. The structural integrity of 

the aorta can decrease, leading to dilatation or aneurysm formation. Aneurysms often develop over 

the course of many years with little to no symptoms. When left untreated, these aneurysms are at risk 

of dissection, which is life-threatening.  

Aneurysms or dissections are treated with partial or complete replacement of the aortic arch. 

Depending on the technique and the expected duration of the procedure, cooling is done to 20-25°C 

centrally. After cooling, circulation is stopped and cerebral perfusion through extracorporeal 

circulation (ECC) is started. The aorta is then opened and the replacement graft is fitted. Through 

several anastomoses, the graft and aorta are joined and circulation is reinstated. After rewarming the 

patient, the operation is completed by closing the wounds. After the procedure, the patient is 

transferred to the intensive care unit (ICU) for recovery. [8]  

Aortic arch surgery is physically demanding and, depending on the location of the repair, usually 

requires circulatory arrest and adequate cerebral protection strategies. Despite the use of these 

strategies, there is a significant risk of PND. 

1.2. Postoperative neurological complications 
Three types of neurological complications commonly found after aortic arch surgery are stroke, POD, 

and POCD.  

Ischemic stroke occurs when cerebral blood flow is interrupted or reduced and ischemia ensues or 

cardiac emboli interrupt flow in the blood vessels of the brain. After aortic arch surgery, ischemic 

lesions are found in up to 70% of patients [9], while symptomatic stroke occurs in 7.6 to 16.8% of 

patients [10], [11], [12].  

POD is an acute cognitive disorder that is common after surgery. Patients are characterized by an 

alteration in the level of attention and awareness from their baseline before surgery. The incidence of 

POD after aortic arch surgery ranges from 24 to 47% [13], [14], [15] . 

While POD presents shortly after surgery, POCD develops in the weeks after surgery and is detectable 

from the point of expected neurologic recovery, 30 days after surgery [2]. POCD refers to decrements 

from baseline in a variety of cognitive functions such as attention, concentration, memory, executive 

function, verbal fluency, and/or visual-spatial performance [3]. The incidence of POCD after aortic arch 

surgery is approximately 41% [16]. 

The etiology of PND is multifactorial and can result from the combination of a patient’s baseline 

vulnerabilities and the insults that occur during hospital stay [17], [18]. Two important 

pathophysiological processes involved are cerebral hypoxia and inflammation [19].  
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Hypoxia occurs when oxygen demand exceeds supply and this plays a central role in PND [3]. The brain 

depends on the supply of nutrients and oxygen from the blood to function properly. When cerebral 

blood flow (CBF) is insufficient, the brain has no reserve and becomes ischemic immediately [3]. Focal 

brain ischemia most commonly arises from obstruction of arterial blood flow to the brain, often 

because of stenosis or embolism. The handling of the aorta during surgery is known to disrupt 

atherosclerotic plaques causing emboli to enter the bloodstream [10]. Similarly, air bubbles can travel 

towards the brain during surgery and block the blood flow [17]. These bubbles can originate from the 

manipulations of the ECC system or inside the system as cavitation bubbles [17]. Global ischemia can 

be caused by cerebral hypoperfusion when mechanisms that control blood pressure are disrupted or 

perfusion is insufficient. Hypoperfusion can exacerbate the effect of emboli [17].  

The severity and effect of ischemic lesions depend on the size and location[3]. While larger lesions are 

recognized as stroke by clinically obvious symptoms, smaller lesions may appear asymptomatic but can 

influence cognitive function [3]. For example, injury to the motor cortex may lead to a clinically obvious 

stroke but a smaller volume of thalamic injury or frontal sub-cortical ischemic injury might only 

manifest as POCD [3].  

Inflammation is another mechanism believed to play a role in PND. Inflammation is triggered through 

several pathways including hypoxia, tissue trauma, exposure to anesthetic agents, and by use of ECC 

during the surgery itself [17], [18], [20]. These interventions activate the peripheral inflammatory 

response which increases production of reactive oxygen species and cytokines, which dysregulate the 

blood-brain barrier. As this barrier becomes more permeable, peripheral cytokines transverse towards 

the brain. This further increases the inflammatory response, resulting in a positive feedback loop [20]. 

In the brain, the cytokines activate microglia and astrocytes which produce central nervous system 

cytokines and reactive oxygen species. These processes are likely interacting to cause PND by 

promoting neurotransmitter dysregulation and network dysconnectivity, causing an imbalance in the 

neural networks [18].  

1.3. Multimodal monitoring 
Several options for neuromonitoring are available, each with its drawbacks and advantages. By 

combining multiple techniques, a more complete understanding of the physiology can be acquired [1], 

[2]. While advantageous, multimodal monitoring comes with challenges. Simultaneous recording with 

different modalities for long periods can be a logistic and practical challenge for operators. Moreover, 

recording data with different devices raises the challenge of synchronizing the multiple data streams. 

In this study, near infrared spectroscopy (NIRS), transcranial Doppler ultrasound (TCD), jugular venous 

oximetry, and Electroencephalography (EEG) are used in addition to parameters obtained from 

bedside monitoring. 

1.3.1. Near-infrared spectroscopy 
NIRS is a non-invasive optical monitoring technique that measures the concentrations of oxygenated 

hemoglobin (O2Hb) and deoxygenated hemoglobin (HHb) in the brain.  

Near-infrared light of 780 and 850nm is produced by a light source that can penetrate the scalp and 

reach the cortical surface [21], [22], [23]. Light is absorbed and scattered based on different 

chromophores present in the tissue. Chromophores are molecules that absorb specific wavelengths of 

light. In the case of NIRS, the dominant absorbing chromophores O2Hb and HHb absorb both 

wavelengths in different quantities. Therefore, the scattered light after absorption provides 

information about the amounts of O2Hb and HHb in the tissue under the assumption that the 

absorption from other tissues remains constant [24]. From amount of O2Hb and HHb the regional 

saturation (rSO2) can be calculated. The parameter for rSO2 is tissue saturation index (TSI). 
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NIRS has been used in research and clinical practice and has been shown to measure cerebral 

desaturation with changes in CBF, and physiologic studies have showed validity for the measurement 

of cerebral oxygenation [2]. In cardiac surgery, NIRS is used to guide adequate perfusion during CPB 

[25]. A survey of cardiac anesthesiologists showed that 59% use cerebral oximetry monitoring in aortic 

arch surgery [2].  

NIRS devices are usually placed on the forehead to continuously monitor regional saturation in the 

prefrontal cortex. This represents the most distal tissue supplied by both the anterior cerebral artery 

(ACA) and middle cerebral artery (MCA), which is the most vulnerable to hypoperfusion [26]. While 

continuous monitoring is advantageous, it comes at the cost of low spatial resolution when only the 

prefrontal cortex is monitored. Hypoxic regions outside the NIRS-monitored zone are missed.  

1.3.2. Transcranial doppler ultrasound 
TCD is a noninvasive technique that can measure cerebral blood flow velocity (CBFV) in the MCA. High-

frequency sound waves (2MHz) are sent through the skull and reflect off the blood cells moving 

through the blood vessels [2]. The frequencies of the reflections differ depending on the direction and 

speed of the blood, owing to the Doppler effect [27]. Reflections are, therefore, converted into 

velocities, providing a real-time assessment of CBFV patterns. CBFV is commonly used as a surrogate 

for CBF, under the assumption that artery diameter remains constant [2]. Measurement of MCA 

velocity has shown a good correlation with changes in CBF, and a reduced CBFV is associated with 

cerebral ischemia in patients undergoing carotid endarterectomy [28]. Furthermore, TCD combined 

with arterial blood pressure (ABP) allows for the assessment of cerebral autoregulation. Assessing the 

individual limits of autoregulation with subsequently adjusted blood pressures showed improved 

neurologic outcomes [2]. 

While the possibilities for non-invasive continuous monitoring are advantageous, TCD also has 

limitations. Most notably, the CBFV is only a surrogate marker for the flow and the cerebral flow is the 

parameter of interest. Furthermore, TCD is limited by the required technical skill during use and 

interpretation, susceptibility to artifacts, and loss of signal [2].  

1.3.3. Electroencephalography 
EEG monitors the electrical activity generated in the cerebral cortex. Neuronal spiking in the cortex 

generates extracellular electrical potentials, caused by postsynaptic potentials and neuronal 

membrane hyperpolarization [29]. The layout of firing pyramidal neurons allows for the production of 

larger local field potentials because the dendrites of the neurons run parallel to each other and 

perpendicular to the scalp [30]. EEG measures these potentials between electrodes applied on the 

scalp. Applying electrode placement according to the international 10-20 system allows for 

reproducibility and standardized interpretation of signals [31]. The resulting EEG channels display a 

wide range of frequencies, which are divided into five frequency bands. The frequency of the signals 

describes the firing pattern of neurons and is associated with different behavioral and 

neurophysiological states [32]. The five frequency bands are delta (0-4 Hz), theta (4-8 Hz), alpha (8-16 

Hz), beta (16-32 Hz), and gamma (>32 Hz). 

Reduced oxygen delivery can actively decrease neural activity and EEG slowing, which shows a 

decrease in the amplitude of higher frequency alpha and beta waves and increases in amplitude of 

lower frequency theta or delta waves [28]. Further reduction of oxygen results in an isoelectric EEG 

pattern, indicating extreme suppression of neural activity [2]. The response of EEG to oxygen depletion 

allows the detection of cortical ischemia [32]. Quantitative EEG indices, which are sensitive to the 

power of delta relative to faster activity, have proven particularly informative for detection of ischemia 

[33]. One of these indices is the delta-to-alpha ratio (DAR), which compares delta to alpha band power. 
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Several observations indicate that continuous monitoring of DAR can aid bedside assessment of the 

efficacy of acute reperfusion therapies [33], [34], [35]  

While EEG changes are specific to ischemia, reliability is tempered by confounding factors. Depth of 

anesthesia, medications, hypothermia, and pre-existing cortical injury all are confounding factors that 

limit the sensitivity of EEG for detecting cerebral ischemia [36]. Hypoxic events deeper in the brain will 

go unnoticed, further limiting sensitivity [28]. Additionally, EEG monitoring is very sensitive to artifacts 

and interference, and disturbances can make obtaining reliable data difficult. [32] 

1.3.4. Jugular venous oximetry 
Jugular venous oximetry can provide insight into the global oxygenation of the brain. The technique 

requires retrograde placement of a bulbus catheter into the jugular venous bulb via the internal jugular 

vein [28]. Sampling of blood from the catheter permits blood gas analysis of venous blood draining 

from the brain. Combined with arterial blood gas analysis, jugular venous blood gas analysis allows for 

the calculation of several parameters of interest, such as the jugular venous oxygen saturation (SvjO2), 

the content of arterial (CaO2) and jugular venous (CvjO2) oxygen, and the global oxygen extraction 

fraction (O2EFvj). The O2EFvj represents the proportion of oxygen extracted by tissue as blood passes 

through the capillaries. Changes reflect underlying changes in oxygen metabolism of the tissue and 

can be an indicator of cell stress or death in normal aging or cerebrovascular conditions such as 

Alzheimer's disease, Parkinson's disease, and ischemic stroke. [37] 

1.4. Regulatory mechanisms of cerebral blood flow 
Due to the high metabolic rate of the brain, combined with limited energy storage adequate cerebral 

perfusion is crucial [38]. Hypo- or hyperperfusion will result in a mismatch of oxygen supply and 

demand. Multiple hemodynamic mechanisms regulate CBF to ensure perfusion is optimal. For the aim 

of this thesis, cerebral autoregulation and neurovascular coupling will be discussed. 

1.4.1. Cerebral autoregulation 
Cerebral autoregulation describes the ability of the cerebral vasculature to keep a constant cerebral 

perfusion despite variations in ABP [38]. Increases in ABP cause blood vessels to constrict raising 

resistance and reducing flow. Decreases in ABP cause vascular dilatation and increases in CBF. “Static” 

autoregulation describes the effect of steady-state ABP changes on CBF. The lower and upper limits of 

autoregulation are variable and can be influenced by factors such as chronic hypertension [38]. 

“Dynamic” autoregulation is referred to as the ability of autoregulation to adapt CBF in relation to the 

speed of the ABP change. The autoregulation functions as a high-pass filter (Figure 1) [38]. If the ABP 

changes quickly, the response in autoregulation lags and it takes time before CBF is corrected. If the 

ABP changes slowly the cerebral autoregulation maintain stable CBF. While static and dynamic 

autoregulation are two terms, they both describe the same physiological phenomenon. 

Hypoperfusion and ischemia occur at pressures below the lower limit because the autoregulation fails 

to maintain sufficient perfusion. At pressures above the upper limit, force-mediated dilation occurs, 

resulting in increased flow, edema, and hyperperfusion. If impaired or lost, the cerebral vasculature is 

unable to keep CBF stable in the same blood pressure range as before. The plateau as seen in Figure 

1a can shift and become smaller, bringing the lower and upper limits closer together. Fully lost 

autoregulation will have no plateau in which CBF is kept stable. Outside of the range of autoregulation 

the CBF passively follows changes in ABP, which leads to hypo- or hyperperfusion more easily [38].  
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Several studies have suggested that autoregulation may be lost during aortic arch surgery and have 

advocated adequate perfusion pressure management [1], [39]. The function of cerebral autoregulation 

can be assessed in the time domain as the correlation between the mean arterial pressure (MAP) and 

CBFV or rSO2. In the time domain, the mean flow index (Mx) has been used to assess dynamic cerebral 

autoregulation in several studies with a variety of patient categories, and for some of these, a poor 

outcome has been linked to more profoundly disturbed autoregulation [40]. 

Intact autoregulation is indicated by an Mx of approximately zero (CBF and MAP are not correlated). 

Impaired autoregulation is indicated by an Mx approaching +1 (CBF correlates and passively follows 

MAP). There is currently no consensus on the exact cutoff, and cutoffs may vary between patients [41].  

To study autoregulation in the frequency domain, transfer function analysis (TFA) is performed. TFA is 

based on the concept that autoregulation minimizes the effect of ABP oscillations on CBFV [38], [42]. 

With completely impaired autoregulation each oscillation in ABP would cause an oscillation of a similar 

duration, magnitude, and frequency in CBFV. Assuming the autoregulation behaves like a linear control 

system, TFA expresses the relation between the input (ABP) and output (CBFV) in coherence, gain, and 

phase.  

The gain presents the relative power between the signals, with higher gain corresponding to a larger 

effect of the ABP on the CBFV. The phase represents the timing between the signals, thus quantifying 

the shift in time of the ABP compared to the CBFV. The coherence represents the fraction of output 

(CBFV) that is linearly explained by the input (ABP) [42]. 

TFA is applied over three frequency bands: very low frequencies (VLF), low frequencies (LF), and high 

frequencies (HF) corresponding to 0.02-0.07 Hz, 0.07-0.20 Hz, and 0.20-0.50Hz respectively. These 

frequency bands show different characteristics in gain, phase, and coherence, as described in the 

CARnet study [43]. 

 

 

 

 

Figure 1: On the left side, the static autoregulation with on the horizontal axis arterial blood pressure (ABP) and on the vertical 
axis cerebral blood flow (CBF). Between 50 and 110 mmHg the CBF is kept constant, despite rising ABP. Outside of these 
ranges, the CBF follows the ABP passively. On the right side, is the effect of dynamic autoregulation. On the horizontal axis is 
a time scale and on the vertical axes, CBF in blue and ABP in red are visualized. Very slow changes in ABP have little effect on 
the amplitude of the CBF, while quick changes have a large effect. Figure adapted from Claassen et al. [38] 
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1.4.2. Neurovascular coupling 
Neurovascular coupling (NVC) describes the adaptation of CBF to changes in cerebral metabolism [44]. 

The neurovascular unit is a complex structure that consists of endothelial cells, neurons, smooth 

muscle cells, pericytes, and astrocytes. The cells of the neurovascular unit sense changes in local 

neuronal activity and cause changes in local blood flow, mediated by transmission through astrocytes 

[45]. In the absence of active NVC, an increase in neuronal activity will not be accompanied by an 

increase in cerebral blood flow and cerebral supply and demand will be out of balance, resulting in 

possible neurological complications [46]. Several risk factors are believed to impair NVC, including 

stroke, hypertension, hypotension, and increased age [46].  

As the EEG contains information on neural activation and TCD allows for insight into CBF supply, 

combining EEG and TCD allows for insight into NVC. As CBF should increase with increases in activity, 

CBFV and the DAR should show a correlation. As the DAR is expected to decrease with increases in 

activity, the correlation between the CBFV and DAR is expected to be negative. 

1.5. Hypothesis 
A mismatch between the supply and demand of oxygen in the brain is considered to be one of the 

most important pathways that can lead to cerebral ischemia, with neurological dysfunction as a result. 

Perioperative multimodal monitoring could give insight into the multiple processes influencing the 

cerebral blood flow. 

In this thesis, we focus on monitoring the balance between supply and demand of cerebral oxygen. 

We focus on the peri-operative occurrence of hypoxia. Patients go into surgery without brain injury 

and during or after the procedure they can develop neurological complications. We hypothesize that 

during or after the procedure moments of oxygen disbalance can occur, resulting in lowered regional 

saturation in the brain. As a primary objective, we aim to study the change in regional cerebral 

saturation through NIRS and jugular venous oximetry. At moments of hypoxia, we want to study the 

balance between supply and demand. Supply will be measured as cerebral blood flow velocity in the 

middle cerebral artery measured through TCD. Demand is quantified by the electrical activity in the 

cortex measured through EEG. As a secondary objective, we aimed to study underlying 

cerebrovascular mechanisms of cerebral autoregulation and neurovascular coupling at moments of 

disbalance. We suspect that these mechanisms may be altered during these moments.  
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2. Synchronization issue 
The test setup simultaneously collected NIRS, TCD, and bedside monitor parameters on a single 

computer and merged these data streams in the Intensive Care Monitor software (ICM+, Cambridge 

Enterprise, University of Cambridge, U.K.). Data from the bedside monitor imported into ICM+ showed 

moments of data loss. ABP, ECG, and global saturation (SpO2) dropped instantaneously to -99999 and 

returned to physiological values shortly after. The TCD and NIRS signals in the ICM+ file did not exhibit 

this behavior. After ABP and ECG returned, phase shifts were observed between the ABP and TCD 

signal. Figure 2 shows the data gaps and their effects on data synchronization. The occurrence of these 

data gaps appeared irregular in frequency and could be seen in all datafiles of this study. The effect of 

these data gaps on the synchronization between bedside monitor parameters, NIRS, and TCD was 

unknown.  

      

Figure 2: Occurrence of the data gaps over time and their effect. On the left, a data gap is present in the arterial blood pressure 
(ABP), while the transcranial Doppler (TCD) signal remains unaffected. At least one beat is lost, and a phase shift is visible. On 
the right, eight data gaps (marked with blue arrows) are present in the ABP signal over a 25-minute timespan. 

Due to the shifts in bedside monitor data, it was unclear whether data of the ICM+ dataset was still 

synchronized with the NIRS dataset in Oxysoft (3.0.103.3, Artinis Medical Systems, Elst, The 

Netherlands) and the EEG dataset in BrainRT. Figure 3 shows an overview of the monitoring setup and 

its data streams. Two problems appear in the overview: data gaps appear in data from the bedside 

monitor (1) and possible desynchronization of NIRS between ICM+ and Oxysoft datafiles (2).  

From our setup, three data files were produced. All three files should be synchronized based on the 

internal clocks of both computers (Figure 3) as both computers had been synchronized with local area 

network time before measuring. The TSI parameter was calculated in Oxysoft, giving the need for good 

synchronization between Oxysoft and ICM+ data. While NIRS was imported into ICM+, the method 

ensured only importing of O2Hb and HHb averages and not waveforms or TSI waveforms. To test 

synchronization, O2Hb from the ICM+ and the Oxysoft dataset were inspected. 



13 
 

 

Figure 3: An overview of the monitoring setup. Bedside monitor parameters, transcranial Doppler (TCD) data, and near-
infrared spectroscopy (NIRS) data are collected by computer 1. Arterial blood pressure (ABP), electrocardiogram (ECG), and 
saturation (SpO2) are streamed directly into ICM+ via the RS232 cable. In this data, problem 1: the data gaps occur. TCD data 
is collected in the DWL software, and the cerebral blood flow velocity (CBFV) is streamed to ICM+. NIRS data is collected by 
the Oxysoft program and O2Hb and HHb are streamed to ICM+ as averaged values. Here occurs problem 2: O2Hb in the ICM+ 
dataset was asynchronous with the Oxysoft dataset. 

2.1. The scope of the problem 
Figure 4 displays the frequency of data gaps over time and the difference in phase between heartbeats 

for one of the recordings at the ICU. On the left, a gap length of 0.256 seconds can be observed 

regularly, but the gap length is otherwise random. This semi-regular occurrence of data gaps of length 

0.256 seconds was observed in five out of eight recordings. On the right, the difference in phase 

between the ABP and CBFV waves before and after the data gap is plotted against the length of the 

data gaps. Note that a shift with the duration of one or multiple heartbeats, would appear as a phase 

shift of 0 and this method only illustrates the variability of the effect of the data. This analysis 

confirmed the suspicion that the occurrence and effect of data gaps were unpredictable, despite the 

presence of a semi-regular pattern.  
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Figure 4: On the left, the occurrence of data gaps and gap length over time. On the horizontal axis, the time of recording in 
the ICU is shown. On the vertical axis, the gap length in seconds shows how long data appears to be missing. In the right 
graph, the effect of gap length on phase shift between beats before and after the gaps. 

Table 1 shows the occurrence of the data gaps for all recordings. The average time between data gaps 

was 7 minutes and 5 seconds overall recordings. Data gaps occurred more regularly in the OR, on 

average every 5 minutes and 3 seconds. In the ICU the gaps occurred every 9 minutes and 38 seconds. 

The overview of the occurrences shows high variability in frequency between recordings, further 

confirming the irregularity of the data gaps. The high number of gaps per measurement strengthens 

the suspicion that small phase shifts could possibly add up to a substantial phase shift between data 

from the bedside monitor and other data streams. 

Table 1: An overview of the occurrence of data gaps. The amount, median gap length, total duration of the recording, and 
frequency of gaps over time are shown per patient. OR: operating room, ICU: intensive care unit 

 Patient 1 Patient 2 Patient 3 Patient 4 

 OR ICU OR ICU OR ICU OR ICU 
Amount 68 115 59 67 69 156 64 80 
Median gap 
length (s) 

0,256 0,320 0,256 0,256 0,256 0,288 0,248 0,256 

Recording 
duration 

05:36:51 15:43:39 05:29:03 15:38:09 04:56:44 14:59:53 03:03:44 14:02:14 

Gaps/time 00:04:57 00:08:12 00:05:35 00:14:00 00:04:18 00:05:46 00:02:52 00:10:32 

 

2.2. The relevance of the data gaps 
The phase shift caused by the data gaps caused a problem in the data analysis. In TFA, phase shift is 

one of the outcome measures, and multiple data gaps in a recording could result in a larger phase shift, 

influencing outcomes. Variations in correlation due to desynchronization could influence Mx outcomes 

because the Mx measures correlation between the ABP and CBFV. Furthermore, desynchronization 

between the ICM+ and Oxysoft, and BrainRT software would be problematic as the TSI from the 

Oxysoft dataset was linked to the TCD parameters from the ICM+ dataset. As this study is part of a 

larger observational study, guaranteeing data quality was crucial. Therefore, inclusion of new patients 

had to be postponed until this problem was resolved.  
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2.3. The cause of the data gaps 
While the data gaps occurred in the ABP signal, it was possible that NIRS and/or TCD were causing 

problems in ICM+ that resulted in ABP desynchronization. It was therefore important to rule out 

influences of the different techniques on the problem. This included the possible influence of a fault 

in the RS232 cable or differences between bedside monitor models.  

We performed 20 measurements in different setup combinations, after which it became clear that 

without the involvement of other techniques, data gaps were present. Table 2 shows an overview of 

the setup combinations. The cable or monitor model did not influence the occurrence of data gaps. 

We concluded that the problem lay in the communication between the bedside monitors and the 

incoming data stream into ICM+.  

 

 

Table 2: An overview of the different setup combinations. TCD: transcranial Doppler, NIRS: near-infrared spectroscopy, ICM+: 
intensive care monitoring software 

Setup combination Goal Outcome 

Bedside monitor parameters, 
TCD, and NIRS in ICM+. NIRS in 
Oxysoft 

Test the occurrence and 
frequency of data gaps 

Data gaps present in ICM+ file 

Bedside monitor parameters, and 
NIRS in ICM+. TCD running in 
DWL. NIRS in Oxysoft. 

Rule out TCD influence Data gaps present in ICM+ file 

Bedside monitor parameters, and 
NIRS in ICM+. TCD turned off. 
NIRS in Oxysoft. 

Rule out TCD influence Data gaps present in ICM+ file 

Bedside monitor parameters, and 
TCD in ICM+. NIRS running in 
Oxysoft 

Rule out NIRS influence Data gaps present in ICM+ file 

Bedside monitor parameters, and 
TCD in ICM+. NIRS turned off 

Rule out NIRS influence Data gaps present in ICM+ file 

Bedside monitor parameters in 
ICM+ 

Test if gaps are present 
without NIRS and TCD 

Data gaps present in ICM+ file 

Bedside monitor parameters in 
ICM+, using a different RS232 
cable 

Rule out influences of the 
RS232 cable 

Data gaps present in ICM+ file 

Bedside monitor parameters in 
ICM+, using a MP70 monitor 
model 

Rule out influences of the 
monitor model 

Data gaps present in ICM+ file 

Bedside monitor parameters in 
ICM+, using a MX800 monitor 
model 

Rule out influences of the 
monitor model 

Data gaps present in ICM+ file 
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2.4. Solving the problem 

2.4.1. Software updates to ICM+ 
We contacted the developers of the ICM+ program. After sending initial data and elaborating on the 

data gaps problem, tests were run to solve the problem. Between July and November 2023, another 

22 tests were run in cooperation with the developers. Software updates and configuration profiles for 

ICM+ were provided for each test. The software updates were provided to improve ICM+, while the 

configuration profiles were constructed to give the developers insight into the metadata of the 

program. Some tests were run with TCD and/or NIRS, while others were run with just the bedside 

monitor. After each test, data and metadata were sent to the developers. After the last test on 

November 29, we received confirmation from the developers of the ICM+ program that the problems 

had been resolved. This makes it possible to restart patient inclusions without desynchronization or 

data loss. 

2.4.2. Time axis comparison between the ICM+ and Oxysoft datasets 
Due to the phase shift from the data gaps, it was not known if the ICM+ data would still have the 

correct synchronized time. To verify the synchronization between the ICM+ and Oxysoft datasets, O2Hb 

of both datasets were visually inspected. Time shifts were determined based on morphology of the 

signals. There was a time shift between Oxysoft and ICM+ O2Hb visible between 0 and 12 seconds all 

but one datafile. Notably the time shift varied within files, often increasing with the duration of the 

measurement. In the remaining datafile, a time shift of 31 minutes and 50 seconds was observed (see 

Figure 5). This file also showed differences in O2Hb, even when corrected for time shift. This may 

possibly be due to the method of importing NIRS into ICM+. While TCD data is imported as raw 

waveforms, NIRS data is imported as averaged data. While Oxysoft collects data at 50Hz, the data 

stream in ICM+ is averaged and down sampled to 1Hz. It is unknown whether this difference in 

importing method between TCD and NIRS was the cause of the difference between NIRS and Oxysoft 

O2Hb data.  

To correct for the time shifts, raw and ICM+ data were plotted and the ICM+ data was shifted to line 

up with the raw data based on the morphology of the signal. The same time shift was performed on 

the whole ICM+ datafile, also shifting the CBFV.  

 

 
Figure 5: The comparison between the ICM+ and Oxysoft dataset. A time shift of 31 minutes and 50 seconds between raw 
near-infrared spectroscopy (NIRS) (red) and ICM+ NIRS (blue) is visible. Note the differences in O2Hb and the jumps in the 
ICM+ dataset. 
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2.4.3. Repair of the original dataset 
To allow for TFA and calculation of the Mx, resynchronization of existing data was necessary. To achieve 

resynchronization, we received help from Nick Eleveld MSc. at the UMCG [47]. At the UMCG a novel 

algorithm had been developed to synchronize the ABP and TCD data based on their correlation. Both 

signals were high pass filtered with cutoff at 0.5Hz to remove drift. Based on the correlation a time 

shift between signals was calculated and by compensating for the time shift data was resynchronized. 

The presence of heartbeats was necessary for the functioning of the algorithm. This meant that during 

ECC data could not be synchronized. Data gaps as well as other artifacts caused a drop in correlation 

and therefore a variable time shift. Therefore, data could not always be synchronized due to poor signal 

quality. 

After receiving the resynchronized data from the UMCG, data was visually inspected to check if the 

synchronization was successful. Data was included if artifact-free and the time shift between ABP and 

TCD was corrected. 6 out of 8 total datafiles (2 per files per patient) allowed for TFA as there were 

more than 10 minutes of consecutive resynchronized data. In one file, TFA was only possible after 

combining two segments of resynchronized data and in the final file, TCD quality was insufficient. The 

maximum time shift between ABP and TCD data was up to 12 seconds, showing the significance of 

desynchronization and the necessity for repair. 

In this study, the resynchronized data was used in the calculation of the Mx and TFA, due to the need 

for ABP which were affected. All other calculations were performed on original data that didn’t show 

data loss. 
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3. Methods 

3.1. Study design and population 
We performed an observational trial in adult patients undergoing elective open aortic arch surgery. 

This study was approved by the Committee on Human Research (CMO) and registered as file 

NL76089.091.20. Exclusion criteria were a rescue or emergency procedure, history of neurological 

disease (known to influence cerebral blood flow and oxygenation), and failure to obtain informed 

consent. 

3.2. Data acquisition 
Demographic and clinical data were collected. Measurements were started after induction of 

anesthesia and continued during surgery and at the ICU. NIRS, TCD EEG, and parameters from the 

bedside monitor were collected continuously from the start of the anesthesia until 06:00 the next 

morning in the ICU. Blood samples were collected from the jugular bulb catheter and arterial catheter 

at the start of anesthesia, during ECC, end of surgery, upon admission at the ICU, and at 20:00PM, 

00:00AM, and 06:00AM the next morning (Figure 6). 

 
Figure 6: Moments of measuring. NIRS, TCD, and EEG were monitored continuously, while bulbus samples were taken on 
predetermined moments. NIRS: near-infrared spectroscopy, TCD: transcranial doppler, EEG: electroencephalogram, ECC: 
extracorporeal circulation, ICU: intensive care unit 

The NIRS device (Artinis Medical Systems, Elst, the Netherlands) was placed on the forehead and data 

was recorded in the Oxysoft program (3.0.103.3, Artinis Medical Systems, Elst, The Netherlands). 

TCD of the MCA was performed with a Multi-Dop T device (DWL, Compudemics Germany GmbH). Two 

2 MHz probes were aimed through the temporal window and fixated on a head frame.  

Parameters from the bedside monitors, such as ABP, ECG, and SpO2, were imported through a RS232 

cable. The Philips InteliVue MP70 and MX800 bedside monitors are used in the ICU of the 

Radboudumc. In the OR the MX800 model is used. 

EEG was performed by placing nine silver-chloride cup electrodes one the scalp 10-20 following the 

international 10-20 system (O1, O2, T3, C3, Cz, C4, T4, F1 & F2). The FP1 and FP2 positions were 

inaccessible due to the placement of the INVOS, BIS, and Portalite electrodes. Therefore, F1 and F2 

were used instead. Data was recorded in the BrainRT program. 

Arterial and jugular blood samples were collected for blood gas analysis from a 7-Fr single-lumen 

catheter inserted with the tip into the jugular bulb. Monitoring of blood pressure and arterial blood 

sampling was performed with the use of a catheter in the radial artery.  
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3.3. Synchronization approach 
To ensure synchronization of data streams, the NIRS and TCD programs ran on the same computer as 

the Intensive Care Monitor software (ICM+, Cambridge Enterprise, University of Cambridge, U.K.) and 

these data streams were combined with data from the bedside monitor and simultaneously collected 

in one ICM+ file (Figure 3). TCD was imported as raw waveform data, whereas O2HB and HHb were 

imported as average values over time. To ensure synchronization with the EEG dataset, which was 

obtained with a different computer, the internal time of both computers was synchronized with local 

area network time. The TSI parameter was calculated in the Oxysoft program retrospectively, meaning 

this parameter could not be imported into ICM+. 

3.4. Monitoring approach 
To study the occurrence of hypoxia, regional saturation was measured using NIRS. A decrease in TSI of 

more than 10% from baseline or a saturation below 50% for 5 minutes or longer was defined as hypoxia 

[2], [26]. Baseline TSI was defined as the maximum TSI in the period between induction of anesthesia 

and surgical incision. 

For the primary objective, TCD and EEG data were assessed during segments where NIRS, TCD, and 

EEG were simultaneously present, to gain insight into supply and demand. For the secondary objective, 

resynchronized ABP and TCD data were assessed when NIRS was present. 

To evaluate oxygen supply, mean CBFV was used. A higher velocity suggests a higher flow and therefore 

a higher oxygen supply. To evaluate the oxygen demand, EEG power was used. A higher EEG power in 

higher frequency bands suggests more neural activity and therefore more oxygen consumption. The 

frequency content was evaluated through the EEG band powers. From the frequency band power, the 

DAR was calculated. To study the balance between oxygen supply and demand the O2EFvj was 

calculated. 

3.4.1. Near-infrared Spectroscopy 
The parameter of interest for NIRS was regional cerebral oxygen saturation (rSO2), measured as the TSI 

[48]. Low TSI is a sign of hypoxia. This parameter describes the ratio of O2Hb to total Hb, calculated as: 

 
𝑇𝑆𝐼 =  

𝑂2𝐻𝑏

𝑂2𝐻𝑏 + 𝐻𝐻𝑏
  

(1) 

In this study, averages were calculated over 30-second windows with 50% overlap. As most 

hemoglobin within the head lies in the venous compartment, a normal rSO2 is around 70%, with a 

range of 50% to 75%, with the assumption of a fixed venous-to-arterial ratio [26]. Inter-individual 

variability has been demonstrated in healthy volunteers, and a meta-analysis of preoperative rSO2 in 

cardiac surgery patients found a 95% reference range of 51% to 82%, with a mean baseline of 

approximately 66% [26].  

3.4.2. Transcranial doppler ultrasound 
The mean flow velocity can be derived from the CBFV by averaging over time. In this study, average 

CBFV was calculated over 30-second windows with 50% overlap. Under the assumption that artery 

diameter remained constant, CBFV was used as a surrogate for CBF [27]. A higher velocity suggests a 

higher flow rate, and therefore, a higher supply of blood and oxygen. The normal range of mean CBFV 

is between 49.6 – 56.6 cm/s [49]. In this study, TCD was applied bilaterally to the MCA to assess the 

oxygen supply. The bilateral approach can be used because asynchrony in the CBFV between 

hemispheres can indicate stenosis or hypoperfusion [28]. In this study, however, the bilateral approach 

was chosen to improve the chance of a data stream with sufficient data quality.  
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3.4.3. Electroencephalography 
EEG was used to provide insight into the demand for oxygen. The raw data in the EEG dataset was re-

referenced in a bipolar longitudinal montage. The frequency content was evaluated with the use of 

average spectrograms over all channels. Powers per frequency band were averaged over 30-second 

windows with 50% overlap. Different levels of cortical activity generate different frequencies and EEG 

power levels. Higher EEG power in higher frequency bands suggests greater neural activity and 

increased oxygen consumption [32]. This allowed for the use of EEG power as a surrogate for oxygen 

demand. The relative frequency band power was calculated for all frequency bands according to: 

 
𝐸𝐸𝐺 𝑏𝑎𝑛𝑑 𝑝𝑜𝑤𝑒𝑟(𝛿, 𝜃, 𝛼, 𝛽, 𝛾) =

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑏𝑎𝑛𝑑 𝑝𝑜𝑤𝑒𝑟(𝛿, 𝜃, 𝛼, 𝛽, 𝛾)

𝑇𝑜𝑡𝑎𝑙 𝐸𝐸𝐺 𝑝𝑜𝑤𝑒𝑟
 

(2) 

From the EEG band power, the delta-to-alpha ratio was calculated as: 

 
𝐷𝐴𝑅 =

𝐸𝐸𝐺 𝑝𝑜𝑤𝑒𝑟 𝛿

𝐸𝐸𝐺 𝑝𝑜𝑤𝑒𝑟 𝛼
 

(3) 

3.4.4. Jugular venous oximetry 
The SvjO2 measures global oxygenation, with a normal range of 55% to 75%. The SvjO2 has a high 

specificity, but a low sensitivity for focal ischemia [2]. Despite the low sensitivity for focal ischemia, the 

SvjO2 was used to test the agreement between NIRS and jugular venous oximetry. A SjvO2 lower than 

50% suggests inadequate cerebral oxygenation, due to increased demand or decreased supply [2]. 

When cerebral demand exceeds supply, the saturation decreases as oxygen extraction increases. 

The CaO2 and CvjO2 were calculated with the following equations: 

 
𝐶𝑎𝑂2 (𝑚𝑙 ∗ 𝑑𝑙−1) = [𝐻𝑏] ∗ 1.36 ∗

𝑆𝑎𝑂2

100
+ 0.003 ∗ 𝑃𝑎𝑂2 

(4) 

 
𝐶𝑣𝑗𝑂2 (𝑚𝑙 ∗ 𝑑𝑙−1) = [𝐻𝑏] ∗ 1.36 ∗

𝑆𝑣𝑗𝑂2

100
+ 0.003 ∗ 𝑃𝑣𝑗𝑂2 

(5) 

with 1.36 as the constant describing the amount of oxygen bound per gram of hemoglobin and the 

constant 0.003 representing the amount of oxygen dissolved in plasma. Note that the CaO2 was 

calculated with SaO2 and PaO2 which are derived from arterial blood gas samples. The arterial and 

jugular venous oxygen contents were used to calculate the O2EFvj [50]. The oxygen extraction fraction 

is the ratio of extracted oxygen to arterial oxygen content. In this study, the parameter gave insight 

into the balance between supply and demand. A normal O2EFvj is around 38%. A higher O2EFvj suggests 

more oxygen supply than demand and a lower O2EFvj suggests higher demand than supply. The O2EFvj 

can be calculated using: 

 
𝑂2𝐸𝐹𝑣𝑗 (%) =  

𝐶𝑎𝑂2 − 𝐶𝑣𝑗𝑂2

𝐶𝑎𝑂2
∗ 100% 

(6) 
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3.5. Data preprocessing 
Data was preprocessed and analyzed with Python 3.11.4 (Python Software Foundation, Wilmington, 

Delaware, United States). 

NIRS data in Oxysoft had an initial sampling frequency of 50 Hz. TCD from the ICM+ dataset was 

resampled in the program from 100Hz to 125Hz.  

NIRS was first visually inspected for artifacts. Short periods (up to three beats) of large artefacts, where 

the physiological waveforms were distorted, were removed, and replaced by linearly interpolated 

values. After interpolation of the NIRS, artifact-free segments of minimally 5 minutes were included 

for the primary objective, and segments of minimally 10 minutes were included for the secondary 

objective. If data segments had more than the minimum amount of data, the full artifact free segment 

was included. Selected segments were saved for further processing. 

Then, ICM+ and Oxysoft data were checked for sufficient synchronization. Synchronization between 

the Oxysoft and ICM+ NIRS datasets was considered sufficient if the time shift was less than 5 minutes 

and did not cause a segment to switch from label normoxia to hypoxia or vice versa. If necessary, ICM+ 

data was adjusted to the Oxysoft time axis in accordance with chapter 2 for both the primary and 

secondary objectives.  

TCD and EEG data were visually inspected for artifacts for the primary objective. For the secondary 

objective, resynchronized TCD and ABP were inspected for artifacts and successful synchronization. 

Short periods (up to three beats) of large artifact, where the physiological waveforms were distorted, 

were removed, and replaced by linearly interpolated values. 

The EEG was filtered with a bandpass filter with a low cut-off of 0.5 Hz and a high cut-off of 45 Hz. 

Afterward, artifacts from cardiac activity and eye movements were eliminated with the use of a two-

stage adaptive filter based on the method of Correa et al (2007) [51]. The frequency content was 

evaluated with the use of average spectrograms over all channels. The power spectral density was 

computed according to Welch’s method. A Hann window of 20 seconds was chosen to obtain a 

frequency resolution of 0.1 Hz. By moving the Hann window across the signal with an overlap factor 

of 50% the spectrograms were computed. The band power and DAR were calculated using formulas 3 

and 4 respectively. 

For the secondary objective, minimally 10 minutes of artifact-free data was necessary. Preprocessing 

for the Mx and TFA was performed in accordance with the recommended methodology [41], [52], [53].  

To improve the number of datapoints for TFA, segments longer than 20 minutes were put into 20-

minute windows with 80% overlap. A 20-minute window was chosen as a balance between quality and 

quantity of analysis. Data segments between 10 and 20 minutes were analyzed without windowing. 

Raw CBFV and ABP waveforms were converted into beat-to-beat data. All beat-to-beat data was then 

linearly interpolated and resampled at 5Hz to obtain equidistant data points. After creating equidistant 

data points filtering data was not recommended, but the mean value was removed from each segment 

[52].  

In the calculations for the NVC, EEG was preprocessed and divided into frequency bands as described 

under the primary objective. Short periods (up to three beats) of large artifact, where the physiological 

waveforms were distorted, were removed, and replaced by linearly interpolated values. 
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3.6. Data analysis 

3.6.1. Parameters over time 
The incidence of hypoxia in time was evaluated by inspecting mean TSI, CBFV, and relative EEG powers 

per frequency band over time. 

3.6.2. The NIRS versus the jugular venous oximetry 
Jugular venous oximetry measurements within an hour of available NIRS segments were included. The 

average TSI within the hour of the jugular venous oximetry measurement was calculated and evaluated 

against the SvjO2.  

3.6.3. Altered supply and demand in hypoxia 
Comparison of supply and demand was done within patients and not between patients, due to the 

low number of patients. For each preprocessed window, TSI were compared against baseline values. 

TSI lower than 10% from baseline or TSI below 50% were classified as hypoxic. Otherwise, the window 

was classified as normoxic. Mean CBFV, DAR and EEG power per band were classified as hypoxic or 

normoxic based on the TSI at that time. TSI values within an hour of taking the jugular venous oximetry 

measurement were averaged and evaluated against the O2EFvj. 

3.6.4. Cerebral autoregulation 
Cerebral autoregulation was analyzed through the calculation of the Mx and through TFA. 

3.6.4.1. Mean flow index 

For calculating the Mx, we used the most common approach as described by Olsen et al. [41], [54]. 

The ABP and CBFV were time-integrated as non-overlapping 10-second mean values [55]. This was 

done to eliminate high-frequency noise from the respiratory and pulse frequencies while allowing 

oscillations that occur below 0.05 Hz to remain. TCD and arterial ABP waveforms were then high pass 

filtered with a cutoff set at 0.003 Hz. This removes slow drifts while maintaining the frequencies of 

interest. A continuous, moving Pearson’s correlation coefficient was calculated between the MAP and 

TCD blood flow velocities giving the Mx. [41], [54], [55] 

 
𝑀𝑥 =

∑(𝑀𝐴𝑃𝑖 − 𝑀𝐴𝑃̅̅ ̅̅ ̅̅ ̅)(𝐶𝐵𝐹𝑉𝑖 − 𝐶𝐵𝐹𝑉̅̅ ̅̅ ̅̅ ̅̅ )

√∑(𝑀𝐴𝑃𝑖 − 𝑀𝐴𝑃̅̅ ̅̅ ̅̅ ̅)2(𝐶𝐵𝐹𝑉𝑖 − 𝐶𝐵𝐹𝑉̅̅ ̅̅ ̅̅ ̅̅ )2
  

(7) 

From the selected data segments consecutive, paired, 10-second averaged values from 300-second 

windows with 80% overlap were used for each calculation, incorporating 30 data points per calculation 

of the Mx. In other words, 5 minutes of data was used for each Mx calculation and 5 minutes were 

chosen as a balance between good results and data availability. 

A cutoff of 0.45 for intact versus impaired autoregulation was chosen, matching the methodology of 

Brady et al. [55].  
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3.6.4.2. Transfer function analysis 

For performing TFA, we followed the methodology from the Updated White paper by Panerai et al. 

[52]. Preprocessed data was put into Hanning windows of 102 seconds with 50% overlap. The auto 

and cross spectra were calculated and smoothed with a [1/4,1/2,1/4] triangle filter. The transfer 

function was then calculated according to the formula[56]: 

 𝐻(𝑓) = 𝑆𝑥𝑥(𝑓) ∗ 𝑆𝑦𝑦(𝑓) (8) 

where Sxx is the autospectrum of the ABP, Syy(f) as the autospectrum of the CBFV, and Sxy the cross 

spectrum between ABP and CBFV. The gain was then calculated by using the real (Hr) and imaginary 

(Hi) part of the transfer function  

 |𝐻(𝑓)| = √|𝐻𝑟(𝑓)|2 + |𝐻𝑖(𝑓)|2 (9) 

The phase was calculated as  

 
𝜙(𝑓) = tan−1 [

𝐻𝑖(𝑓)

𝐻𝑟(𝑓)
] 

(10) 

and the coherence was calculated as  

 
𝑀𝑆𝐶 (𝑓) =  

|𝑆𝑥𝑦(𝑓)|
2

𝑆𝑥𝑥(𝑓) ∗ 𝑆𝑦𝑦(𝑓)
 

(11) 

TFA was applied over three frequency bands: very low frequencies, low frequencies and high 

frequencies corresponding to 0.02-0.07 Hz, 0.07-0.20 Hz and 0.20-0.50Hz respectively. The complete 

frequency dependence of coherence, gain and phase in the range 0.02–0.50 Hz were analyzed. 

Furthermore, the three frequency bands were analyzed separately as well. Coherence, phase, and gain 

were compared between moments of hypoxia and normoxic control moments. 

3.6.5. Neurovascular coupling 
NVC was analyzed through calculating the cross correlation of the DAR and the CBFV. EEG power per 

band and DAR were calculated according to equations 2 and 3 respectively. 10s averages with 90% 

overlap were calculated over the EEG band powers and the CBFV. The selected data segments were 

divided in 30s windows with 50% overlap. For each window a cross correlation was calculated between 

the EEG power per frequency band and CBFV. The DAR was inversed, as we expected a negative 

correlation. The maxima of the cross correlations per window were compared between moments of 

hypoxia and normoxic control moments. 

3.7. Statistical analysis 
All statistical analysis was performed using Python 3.11.4 (Python Software Foundation, Wilmington, 

Delaware, United States).  

All data was continuous and no data was categorical. For the insight into the relation between TSI and 

supply and demand parameters scatterplots were constructed, and a linear regression curve was fitted. 

For comparison of parameters between hypoxia and normoxia, histograms were constructed to show 

the different distributions. 
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The Shapiro-wilk test was performed to test if distributions were normally distributed [57]. Mean and 

standard deviations were reported for normally distributed data, while median and interquartile 

ranges were reported if distributions were not normal. As hypoxic moments and normoxic moments 

were considered independent from each other, datapoints were considered unpaired.  

The Kolmogorov-Smirnov test was performed to test whether the distributions between hypoxia and 

normoxia differed significantly. The test is a nonparametric statistical test used to assess the goodness 

of fit between two probability distributions. It tests whether two samples are drawn from the same 

(but unknown) distribution. The null hypothesis was that samples were drawn from the same 

distribution. The alternative hypothesis was that samples were drawn from different distributions.  

A Bonferroni correction was applied to adjust the significance level as we have conducted multiple 

analyses based the one hypoxia classification from the TSI. Conducting multiple analyses from the 

same dataset increases the risk of false positives [58]. The correction was applied according to: 

 
𝐵𝑜𝑛𝑓𝑒𝑟𝑟𝑜𝑛𝑖 − 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑝 𝑣𝑎𝑙𝑢𝑒 =  

𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑝 − 𝑣𝑎𝑙𝑢𝑒

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡𝑠
 

(12) 
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4. Results 

4.1. Patient and data characteristics 

4.1.1. Patient characteristics 
Between May and October of 2022, four patients were included in this study. During this period, a total 

of 19 patients were screened from which six patients signed informed consent. Due to logistic reasons, 

e.g., absence of one of the members of the research team, two patients were excluded. From the four 

included patients, three patients underwent a Bentall procedure, and one underwent a supra coronary 

aorta ascendens replacement (SCAR) procedure. Only one patient (number 3), developed a delirium 

during the stay in the hospital. Table 3 illustrates the demographics and clinical data of the included 

patients. All patients were sedated with the use of propofol and midazolam during surgery. 

 

Table 3: An overview of patient characteristics. Per patient, age, body mass index (BMI), occurrence of postoperative 
neurological dysfunction (PND), surgery type and durations of surgery, use of extracorporeal circulation and aortic occlusion 
are shown. 

Patient Gender Age (yr) BMI PND 

1 M 57 25.6 - 
2 M 78 26.3 - 
3 M 66 24.0 Delirium 
4 F 82 29.7 - 

 

Patient Surgery Surgery time 
(min) 

ECC time (min) Aortic occlusion 
time (min) 

1 Bentall 307 162 137 
2 Bentall 291 149 125 
3 Bentall 307 186 141 
4 SCAR 207 70 55 

 

Baseline TSI was determined based on stable TSI prior to surgery for all four patients and are shown in 

Table 4. From this the 10% decrement was calculated resulting in a threshold at 90% of baseline. TSI 

below this threshold were classified as hypoxia. 

 

Table 4: The baseline tissue saturation indices (TSI) per patient. The 10% decrement from baseline was calculated as a 
threshold for hypoxia. 

Patient Baseline TSI (%) TSI 10% from baseline (%) 

1 77 69.3 
2 75 67.5 
3 68 61.2 
4 79 71.1 
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4.1.2. The length of the dataset 
The total dataset consisted of 79 hours and 28 minutes based on ICM+ recording time. Data was 

selected for the primary objective if NIRS, TCD, and EEG were artifact free for more than 5 consecutive 

minutes. This resulted in a total of 12 hours, 3 minutes and 50 seconds of data used for the primary 

objective, which is 15.1% of the total dataset. Within this data, hypoxia was measured for a total of 5 

hours, 7 minutes, and 40 seconds. Patient 3 and 4 provided 50,2% and 50% respectively of the hypoxic 

data. Overall, most data were measured in the ICU compared to the OR (Table 5). 

 

Table 5: The duration of the measurements for the primary objective. Durations are taken from the operating room (OR) and 
on the intensive care unit (ICU) per patient. On the bottom row, the sums of the columns are displayed. 

 patient OR ICU   Total  
total min hypoxia total min hypoxia 

 
total per pt hypoxia 

1 00:47:00 00:00:00 00:55:00 00:00:00 
 

01:42:00 00:00:00 

2 00:12:00 00:00:00 01:32:30 00:00:00 
 

01:44:30 00:00:00 

3 00:19:00 00:05:00 05:44:30 02:28:50 
 

06:03:30 02:33:50 

4 00:16:30 00:16:30 02:17:20 02:17:20 
 

02:33:50 02:33:50  
1:34:30 0:21:30 10:29:20 4:46:10 

 
12:03:50 5:07:40 

 

For the Mx calculation and TFA, a total of 8 hours, 13 minutes and 10 seconds were selected of which 

3 hours, 24 minutes, and 50 seconds was measured in hypoxia. Again, most data were measured in 

the ICU compared to the OR (Table 6). 

 

Table 6: The duration of the measurements for the calculation of Mx and for TFA. Durations are taken from the operating 
room (OR) and on the intensive care unit (ICU) per patient. On the bottom row, the sums of the columns are displayed. 

 patient OR ICU   Total  
total min hypoxia total min hypoxia 

 
total per pt hypoxia 

1 01:03:00 00:00:00 01:40:00 00:05:00 
 

02:43:00 00:05:00 

2 00:12:00 00:00:00 01:13:50 00:00:00 
 

01:25:50 00:00:00 

3 00:26:30 00:12:00 02:51:20 02:21:20 
 

03:17:50 02:33:20 

4 00:00:00 00:00:00 00:46:30 00:46:30 
 

00:46:30 00:46:30  
1:41:30 0:12:00 6:31:40 3:12:50 

 
8:13:10 3:24:50 
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4.1.3. Parameter overview 
Table 7 shows an overview of the median, and interquartile ranges for TSI, CBFV, relative alpha power, 

relative delta power and DAR. Values were reported on the operating room (OR), ICU, and as total over 

all observations. For the TSI, there are subtle differences between the OR and ICU within patients. 

Consistent in- or decreases are not visible. For CBFV, within patients 1, 2, and 4 OR velocities are lower 

than on the ICU. Patient 3, however, has a higher median flow velocity on the OR of 43.8 cm/s 

compared to its ICU measurements with a median of 38.5 cm/s. The alpha power is higher on the ICU 

compared to the OR within every patient. The delta power is lower on the ICU compared to the OR 

within patients, particularly in patient 4. Patient 4 has the highest alpha and lowest relative delta 

power. For DAR, values have a large range between patients with the highest median 1075.1 on the 

OR for patient 3, and the lowest median of 1.6 on the ICU for patient 4. The DAR rises with increasing 

delta power and/or decreasing alpha power. 

 

Table 7: An overview of the median and interquartile ranges of the parameters collected in the operating room (OR) and on 
the intensive care unit (ICU). OR: operating room, ICU: intensive care unit, TSI: tissue saturation index, CBFV: cerebral blood 
flow velocity, DAR: delta-to-alpha ratio  

 

 

4.2. Parameters over time 
The occurrence of hypoxia and the corresponding supply and demand parameters were plotted over 

time for all four included patients. Each figure is divided into three subplots. The upper graph shows 

the averaged TSI. Normoxic TSI is colored blue, while hypoxic TSI is colored red. Baseline TSI and the 

10% from decrement are shown in Table 4. The middle graph shows the averaged CBFV. The lower 

graph shows the relative EEG band powers for the five frequency bands. In each graph, several hours 

of data is missing, due to one or more data streams being compromised. Note that horizontal axes 

differ between patients due to the missing data. The plots were fitted to the available data. 

  

OR ICU Total OR ICU Total

TSI (%) 75.6 [75.1-76.2] 72.9 [72.7-73.3] 73.6 [72.8-75.5] 70.3 [70.0-70.6] 68.9 [68.5-69.2] 69.0 [68.6-69.6]

CBFV (cm/s) 21.8 [21.4-23.5] 39.9 [34.7-41.2] 30.9 [22.0-40.0] 26.4 [26.1-27.1] 35.2 [33.5-36.3] 34.7 [33.1-36.1]

Alpha power (%) 0.1 [0.1-0.2] 2.8 [2.0-4.8] 1.7 [0.1-3.0] 0.7 [0.4-1.0] 1.1 [0.5-1.7] 1.0 [0.5-1.6]

Delta power (%) 95.0 [93.8-96.3] 80.2 [70.7-84.9] 87.5 [79.0-94.9] 95.5 [94.3-96.3] 92.6 [90.7-93.9] 92.8 [91.1-94.3]

DAR 923.1 [545.8-1444.8] 29.7 [15.5-42.4] 51.6 [27.0-815.6] 135.8 [98.0-229.8] 85.5 [51.4-174.0] 96.2 [55.8-181.7]

OR ICU Total OR ICU Total

TSI (%) 61.7 [61.1-62.1] 61.9 [60.2-64.2] 61.9 [60.2-64.1] 66.8 [65.3-67.5] 69.4 [64.0-69.0] 67.9 [64.3-68.9]

CBFV (cm/s) 43.8 [42.3-45.0] 38.2 [35.9-43.2] 38.5 [35.9-43.8] 26.3 [24.6-28.6] 39.7 [33.1-45.1] 36.5 [32.5-44.7]

Alpha power (%) 0.1 [0.1-0.1] 2.8 [1.9-4.1] 2.6 [1.7-4.0] 2.7 [1.4-10.4] 26.8 [22.8-31.0] 25.9 [21.5-30.4]

Delta power (%) 98.8 [98.4-99.1] 90.5 [87.9-92.9] 90.7 [88.0-93.2] 79.0 [74.5-83.3] 44.1 [36.8-51.3] 45.6 [37.4-54.1]

DAR 1075.1 [714.7-1752.2] 32.8 [21.7-48.8] 34.2 [22.3-53.4] 30.0 [7.4-58.7] 1.6 [1.2-2.2] 1.7 [1.2-2.4]

Patient 3 Patient 4

Patient 2Patient 1
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Figure 7 shows the selected data for patient 1. All segments show normoxia, indicated a TSI above the 

10% decrement line. A gradual increase of theta power and decrease in delta power can be observed 

after surgery. In the morning after surgery an increase in alpha, beta, and gamma power can be 

observed compared to the previous day.  

 

Figure 7: Supply and demand parameters over time for patient 1. The upper graph shows the 30 second averaged Tissue 
saturation index (TSI). A 10% decrement line from baseline was plotted at 69.3% after baseline was determined to be 77%. 
All TSI values show normoxia. The middle graph shows the averaged cerebral blood flow velocity (CBFV). The lower graph 
shows the relative EEG band powers for the five frequency bands. A gradual increase of theta power and decrease in delta 
power can be observed after surgery. In the morning after surgery an increase in alpha, beta, and gamma power can be 
observed compared to the previous day. Between 14:00 to 17:53, 18:22 to 19:53 and 20:22 to 07:26 no data was plotted, as 
one or more data streams was compromised.  
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Figure 8 shows the parameters over time for patient 2. All segments show normoxia, indicated by the 

TSI above the 10% decrement line. Around 17:45 a sudden increase in beta and gamma activity can be 

observed while CBFV and TSI remain stable.  

 

Figure 8: Supply and demand parameters over time for patient 2. The upper graph shows the 30 second averaged Tissue 
saturation index (TSI). Table 4 shows baseline TSI is 75% and a 10% decrement from baseline is 67.5% for patient 2 and all 
values exceed this threshold. The middle graph shows the averaged cerebral blood flow velocity (CBFV). The lower graph 
shows the relative EEG band powers for the five frequency bands. Around 17:45 a sudden increase in beta and gamma activity 
can be observed while CBFV and TSI remain stable.  
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Figure 9 shows the parameters over time for patient 3. Patient 3 starts in normoxia but drops to hypoxia 

around 14:00. After five and a half hours, the first new moment of normoxia is measured around 19:43 

after which the patient remains normoxic. Due to the missing data between 14:04 and 16:45 it is not 

possible to determine whether hypoxia is constant throughout these periods. In this patient, several 

abrupt changes in CBFV are visible, around 18:20 and 20:30. In the EEG, alpha power varies throughout 

the measurement.  

 

Figure 9: Supply and demand parameters over time for patient 3. The upper graph shows the included 30 second averaged 
Tissue saturation index (TSI) values. Table 4 shows baseline TSI is 68% and a 10% decrement from baseline is 61.2% for patient 
3 and both moments of normoxia and hypoxia can be observed. The middle graph shows the averaged cerebral blood flow 
velocity (CBFV). Several abrupt changes in CBFV are visible, around 18:20 and 20:30. The lower graph shows the relative EEG 
band powers for the five frequency bands: delta (0-4Hz), theta (4-8Hz), alpha (8-16Hz), beta (16-32Hz) and gamma (>32Hz). 
Alpha power varies throughout the measurement.  
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Figure 10 shows the parameters over time for patient 4. All included segments show hypoxia, indicated 

by a TSI below the 10% decrement line. Larger amounts of theta and alpha activity can be observed, 

was well as some beta and gamma activity.  

 

Figure 2: Supply and demand parameters over time for patient 4. The upper graph shows the included 30 second averaged 
Tissue saturation index (TSI). Table 4 shows baseline TSI is 79% and a 10% decrement from baseline is 71.1% for patient 4 and 
only hypoxia was measured. The middle graph shows the averaged cerebral blood flow velocity (CBFV). Only moments of 
hypoxia were measured for patient 4. The lower graph shows the relative EEG band powers for the five frequency bands. 
Larger amounts of theta and alpha activity can be observed, was well as some beta and gamma activity. 

 

4.3. The NIRS saturation vs jugular venous saturation 
To check agreement between regional saturation as measured by the NIRS and the global saturation 

as measured by the jugular venous oximetry, a scatterplot was constructed (Figure 11). The average 

TSI within an hour of the blood samples were taken and plotted against SvjO2. Due to limited artifact 

free data, only 9 jugular venous oximetry measurements between the four patients were included. A 

significant relationship between TSI and SvjO2 (R2=0.46, p<0.046) was found. The slope coefficient was 

2.05. 
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Figure 11: The agreement between tissue saturation index (TSI) and jugular venous oximetry saturation (SvjO2). 9 
observations (blue) were plotted, and a regression line was fitted (red). 

4.4. Analysis of patient 3 
To gain insight into the oxygen balance we analyzed differences in supply and demand between 

hypoxia and normoxia within patients. Only in patient 3 both moments of normoxia and hypoxia were 

measured.  

4.4.1. Hypoxia  
As presented in Table 5, 6 hours, 3 minutes and 30 seconds of artifact free data was gathered, of which 

2 hours, 33 minutes and 50 seconds were in hypoxia. After 30-second averaging, 604 hypoxic and 845 

normoxic datapoints were included for the primary objective. 130 hypoxic and 37 normoxic datapoints 

were included for the second objective. 

4.4.2. Supply  
A histogram was constructed for the difference between the distributions in CBFV for normoxia and 

hypoxia for patient 3 (Figure 12). The distribution for hypoxia (red) ranges from 31 to 49 cm/s with a 

peak at 36 cm/s. The distribution for normoxia (blue) ranges from 34 to 56 cm/s with peaks at 36 and 

45 cm/s. Distributions were not normally distributed (p<0.01). The Kolmogorov-Smirnov statistic was 

0.53 (p <0.01), indicating that distributions are different. 0.53 is a relatively large value, suggesting that 

the two distributions are quite different. 
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Figure 12: Distributions of cerebral blood flow velocity (CBFV) in hypoxia and normoxia for patient 3. In red, the distribution 
of CBFV in hypoxia and in blue, the distribution in normoxia. Overlapping values, between 34 and 49 cm/s are colored purple. 

To inspect a possible relation between TSI and CBFV, a scatterplot was constructed (Figure 13). The 

black line at TSI=61.2% represents the threshold for hypoxia. In the low range of TSI (<60%) datapoints 

are close together and with increase in TSI the spread of datapoints increases. Gaps are visible in the 

cluster for TSI around 61% between 62.5 and 63.5%. There was a significant relation between TSI and 

CBFV (R2=0.43 and p<0.01). The slope coefficient was 1.43. 

  

Figure 13: The relation between tissue saturation index (TSI) and cerebral blood flow velocity (CBFV) for patient 3. In blue, 
datapoint are plotted. The black line shows the threshold for normoxia at TSI=61.2%. In red, the regression line is visible. 
Datapoints are less spread for low TSI compared to higher TSI. 
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4.4.3. Demand 
A histogram was constructed for the difference between the distributions in relative alpha and delta 

power for normoxia and hypoxia for patient 3 (Figure 14).  

On the left, the distribution for the delta power is shown. The distribution for normoxia (blue) ranges 

from 70 to 100% with a peak at 89%. The distribution for hypoxia (red) ranges from 80 to 100% with a 

peak at 87%. Both distributions were not normally distributed (p<0.01). The Kolmogorov-Smirnov test 

showed a Kolmogorov-Smirnov statistic of 0.33 (p<0.01), indicating that the distributions differ 

moderately. 

On the right, the distribution for the alpha power is shown. The distribution for hypoxia (red) ranges 

from 0 to 9% with a peak at 2.2%. The distribution for normoxia (blue) ranges from 0 to 14% with peaks 

at 2.1%. Both distributions are not normally distributed (p<0.01). The Kolmogorov-Smirnov statistic 

was 0.15 (p<0.01), indicating that distributions are significantly different. This is a relatively small value, 

which suggests that the two distributions differ slightly. 

  

Figure 14: Distributions of delta and alpha power in hypoxia and normoxia for patient 3. On the left, the distribution for delta 
power in normoxia (blue) ranges from 70 to 100% with a peak at 89%. The distribution for delta power in hypoxia (red) ranges 
from 80 to 100% with a peak at 87%. On the right, the distribution for the alpha power. The distribution for normoxia (blue) 
ranges from 0 to 9% with a peak at 2.2%. The distribution for hypoxia (red) ranges from 0 to 14% with peaks at 2.1%. 

A histogram was constructed for the difference between the distributions of DAR in normoxia and 

hypoxia for patient 3 (Figure 15). The distribution for normoxia (blue) ranges from 0 to 1611 with a 

peak at 34. The distribution for hypoxia (red) ranges from 0 to 1437 with a peak at 33. Both 

distributions were not normally distributed (Shapiro-Wilk Test=0.22, p< 0.01). The Kolmogorov-

Smirnov statistic was 0.12 (p<0.01), indicating that distributions differ slightly. 
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Figure 15: Distributions of delta-to-alpha ratio (DAR) in hypoxia and normoxia for patient 3. In red, the distribution of DAR in 
hypoxia and in blue, the distribution in normoxia. Overlapping values are colored purple. 

4.4.4. Oxygen extraction fraction 
The O2EFvj was calculated to gain insight into the oxygen balance. For patient 3, one jugular venous 

oximetry measurement falls within an hour of artifact free NIRS data. The blood samples were taken 

at 20:19 and showed a O2EFvj of 32.5%. Average TSI was 62.5% 

4.4.5. Autoregulation  
For insight into the autoregulation, the Mx was calculated and TFA was performed. 

4.4.5.1. Mean flow index 

A scatterplot was constructed to inspect a possible relation between TSI and Mx, but no relation 

between the TSI and Mx was found. A histogram was constructed for the difference between the 

distributions in Mx for normoxia and hypoxia for patient 3 (Figure 16). 27% (35/130) of Mx are greater 

than 0.45 in hypoxia, 16% (6/37) of Mx in normoxia are greater than 0.45. The distribution for hypoxia 

(red) ranges from -0.5 to 0.9 with a peak around 0.3. The distribution for normoxia (blue) ranges from 

-0.3 to 0.5 with a peak around 0.0. Both distributions were normally distributed (p=0.14). The 

Kolmogorov-Smirnov statistic was 0.30 (p<0.01), indicating that distributions are different. This is a 

moderate value, which suggests that the two distributions differ moderately. 
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Figure 16: The histogram for the mean flow index (Mx). The distribution for hypoxia (red) ranges from -0.5 to 0.9 with a 
peak around 0.3. The distribution for normoxia (blue) ranges from -0.3 to 0.5 with a peak around 0.0. 

4.4.5.2. Transfer function analysis 

After 15-minute averaging, TFA was performed on 30 hypoxic and 3 normoxic windows. Table 8 shows 

an overview of the outcome parameters phase, gain and coherence from the TFA. Phase is in degrees, 

gain in cm*s-1*mmHg-1 and coherence is dimensionless. Boxplots with the TFA outcomes are presented 

in Appendix 8.1.  

Differences between normoxia and hypoxia are present in the phase, specifically in the LF, HF and total 

frequency bands. In each of these bands median and IQR are lower in hypoxia. Gain is only different 

between hypoxia and normoxia for the LF. Here, gain is higher in hypoxia. For the coherence, median 

and IQR are similar between hypoxia and normoxia for all frequency ranges. After statistical analysis, 

no significant differences were found. 

 

Table 8: Median values and interquartile ranges of transfer function analysis (TFA) outcomes. Outcomes are reported for the 
three frequency bands, very-low frequencies (VLF), low frequencies (LF) and high frequencies (HF) and the total frequency 
range.

 

  

Normoxia Hypoxia Normoxia Hypoxia Normoxia Hypoxia

VLF 78.2 [78.0-78.9] 64.9 [48.5-87.1] 1.06 [0.93-1.13] 0.98 [0.64-1.30] 0.25 [0.20-0.26] 0.20 [0.09-0.37]

LF 15.15 [-4.56-18.31] -36.52 [-44.42: -12.21] 1.39 [0.95-1.45] 1.93 [1.55-2.40] 0.40 [0.15-0.44] 0.32 [0.17-0.58]

HF 5.20 [4.78-5.17] -3.39 [-9.00-1.97] 1.52 [1.03-1.54] 1.43 [1.16-1.70] 0.77 [0.33-0.80] 0.44 [0.29-0.62]

Total 15.02 [10.32-15.67] -5.75 [-11.74-5.76] 1.46  [0.99-1.47] 1.46 [1.33-1.65] 0.62 [0.27-0.65] 0.44 [0.25-0.54]

Phase Gain Coherence
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4.4.6. Neurovascular coupling 
We included 299 hypoxic and 419 normoxic datapoints after averaging. To inspect a possible relation 

between TSI and the NVC correlation, a scatterplot was constructed. No correlation between TSI and 

NVC was found.  

A histogram was constructed for the difference between the distributions of the NVC correlation for 

normoxia and hypoxia for patient 3 (Figure 17). The distribution for hypoxia (red) ranges from 0.55 to 

1.0 with a peak around 0.99. The distribution for normoxia (blue) ranges from 0.45 to 1.0 with a peak 

around 0.93. Both distributions were normally distributed (p<0.1). The Kolmogorov-Smirnov statistic 

was 0.50 (p<0.01), indicating that distributions are different. This is a relatively large value, which 

suggests that the two distributions are quite different. 

 

Figure 17: The histogram for maximal correlation (maxCorr) values of the neurovascular coupling (NVC). The distribution for 
hypoxia (red) ranges from 0.55 to 1.0 with a peak around 0.99. The distribution for normoxia (blue) ranges from 0.45 to 1.0 
with a peak around 0.93. 
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5. Discussion 
This study is an extension of a larger pilot study aimed at studying the occurrence and underlying 

mechanisms of hypoxia following aortic arch surgery through multimodal monitoring. We aimed to 

study the perioperative occurrence of hypoxia and examine the balance between oxygen consumption 

and supply during hypoxia.  

5.1. Main findings and interpretation 

5.1.1. The occurrence of hypoxia 
We observed extensive periods of hypoxia in 50% (2/4) of patients. This is of interest, as the occurrence 

of hypoxia is linked to PND [26], [59].  

All hypoxia was classified based on TSI dropping more than 10% from a patient’s individual baseline 

TSI. No TSI below 50% were registered and all values were within the normal ranges found in a healthy 

population studied by Newman et al. [48]. This study into the normative saturation found a mean 

baseline TSI of 66% (CI: 51-82%). The inter-individual variations in absolute normal values are high and 

may be due to variations in pathlength due to skull shape, location of the sensors, photon scattering, 

skin pigmentation, and the thickness of the skull [60], [61]. Therefore, our findings agree with earlier 

studies and emphasize the importance patient specific monitoring by comparing TSI to acquired 

baseline values for determining hypoxia [26], [48], [60].  

While this study used a 10% decrement from baseline threshold to classify hypoxia, different cutoffs 

have been proposed in literature. Studies suggest that 20% or 25% from baseline can be used to effect 

as well [62], [63], [64]. Subramanian et al. investigated 235 patients, with 50–75% patients presenting 

with one or more moments of desaturation, which were defined as a decline of 20% or more from 

baseline [64]. Perioperative desaturation occurred in 63% of high-risk cardiac surgery patient in a study 

by Dechamps et al., using a 10% threshold [63]. This means that despite differences in exact threshold 

cutoff, hypoxia based on decrements from baseline are common on the ICU, agreeing with our findings.  

A randomized controlled trial using the 10% threshold showed a 97% effectiveness of interventions to 

reverse hypoxia [63]. These interventions included increasing inspiratory oxygen concentration, 

normalization of ECC flow, red blood cell transfusion, repositioning the ECC canulae or repositioning 

the head of the patient. This study highlights the range of available interventions to decrease the 

occurrence of perioperative hypoxia based on the NIRS signal. 

Despite observing hypoxia in two patients, only one developed delirium. This could mean that 

diagnosing hypoxia through NIRS lacks specificity. This may either be due to the chosen threshold for 

hypoxia being too sensitive or due to the inherent capability of NIRS to detect hypoxia reliably as NIRS 

only measures the frontal cortex. A study by Ghincea et al. found only 1 out 3 patients with abnormal 

NIRS did indeed show signs of stroke [65]. A review by Skrifvars et al. showed the variability reported 

in rSO2 signals across different NIRS devices and emphasized the need for standardized cut-offs for 

preventing hypoxic ischemic brain injury [66].  

The fact that only one of the two hypoxic patients developed delirium can also stem from patient-

specific physiology. The occurrence of POCD was not included in this study and thus neurological 

dysfunction might have developed after participation of the study had concluded. After non-cardiac 

surgery, POCD is found in approximately 26% of patients at 1 week and in 10% to 13% at 3 months 

following surgery [3]. Furthermore, differences in presence of risk factors could have affected the 

susceptibility to PND between patients [17], [18]. Finally, hyperperfusion or inflammation were not 

monitored and might have played a role in the development of PND [19]. As our study was limited by 
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the number of patients and the limited data per patient, more research into the diagnostic capabilities 

of NIRS for hypoxia are necessary.  

During surgery, regional saturation in the frontal cortex is monitored trough NIRS and detected hypoxia 

could prompt intervention. The use of NIRS on the ICU, however, is not standard clinical practice and 

cerebral saturation is no longer monitored. Our study confirms that hypoxia can occur on the ICU, 

while the patient is monitored less closely. Monitoring of cerebral saturation compared to a baseline 

saturation at the ICU could allow for patient specific interventions, which may prevent or limit the 

occurrence of and damage from hypoxia.  

5.1.2. The oxygen balance for patient 3 
Since both normoxia and hypoxia were observed exclusively in patient 3, further analyses on supply 

and demand were only performed on this patient.  

5.1.2.1. Hypoxia 

Our results show that the patient was hypoxic for at least 2 hours and 33 minutes. The extent of 

neurological damage from hypoxia is influenced by its duration and severity [67]. Despite not knowing 

the total duration of hypoxia, these hours were significant as neurological damage can occur after only 

minutes of hypoxia [33], [35], [68]. Therefore, it’s plausible that the observed hypoxia has played a role 

in the development of PND in this patient. While the duration of the hypoxia was extensive, the 

severity was difficult to quantify using NIRS, as NIRS only measures locally. More frequent 

measurements with jugular venous oximetry could provide further insight into the severity of the 

hypoxia. This is important because a moderate desaturation can prompt loss of function but still allow 

the neurons to survive, while a more severe desaturation would cause ischemia [68].  

Figure 9 and table 5 show the extent of the missing data. Data was missing between three intervals of 

hypoxia, around 14:15, 17:00, and 18:00. It was not known whether hypoxia persisted during these 

segments. Additionally, from 22:07 onwards no data was included. The large amounts of missing data 

made it impossible to get a clear picture of the full duration and severity of the hypoxia. A more 

complete dataset is required before defining the duration and severity of hypoxia [68]. 

5.1.2.2. Supply 

While the distributions of CBFV between hypoxia and normoxia differed significantly, the distributions 

overlap. While a low CBFV does not guarantee hypoxia, our results suggest that a higher CBFV (>42 

cm/s) has a high likelihood of the patient being normoxic. Striving for a higher CBFV might have a 

protective effect, but further research is needed to confirm this on a larger population. 

Patient 3 showed a positive correlation between TSI and CBFV and this correlation is to be expected. 

The oxygen content of cerebral venous blood represents the matching of cerebral blood flow (CBF) to 

the cerebral metabolic rate of oxygen. As 70-80% of the cerebral tissue consists of venous 

compartment, the TSI is heavily dependent the venous oxygenation [69]. When assuming a constant 

oxygen consumption, a higher inflow of oxygenated blood will increase the cerebral venous oxygen 

content and increase the saturation. A study by Holzshuh et al. found a positive correlation between 

CBFV and O2Hb changes [69]. The researchers measured CBFV and O2Hb before and after 

administering acetazolamide, which actively increases CBF. While TSI and O2Hb are not the same 

outcome parameter, they are closely linked because TSI is calculated from the O2Hb as shown in 

equation 1. Furthermore, a study by Moritz et al. found that NIRS and TCD measurements provided 

similar accuracy for the detection of cerebral ischemia during carotid surgery [70] While surgical 

circumstances were different to aortic arch surgery, both TCD and NIRS showed good sensitivity and 
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specificity for detecting ischemia. The studies further demonstrated the likelihood of TCD and NIRS 

being indeed correlated, agreeing with our findings.  

The variance of the scatterplot increased with increasing TSI. This indicates that a higher TSI related to 

a more variable CBFV. From a physiological point of view, this increased variation can be explained by 

effects from the cerebral autoregulation. When saturation is sufficient and ABP is within limits, the 

autoregulation regulates the CBFV to maintain sufficient saturation [38]. We hypothesize that when 

CBFV is too low and the brain becomes hypoxic, the autoregulation is incapable of lowering the 

vascular resistance further and the saturation becomes more correlated with the CBFV. This idea fits 

with the hypothesis that cerebral control mechanisms adapt and can lower CBFV despite sufficient 

saturation. However, the increased variance is not recognized by Holzshuh et al. and is not further 

discussed in literature. It is also possible that the increased variance is simply due to inaccurate 

measurements. TCD requires technical skill and is highly susceptible to variations in insonation angle 

[71], [72]. Therefore, slight deviations might have caused significant changes in measured CBFV.  

5.1.2.3. Demand 

The DAR was calculated as experimental measure to quantify cerebral activity. Despite the statistical 

difference in hypoxic and normoxic distributions, the distributions overlapped greatly. No difference 

between normoxia and hypoxia could be made based on the DAR, due to this overlap.  

Despite the DAR being described for use in detection of ischemia in the ICU, we saw very high DAR 

values (>20), which didn’t occur in other studies [33], [34] A study by Finnigan et al. found a median 

DAR of 4.27 (range 1.38-14.15) in patients with a sub-acute ischemic stroke. Another study by Finnigan 

et al. demonstrated high sensitivity and specificity to acute ischemia, while finding maximum DAR 

values of 14 [33]. 

Our high DAR values can be explained by the minimal amount of alpha power during and after surgery. 

It is possible that our patients were more deeply sedated and cooled during and after surgery 

compared to other studies researching the DAR. Depth of anesthesia, medications, hypothermia, and 

pre-existing cortical injury all are confounding factors that limit the sensitivity of EEG for detecting 

cerebral ischemia [35]. Because the absent alpha power strongly affects the DAR, the DAR appears to 

be a less suitable measure for this patient group.  

An alternative for the DAR might be the median frequency of the EEG [73]. This measure can be used 

to determine depth of anesthesia and is not affected using specific frequency bands. Therefore, when 

alpha and delta powers are out of balance, the median frequency does not produce extreme values in 

contrast to the DAR. Additionally, the influence of the theta and gamma bands are included in the 

measure, giving a more comprehensive overview. 

Despite the lack of information from the DAR, the alpha and delta band powers themselves gave some 

insight into differences between normoxia and hypoxia. Figure 14 and table 7 show higher delta power, 

slightly lower theta power, and equal alpha power in hypoxia compared to normoxia and suggesting 

lowered brain activity during hypoxia. Lower cerebral activity can be explained both by lower oxygen 

demand and the presence of hypoxia. Due to missing pieces of data, it was not possible to ascertain 

whether EEG decreased after insufficient supply of oxygen or vice versa. The presence of hypoxia 

suggests oxygen deprivation, appropriate to the lower flow velocity in hypoxia. 

The comparison between hypoxia and normoxia did not account for the passage of time. Almost all 

the moments of hypoxia fell before the moments of normoxia. This may have had a possible effect 

because after surgery on the ICU, anesthesia was diminished, cooling was stopped, and thus the brain 

became more active. Thus, it is possible that the increase in activity between hypoxia and normoxia 
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could have been affected by these confounders. Although we were aware of the importance of time 

in approaching the problem, we did not manage to find a suitable approach. 

While the quantitative EEG provided useful insight into the cerebral activity, drawing conclusions 

regarding the oxygen demand is difficult, as slowing of the EEG can be normal or pathological, 

differences were small and confounding factors were present [74]. Again, depth of anesthesia, 

medications, hypothermia, and pre-existing cortical injury are confounding factors limiting the 

sensitivity of EEG for detecting ischemia [35]. Before clinical use is possible, research should focus on 

establishing normal trends for cerebral activity after surgery. If these trends are known, deviations 

from these trends could warn interventions to prevent PND.  

5.1.2.4. Oxygen extraction fraction 

For patient 3, only one jugular venous oximetry measurement out of the four successful 

measurements fell within an hour of available NIRS data. The O2EFvj of 32.5% was registered during 

normoxia. This value falls within ranges found by a study in healthy participants by Jiang et al., 

suggesting that the patient had a normal oxygen extraction during normoxia [75]. As we only obtained 

one relevant measurement, the difference between hypoxia and normoxia could not be compared. In 

future research, ensuring artifact free data streams before taking a blood sample is necessary for 

linking the jugular venous oximetry measurements to the other parameters. 

5.1.2.5. Cerebral autoregulation 

The secondary objective was to investigate whether disturbed autoregulation or neurovascular 

coupling may have influenced cerebral perfusion during hypoxia. The histogram of the Mx (Figure 16) 

suggests that moments of impairment of the autoregulation were present both in normoxia and 

hypoxia. Notably, Mx values greater than 0.45 were present more often and much higher (>0.7) in 

hypoxia, compared to normoxia. This is highlighted by the hypoxic distribution being closer to 1.0. 

While a threshold  of 0.45 was used for determining whether autoregulation was active or impaired, 

there were differences in severity of impairment [55]. A Mx of 0.5 and 1.0 both suggested impairments, 

but a Mx of 0.5 suggests that the autoregulation still functions, albeit partially. The higher Mx levels 

(>0.7) in hypoxia suggest that there are moments of severe autoregulation impairment in hypoxia. 

While a low Mx does not rule out hypoxia, our results suggest that a higher Mx has a higher likelihood 

of the patient being hypoxic. 

In this study the threshold of Mx of 0.45 was used to define impaired cerebral autoregulation [55]. This 

threshold is a topic for discussion, as studies have also reported impaired cerebral autoregulation by 

using a threshold of 0.3 [76], [77]. We chose the threshold to match methodology by Brady et al. [54]. 

The Mx could be influenced by the rate at which ABP changes. The dynamic autoregulation is more 

capable of adapting to slow ABP changes compared to quick changes [38]. When comparing two 

patients with equally optimal autoregulation, the patient with more rapidly changing blood pressure 

will show a higher Mx. The rate of change in ABP was not accounted for in the Mx. Because the rate of 

ABP change was not included in the calculation it was possible that values of the Mx are affected. We 

believe that this is an inerrant limitation of the Mx. While this limitation may have affected our results, 

we do not expect significant differences in ABP change between the normoxic and hypoxic segments. 

The passage of time may have affected the results. Patient 3 first showed a long period of hypoxia 

before normoxia reappeared. Given the effect of hypoxia over time, it may be that autoregulation is 

still recovering from the hypoxic period and during normoxia, showing higher Mx. Moreover, it is 

possible that the cerebral vasculature is still recovering from surgery and therefore showed a higher 

Mx. 
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Patient 3 is known to have developed PND and shows high Mx during hypoxia indicating severely 

impaired autoregulation. While this study does not compare Mx between patients, our found 

impairment combined with the occurrence of PND suggests impaired autoregulation may have played 

a role in developing PND. A study by Crippa et al. showed cerebral autoregulation was altered in half 

of the patients with sepsis and was associated with the development of brain dysfunction [77]. Future 

research should focus on defining a reliable threshold for impaired autoregulation, which could be 

implemented for clinical interventions.  

In addition to calculating the Mx, TFA was performed. TFA provided more information compared to 
the Mx but was more complex in its interpretation. The cerebral autoregulation will be discussed 
through the phase, gain, and coherence between the ABP and CBFV. 

A phase approximating 0 indicates 1-to-1 transmission of ABP waves and thus worsened 
autoregulation compared to a higher phase. In hypoxia, a phase around 0 was visible in the HF and 
total frequency ranges. In normoxia, phases around 0 were also visible in the LF and HF ranges. We 
could not conclude that autoregulation was altered in hypoxia based on the phase, as no significant 
differences could be found between normoxia and hypoxia. The phases in the VLF range were 
significantly higher compared to the other frequency bands. Compared to reference values from Meel-
van den Abeelen et al., the phases in this study were higher in the VLF range, lower in the LF range and 
similar in the HF range [42], [43]. This might indicate that the autoregulation of patient 3 was capable 
of dampening very low frequency changes in ABP but was incapable of adapting to the low and high 
frequencies. 

A high gain indicates a poor autoregulation [78], as it means that changes in ABP cause strong CBFV 
changes. When comparing hypoxia and normoxia in table 8 and the boxplots in appendix 8.1, we see 
a higher gain in hypoxia in the LF and total frequency range and a similar gain in the VLF and HF 
frequency range. The highest values of the gain of each frequency band occur in hypoxia. Compared 
with reference values from Meel-van den Abeelen et al., the gains found in this study were increased 
in all frequency bands, both in normoxia and hypoxia [42], [43]. This indicates that our patient may 
have had an impaired autoregulation throughout our measurements compared to a healthy 
population. All our included data was measured postoperatively, and the impaired autoregulation may 
be due to impact from the surgery.  

High coherence indicates a linear relation between ABP and CBFV [78]. A linear relation can indicate 
impaired autoregulation but is also affected by the speed at which ABP changes because 
autoregulation is less able to accommodate rapid pressure changes. In the VLF and LF ranges during 
hypoxia some coherence values were increased compared to normoxia, indicating a worsened 
autoregulation. Compared to normal values, coherence values in our study were relatively low. Lower 
coherence indicates that there is no linear correlation, which could be caused by activated 
autoregulation, but also by the presence of noise [42], [43]. During data selection we excluded noisy 
data and the likelihood of influence is therefore small. The low coherence indicates a that the 
autoregulation is present. 

In summary, the comparison with reference values showed an increased gain in hypoxia and normoxia, 
indicating suboptimal autoregulation. It is possible that after surgery and after a period of hypoxia, the 
autoregulation was still recovering during the moments of normoxia. It was thus questionable to what 
extent the autoregulation in normoxic segments were truly "healthy". Simultaneously, the coherence 
suggests autoregulation is present. It is difficult to draw a definitive conclusion from the TFA as results 
were contradictory between frequency bands. 

The comparison between normoxia and hypoxia was possibly affected by the quantity of data. There 
were only 5 segments in normoxia. Figures 19, 20, and 21 show very low variance in the normoxic data 
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points. An 80% window overlap was used in the method. With that, the low spread of the normoxia 
may have been influenced by overlap in the data segments, making variance appear smaller. 

The inconsistency in outcomes and the complexity of interpretation mean that TFA is not yet ready for 
use at the bedside. In addition to more data from a greater population, a more concrete threshold for 
impaired autoregulation is needed. 

5.1.2.6. Neurovascular coupling 
An experimental measure for estimating the NVC has been introduced. Calculation of the maximal 

cross correlation between the DAR and the CBFV was performed, because with intact NVC cerebral 

activity and cerebral blood flow should be correlated. The ranges of the distributions were nearly 

equal, but the median of the hypoxic distribution was closer to 1.0 compared to normoxia. We 

expected to find a stronger correlation in the normoxic segments. 

An explanation for this unexpected finding is that the strength of the correlation might have been 

affected by the rate at which DAR and CBFV increased. As the DAR is a ratio, a linear decrease of alpha 

power results in a hyperbolic increase in DAR. The linearly increasing CBFV was changing at a linear 

rate, while the hyperbolically increasing DAR was increasing at an accelerating rate. So, even though 

they were both increasing, they were not moving together in a linear fashion, which decreased the 

strength of correlation.  

Current research into the optimal method of NVC is ongoing. Different combinations of techniques, 

including TCD, NIRS, EEG and MRI have been studied. We implemented the new approach without first 

having implemented previously researched methods due to time constraints. We suggest future 

researchers focus on validating existing and more promising methods of determining NVC. 

5.1.2.7. Overview of discussed points 

Moments of hypoxia were present during surgery, and afterwards on the ICU. During hypoxia, there 

was a lowered CBFV and slightly lowered cerebral activity. Additionally, higher values of impaired 

autoregulation were found in hypoxia through the Mx. The TFA and correlation for the NVC yielded 

inconclusive results. Our findings are in accordance with the hypothesis that there is disbalance of 

supply and demand of oxygen during hypoxia. However, due to the amounts of missing data, it was 

impossible to know the full duration and severity of the hypoxia. Ensuring proper oxygen balance could 

prevent the hypoxia and reduce risk of PND and monitoring of hypoxia is an important step in 

prevention. However, differences between normal and hypoxic parameters were small and 

distributions overlap making clinical interpretation difficult. 

5.1.3. The NIRS versus the jugular venous oximetry 
NIRS data and jugular venous oximetry samples were compared to check for agreement and a positive 

correlation between TSI and SvjO2 was observed.  

A positive correlation was anticipated because a lowered regional saturation can correspond to a 

lowered global saturation if the cause of the decrease has global effect. While this relation was 

anticipated, the anatomic regions that each technique measures should be considered. The NIRS 

monitored the saturation in a small but important cerebral region, as it monitored most distal region 

supplied by the MCA and the ACA [26]. We expected that in the case of global hypoperfusion, this 

region would desaturate first. Therefore, we expected that NIRS could detect hypoxia at an early stage 

and, correspondingly, had a higher sensitivity for detecting hypoxia compared to the jugular venous 

oximetry. Furthermore, as NIRS measured regionally and the jugular venous oximetry measured 

globally, local events, such as a stroke, could affect the measures unequally, depending on the severity 

and location of the event.  
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The positive correlation between TSI and SvjO2 was weak due to the few data points. A study by Naguib 

et al. showed that stronger correlations (R>0.59) with larger sample sizes are possible [79]. Beside the 

low number of data points, several factors may have influenced the correlation. In our study, the 60-

minute averaged TSI was compared to each jugular venous oximetry measurement. Our graphs 

showing TSI over time illustrated that TSI can vary significantly within an hour and variations in TSI 

might have influenced the correlation with the SvjO2. Furthermore, Cindel Albers described in her thesis 

that jugular venous oximetry measurements were possibly affected by incorrect aspiration during 

sampling leading to measurement errors. Finally, studies have shown that NIRS measurements can be 

influenced by extracerebral tissue [80]. ABP can influence perfusion of extracerebral tissue, leading to 

different TSI levels, regardless of cerebral saturation. It is possible that in our results TSI was also 

influenced by altered perfusion of extracerebral tissue. A greater number of datapoints from a larger 

population is needed before conclusions on the agreement can be drawn. Furthermore, correct 

aspirations of the blood samples are necessary for reliable jugular venous oximetry results. 

5.2. Limitations and recommendations 

5.2.1. Recording efficiency 

Gathering synchronized and artifact free data with NIRS, TCD and EEG simultaneously has proven to 

be a challenge. Only 15.1% of recording time yielded usable data, making it impossible to completely 

understand the duration and severity of hypoxia. Moreover, we were unable to follow trends into the 

oxygen balance over time. Three causes contributed to the limited data availability: the presence of 

artifacts, the desynchronization of data, and the choice of data selection. 

5.2.1.1. Presence of artifacts 

Two main types of artifacts were of concern: shorter movement artifacts and displacement artifacts. 

Shorter movement artifacts were present in NIRS, TCD, ABP and EEG data as short bursts of noise, after 

which the physiological signal would be restored. These artifacts were prevalent but were of limited 

concern, as signals would return after the artifacts. Additionally, data could be repaired by linear 

interpolation if artifacts were shorter than three heartbeats.  

Displacements of the NIRS, TCD, EEG resulted in artifacts which could not be restored. The TCD was 

most prone to displacement. Small adjustments to the probes, e.g. from movement of the patient, 

lead to significant changes in signal quality and/or CBFV value. Differences in registered CBFV due to 

differences in insonation angles were measurement errors and could not be recovered by 

postprocessing of the data. Larger adjustments to the probes caused the signal to disappear 

completely. This is an inherent limitation of the TCD. Displacement of the probes was only checked 

intermittently, so displacements had a long-lasting effect. Displacement of EEG electrodes occurred 

sparsely and was of little influence on the included data. Displacement of NIRS optodes occurred 

mainly at the start of the night which led to missing data until the next morning. 

While movement artifacts are unavoidable, the effect of displacement of devices can be kept to a 

minimum by regular checks. Future studies should try to obtain at least 30-minute periods of 

consecutive clean data with all modalities. This should give the opportunity to get an overview of the 

oxygen balance and allow for more complex data analysis such as TFA. Taking blood samples for jugular 

venous oximetry measurement can be done halfway during an epoch so that samples are relevant for 

the data. The 30-minutes periods should be taken as often as possible to gain insight into progression 

over time. This may be challenging in practice due to logistical reasons.  
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5.2.1.2. Desynchronization 

The occurrence of data gaps resulted in desynchronization of the data from the bedside monitor. As 
properly synchronized data was crucial for obtaining reliable results, insufficiently synchronized data 
had to be excluded. Sufficient synchronization was not possible by the algorithm of the UMCG in two 
out of eight datafiles. As discussed in chapter 2, the cause of the problem has been resolved. In future 
research with the setup, less data will likely have to be excluded. 
 
Moreover, desynchronization of NIRS data between the Oxysoft and ICM+ datasets was observed. 
While relevant time shifts were compensated for, the shifts showed the fragility of the current setup. 
In our setup, the NIRS data is only imported into ICM+ as averaged data over time, instead of raw 
waveform data. Importing waveform data into ICM+ and saving waveform data in Oxysoft would allow 
for more accurate comparison between datasets and would allow for more accurate synchronization 
when necessary. 
 
To further improve accurate synchronization of data, future researchers could improve the monitoring 

setup. TCD was not saved as raw data and only imported into ICM+. DWL, the recording software for 

TCD, has the option to save the CBFV waveforms to text files. By saving CBFV as raw files in addition to 

the streaming the waveforms, data will not be lost if the ICM+ program fails. Saving the TCD and NIRS 

data both as waveform data in ICM+ and as separate files in their respective recording software should 

function as a redundancy step. This redundancy step only works for problems within ICM+ and 

problems stemming from within DWL or from inadequate data collection are not helped.  

5.2.1.3. Approach to data selection and analysis 

The nature of the research question meant that only when NIRS, TCD, and EEG all provided clean data, 
analyses could be performed to answer the research question. This meant that if one of the modalities 
failed, the data of the other two would be discarded. This step was necessary, as including data with 
two out of three techniques would have introduced bias. Despite the necessity, a lot of data had to be 
discarded due to this approach and this compromised the possibilities to study the trends thoroughly. 
 
Furthermore, visual inspection was used for the selection of artifact free data. Visual inspection is 

inherently subjective, as it relies on the individual’s interpretation of the data [81]. Factors such as 

fatigue, distractions, or lack of training can affect the performance of the inspector. Combined, this can 

lead to inconsistencies and biases in the data selection process. Despite its drawbacks, visual 

inspection was used due to the many different types of artifacts and the need for high data quality. To 

mitigate the risks, artifact detection algorithms might assist in the selection process. While each 

algorithm comes with its own advantages and disadvantages, use of a validated algorithm might help 

reduce inconsistencies.  

5.2.2. Number of included patients 

The inclusion of only four patients, of which one was suitable for our research question, limited the 

generalizability and the ability to draw conclusions with certainty. The four patients included in our 

study were of different ages, surgical approaches, and outcomes. NIRS and TCD measurements and 

EEG signals are prone to inter-patient variability. These factors are of interest because the etiology of 

PND is believed to be multifactorial. It is likely that our measures will differ between patients and the 

generalizability of our results is limited. A larger sample size would improve reliability and allow for 

more comprehensive analyses. Future studies with larger and more diverse patient cohorts are 

required to validate our findings and address these limitations. 
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6. Conclusion 
This study aimed to study the perioperative occurrence of hypoxia and examine the balance between 

oxygen supply and demand during hypoxia. Our results showed that hypoxia can occur postoperatively. 

Monitoring saturation deviations from baseline on the ICU could prompt interventions to prevent 

hypoxia and reduce risk of PND. Definitive conclusions on oxygen balance could not be drawn due to 

the amount of missing data and low number of included patients. However, the lowered cerebral flow 

and cerebral activity in hypoxia suggest an oxygen imbalance. Future studies should try to obtain 

consecutive clean data with all modalities simultaneously, so that oxygen balance can be assessed 

more accurately.  
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8. Appendix 

8.1. Boxplots from the transfer function analysis 
Figures 18 to 21 show the outcomes of the transfer function analysis for patient 3 in boxplots. For each 

of the 4 frequency bands, phase, gain, and coherence are analyzed for both hypoxic (n=30) and 

normoxic (n=5) segments.  

Figure 18 shows outcomes in the VLF range. Outcomes in hypoxia show higher variance compared to 

normoxia.  

 

Figure 18: Transfer function analysis (TFA) results for the 0.02-0.07Hz very low frequency (VLF) range. 

Figure 19 shows outcomes in the LF range. For hypoxia, median and IQR show higher values for gain 

and lower values for phase. Coherences distributions appear similar.  

 

Figure 19: Transfer function analysis (TFA) results for the  0.07-0.20Hz low frequency (LF) range. 
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Figure 20 shows outcomes in the HF range. For the gain, the median and IQR are similar, but the 

hypoxic dataset shows some low gain values <1.0. The phase of hypoxic and normoxic segments are 

both very close 0.0. Coherence distributions are overlapping, but the variance appear greater in 

hypoxia. 

 

Figure 20: Transfer function analysis (TFA) results for the  0.20-0.50Hz high frequency (HF) range. 

 

Figure 21 shows outcomes in the total frequency range. Hypoxia shows a higher gain and lower phase, 

close to 0.0. Coherence distributions are overlapping, but the variance appear greater in hypoxia. 

 

Figure 21: Transfer function analysis (TFA) results for the total 0.02-0.50Hz frequency range 

 


