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Abstract

Controllers for robots are generally designed for only one particular robot morphology and
one objective. However, a controller can also be trained for multiple robots or objectives. Such a
policy is known as a universal policy.

In this thesis, the foundation is laid for the design of a universal policy for a locomotion task.
That is done by considering one robot, consisting of a number of bodies with unknown density
and length. The robot is part of the RoboGrammar design space. The policy is trained with
reinforcement learning, using the Trust Region Policy Optimisation (TRPO) algorithm. The
dynamics of the robot are modelled using generalised Polynomial Chaos Expansion (PCE) and a
model ensemble to investigate whether there are advantages to using a surrogate model instead of
the real environment, when training the controller.

Results show that the dynamics cannot be accurately modelled yet with PCE, but that the
method is promising. A more practical problem with the PCE algorithm is the computational
time required. It was not used in combination with TRPO for both reasons. The model ensemble
surrogate was implemented in combination with TRPO, but failed to train a successful policy.
However, using the original environment from the RoboGrammar library, instead of a surrogate
model, showed promising results for a universal policy. In future research, this work can be
extended to a larger variety of robots, that not only have unknown density and length, but also an
unknown shape and number of bodies.
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Nomenclature

List of symbols:

• A: advantage function [-]

• a: acceleration, subscript indicates the direction
[ms2 ]

• α: polynomial index for PCE [-]

• ct: polynomial coefficient [-]

• D: set with collected samples [-]

• DKL: kullback-leibler divergence [-]

• ∆: diagonal Gram matrix [-]

• δ: maximum allowed KL divergence [-]

• δestimate: upper limit for the accuracy of the PCE
model [-]

• e(t): tracking error of the PD controller [-]

• f : force [N ]

• g: implementation function surrogate advantage
TRPO [-]

• γ: discount factor [-]

• H: implementation function KL-divergence [-]

• I: inertia matrix [kgm2]

• i: link index [-]

• J : objective function [-]

• J : multi-index for PCE [-]

• KD: differential gain of the PD controller [-]

• KP : proportional gain of the PD controller [-]

• L: surrogate advantage [-]

• l: length of a link [m]

• λ: parameters of the value function [-]

• M : model from model ensemble [-]

• µ: parameters of the policy [-]

• N : number of sampled trajectories [-]

• NME: number of sets of coefficients for multi-
element [-]

• Nmodel updates: number of model updates in a train-
ing cycle [-]

• Ns: number of collected samples [-]

• n: number of links in a robot [-]

• ν: learning rate [-]

• P , transition function [-]

• p: bias forces [N ]

• πµ: reinforcement learning policy [-]

• ϕ: pitch angle of the link [rad]

• Ψ: polynomial [-]

• ψ: yaw angle of the link [rad]

• Q: quality function [-]

• r: reward function [-]

• ρ: density of a link [ kgm3 ]

• s: state (vector of position, velocity and accelera-
tion) [-]

• S: set with collected states [-]

• T : action window size for PCE [-]

• Tjoint: time interval for joint actions [-]

• t: time-index [-]

• T: trajectory [-]

• τ : torque [Nm]

• Θ(ω): random variable [-]

• θ: roll angle of the link [rad]

• u: action [-]

• V : value function [-]

• v: velocity, subscript indicates the direction [ms ]

• w: weight vector for reward function [-]

• x: position in x direction [m]

• y: position in y direction [m]

• z: position in z direction [m]

List of acronyms:

• ABA: articulated body algorithm

• DE: deterministic environment

• JSD: Jenson-Shannon divergence

• KL: Kullback-Leibler

• ME: multi-element

• MOE: model ensemble

• NN: neural network

• PCE: polynomial chaos expansion

• RL: reinforcement learning

• SE: stochastic environment

• TRPO: trust region policy optimisation
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1 Introduction

Controlling the dynamics of a real system is a difficult task: there is almost no real system, the behaviour of which
is not affected by uncertainties and disturbances. Because of that, a controller must be robust to the stochastic
(uncertain) behaviour in the system. Such a controller is known as a stochastic controller or a stochastic policy
[1]. The field of stochastic control is concerned with finding the optimal controller for a system with stochastic
parameters. When the controlled robot also has a varying number of actuators or a varying configuration, the
stochastic controller is known as a universal controller [2]. A universal controller can control robots of various shapes
without the need to adjust policy parameters when the robot changes in morphology.

Environment

Agent

Policy

Reinforcement
Learning
Algorithm

Action

Reward

Observation

Figure 1.1: Reinforcement learning cycle, from [3].

The universal controller is trained with reinforcement learning (RL), which is already proven to successfully train
agents for a large variety of environments [4]. In this thesis, the environment is a robot moving on a flat plane. With
RL, an agent interacts with the environment and obtains data through those interactions. This cycle is visualised
in Figure 1.1. The agent consists of a policy and a reinforcement learning algorithm. The algorithm is used to
update the policy. The policy in this work is parameterized by a neural network. The agent always has an objective,
which is quantified by a reward function. The environment returns a reward when the agent executes an action.
Besides a reward, the agent also measures the position, velocity and acceleration of the robot (in the figure labelled
’observation’). With all that data, the reinforcement learning algorithm decides whether an action is good or bad,
with the aim of improving the policy so that good actions are taken more often. The goal is to maximise the
cumulative reward of one episode.

Conventionally, RL is used to train a policy for one robot and one task (a number of examples are given in [5] and
[6]), but there is no reason why this could not be expanded for a controller for various robot morphologies [2, 7]. RL
is a very intuitive choice for training a policy, since it allows the agent to ’learn from experience’ and does not restrict
what environments are used or what objectives: it is a very versatile algorithm. A second reason is that RL does not
require a model of the environment, which can be difficult to derive for complex environments. Furthermore, the
policy learns the relevant characteristics of the environment without the user needing to specify those in advance.
This is especially helpful in a complex environment with a lot of data available to the policy. In such a case, it might
not be directly clear what information is relevant for the controller and what is not. The user cannot simply decide
a priori what information should be used by the RL algorithm: obtaining a universal policy is not a simple task.
When training a controller for a single robot and a single task, the hyperparameters are of significant importance
for the results [8]. The effect of hyperparameter tuning increases with the complexity of the environment: when a
stochastic environment is considered, that effect is even larger compared to its deterministic counterpart.

RL requires a lot of interactions with the environment, especially when the dynamics are complex or a lot of data is
available for the policy. That is one of the disadvantages of RL [9]. Besides the many interactions needed, the policy
can also explore configurations that are unsafe or damage the robot. In some cases, there are no limitations to how
the environment is used or how many interactions with the environment are possible, but generally, this cannot be
assumed. Therefore, a model of the dynamics of the environment is useful. Such a surrogate model can be used
in combination with RL to reduce interactions with the environment. There are more reasons to use a surrogate
model: it might be possible to obtain data faster and more efficiently sample from the stochastic environment, with
the result that the controller is learned faster. Stochastic robot dynamics are not often modelled [10], due to their
complexity, so it is also a scientific achievement if an accurate model of the stochastic robot can be obtained.

Universal controllers for robots have been designed before using RL. In [7] a universal policy is trained for various
robot morphologies. The robots have the objective of walking forward. The control is centred around modular neural
networks, labelled as Shared Modular Policies. The Shared Modular Policies algorithm means that every limb has its
own policy, which can send and receive messages from the other limbs and, with that, obtain information about the
state of the entire robot. The policies are represented by neural networks, which have the same parameters for every
limb. By having a decentralised controller, it is possible to deal with the varying number of states and actuators in a
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robot. The use of Shared Modular Policies results in an effective universal controller for a wide variety of robots.
The method shows consistent behaviour and is a promising foundation for universal control.

A different approach of a universal controller is given by [2]. Robots similar to the previous work are used, but they
use a transformer network to calculate an action based on the link states. The transformer is a Morphology Aware
Transformer and is able to successfully control various morphologies in various environments. A graph neural network
is used to represent the robot. The use of a transformer resulted in successful training of a universal controller,
which performed well on a large number of robot morphologies. Although the approach is very different compared to
the work described in the previous section, they both can obtain successful universal policies.

Transformers and graph neural networks were also used by [11], which implemented a controller that outperformed
existing controllers in many environments and showed the potential of using transformers. The transformers obtained
higher rewards and needed shorter training times compared to existing controllers. However, this implementation
was found to have a high computational complexity, especially for robots with a higher number of bodies. Another
disadvantage of this work is that the design space used was limited compared to [7] and [2].

Universal control is also derived for real world systems, as given by [12]. TRPO and DDPG were used for training
the policy using a multi-legged robot. The robot had a varying number of legs. The difficulty of training a universal
policy was highlighted in this work: it was found that the stochastic environment resulted in high variance in rewards.
That means the policy was not able to always control the robot equally well, but it always managed to obtain a
walking motion. Compared to the other mentioned examples of universal control, this work did only use one type of
robot, but the algorithm was applied to a real-world situation.

All previously mentioned implementations of universal control did not use a surrogate model, but were sampled
directly from the environment. However, it is possible to model a stochastic environment, which has been done
a lot before. There are multiple methods for modelling a stochastic environment. One of the simplest is Monte
Carlo, which is used in, for example, [13] and [14]. But this approach is known to be converging slowly [15]. A
more efficient method is generalised Polynomial Chaos Expansion (PCE) [16] (it is explained in Section 4.1). With
PCE, a distribution is represented by a polynomial function of random variables (RVs). PCE is used for a large
variety of problems, for example: modelling nonlinear dynamic systems [17, 18], sensitivity analysis [19] or parameter
estimation [20]. A dynamic system can be modelled using PCE in two ways: the first one is, for example, implemented
by [21]. The PCE models a mass damper system and is based on dynamical equations. The random variables (RV)
are described by PCE and those expansions are substituted into the dynamical equation. This way, a stochastic
differential equation is obtained, where the stochastic parameters are described by polynomial chaos. A similar
approach is done by [22] and [23], which used PCE for various multi-body systems. A different approach is to
describe the estimated state with a PCE, not the RV in the environment. This is done by [24], which estimated the
states directly with PCE. It did so, successfully, for a relatively simple double pendulum, but was also verified with
real-life data from an artillery canon. In [25], the constraint equations for a multi-body system are used to link the
generalised coordinates (expressed in terms of PCE) with the coordinates of the system. It is applied to a four-bar
link system and the results give an accurate representation and show an accurate prediction of the states.

A different approach of a surrogate model is given by [26]. The environment is modelled by a collection of neural
networks. The neural networks predict the dynamics of the (stochastic) environment. The model ensemble is used in
combination with RL and is successful in multiple environments from the Gym library.

The research done in this thesis is centred around developing a starting point for training a universal policy
for locomotion for a stochastic robot, using a surrogate model. For this purpose, one robot with parameterized
morphology is used.

The robot is controlled by a policy, which is obtained through reinforcement learning. The robot, considered in
this work, is generated by the RoboGrammar library [27]. The library can generate robots for locomotion tasks.
The library is used, because it can generate various robot morphologies, all consisting of the same parts and having
similar structures. Therefore, the library contains an ideal environment for a universal controller. More details are
given in Section 2. Although the library can generate robots of various morphologies, only one is used in this work.
That is done to simplify the problem. The robot is parameterized by variations in design.

The objective of the policy is to learn walking in a forward direction. Although other objectives are also possible,
these are not considered in this work. The universal policy is trained with the surrogate model of the stochastic
environment. That stochastic environment is modelled using PCE (see Section 4.1), which has been chosen because
of the efficiency of the algorithm, the option to describe RVs of various distributions, and the simplicity of sampling
data from such a model. The model ensemble is a second type of surrogate model considered in this work. Both
models are implemented to explore the advantages and differences between both approaches for a surrogate model.

The algorithm used for RL is a Trust Region Policy Optimisation (TRPO) [28]. This algorithm is explained in
Section 3. It is one of the state-of-the-art RL algorithms [29], which can perform well in various environments,
including environments similar to the RoboGrammar library [30].

6



2 The Model Environment

The simulation environment used in this thesis is presented. In particular, the parameterization of the environment,
its modelling by the use of probability theory and the surrogate model with RL.

2.1 General Layout of the Robot
The robot considered in this work is part of the vertebrates, meaning that the robot has one body to which legs
are connected. The robot is symmetrical along the axis of the body, always having an even number of legs (see
Figure 2.1). The robot consists of parts, which can be divided into two categories: links and joints. The links are
the connections between the joints and are modelled as a rigid body. The joints are the actuators of the robot. They
can be oriented in various directions, enabling relative motion between links. The links can be further divided into
body links and leg links. The body links are slightly larger in size compared to the leg links. The first link of the
body is also referred to as the base link and can be described as the head of the robot. The base link is important
to define the direction of forward movement: that direction is always the axis aligned with the body in its initial
position. That axis is denoted as the x axis, with a positive direction pointing out of the base link, away from the
second link in the body (represented by the blue arrow in Figure 2.1). Note that in the initial configuration, the
global reference frame is located in the base link, but that it is fixed to the plane. When the robot moves forward,
the global reference frame does not move with the robot, but is fixed at that position. The robot always has links
and joints that alternate, except for the link that connects a leg to the main body. In Figure 2.1, the robot used
in this thesis can be seen. The grey cylinders are the links and the connections between those (orange and green)
are the joints. The orange cube is a fixed joint (no degrees of freedom), which has the function of connecting links
without the possibility of relative motion. The orange cylinders are roll joints, which always have the rotating axis
aligned with at least one of the neighbouring links. The green cylinder is a knee joint that has its rotating axis
perpendicular to the main axis of both neighbouring links. The base link is the most right link in the body.

Figure 2.1: Example of a robot from the RoboGrammar
design space. The global coordinate frame is given as well.
The blue arrow gives the x direction, the green arrow the
y direction and the black arrow the z direction. A local
coordinate frame has been added is well, indicated by the
superscript i.

Figure 2.2: Representation of the robot in Figure 2.1 as a
kinematic tree. The black circles are the links and the numbers
represent the index of the link.

Each robot can be represented as a kinematic tree, in which the base link is the root of the tree. The base link is
always labelled as link 0. Every leg is a branch in the kinematic tree. The index of the links increases when they are
further away from the base link. The kinematic tree of the robot from Figure 2.1 is drawn in Figure 2.2. The links
are represented by the black circles and the joints by the orange or green circles or blocks. The shape of the joints
corresponds in both figures.

Every link is modelled as a rigid body in three dimensions, which means that the following states can be calculated
per link (position, velocity and acceleration, respectively):

x(i) =


ψ
θ
ϕ
x
y
z

 , ẋ(i) = v(i) =


ψ̇

θ̇

ϕ̇
ẋ
ẏ
ż

 , ẍ(i) = v̇(i) = a(i) =


ψ̈

θ̈

ϕ̈
ẍ
ÿ
z̈

 (2.1)

where the superscript i refers to link i in the robot. Each robot consists of n links. In the position vector, the first
three indices (ψ, θ and ϕ) give the yaw, roll and pitch angles, which define the orientation of the link. The first
time-derivative of the orientation gives the angular velocity and the second gives the angular acceleration. The last
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three indices in the position vector (x, y and z) are the position of the link in the longitudinal, lateral and vertical
directions. All states are given with respect to a global reference frame (that is the coordinate frame given in Figure
2.1). The states of the robot are collected in one vector: s(i) :=

[
(x(i))T , (v(i))T , (a(i))T

]
.

The states of joints are not included here, but they can be calculated from the difference in movement of neighbouring
links. That is possible because the joints are assumed to be rigid, so there is no flexibility. The velocity of a joint is,
for example, given by:

v
(i)
joint = v(i) − v(i−1) (2.2)

where the joint is between body i and i− 1. A similar expression holds for the position and acceleration of a joint.
Every joint has only one degree of freedom and thus also has only one actuator.

The robot can move by actuating the joints. If that is done in the correct sequence, the robot is able to walk. The
joints are actuated by a motor, which can deliver torque to the joint. There are two methods of controlling the robot.
The first is to have one controller that outputs the torques of all joints, based on the current state of the robot.
The second method is to separate the control of all the joints combined and the control of the torque delivered by
a single joint. In cascaded control [31], the control tasks of a system are separated into multiple controllers. The
output of one controller drives another controller, resulting in a hierarchy of controllers. The final controller, or
’lowest’ controller calculates the torque of a joint. Such a method of control gives more stability to complex or large
systems [32]. This second method is implemented by RoboGrammar [27] and is also used in this work.

Universal policy PD controller System
τ (i)(t)

Measurement

u(i) e(i)(t) s

−
x
(i)
joint(t)scontr.(t)

1

Figure 2.3: Block diagram of the cascaded control loop. The joints are driven by a target position.

In this work, there is a top-level controller, which determines the position or velocity of all joints, and a low-level
controller. The feedback loop of the cascaded control is visualised in Figure 2.3. The figure shows the block diagram
for one joint, but the robot has multiple joints, so there are multiple parallel low-level control loops. The control
loop starts with the universal policy block, which determines the targets for the joints (in this case, joint target
positions), labelled as u. Those targets are based on the state of the robot. Not all states might be needed to
determine the target positions, so only a subset is used, labelled as scontr.. The difference e(i)(t) between the target
position for one joint and the measured position is the input for the PD controller:

e(i)(t) = u(i) − x(i)joint(t)

where u(i) is calculated by the top-level controller. In this thesis, the reference signal u(i) is a joint position. The
resulting torque for the motor actuates the system, which is given by:

τ (i)(t) = KP e
(i)(t) +KD

d

dt
e(i)(t)

The PD controller gains (KP for the proportional part and KD for the derivative part) can be set by the user
(default 0.05 and 0.1 respectively). The output of the PD controller is the torque of one joint, so every joint has its
own PD controller. The system block (in Figure 2.3) calculates the dynamics of the robot (which are elaborated
more in Section 2.2). The states are updated, and they are output of the system block. Finally, the measurement
block is added to take into account any transformations needed to the measured signals before they are the state of
the robot. The low-level controller calculates the torque for one joint, based on the target (velocity or position) from
the top level controller.

The cascaded control requires that the top-level controller is slower compared to the low-level controller; otherwise,
the system can become unstable [33]. The top-level control is changed every 0.0625 s (16 Hz), whereas the low-level
control (the fast loop) every 0.00417 s (240 Hz). The top-level control frequency has been chosen, such that,
generally, in one control interval, the low-level controller is able to reach the target position or velocity. It is not
always true, due to the stochastic dynamics of the robot: a heavier leg moves slower and does not reach the control
target in the specified time. The interval time for the top-level control is referred to as Tjoints (since it controls the
joints) and the low-level control is referred to as TPD. The simulation time-step at which data is obtained is also 240
Hz, but the algorithm that calculates the kinematics (discussed in the next section), uses sub-steps for sufficient
accuracy.
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2.2 Physics-based Simulation of the Environment
The movement of the rigid bodies is calculated using the Articulated Body Algorithm (ABA) [34] implemented using
the Pybullet library [35]. ABA is an algorithm that calculates the forward dynamics of a multi-body robot. The
algorithm can be used for robots of all sizes and is especially efficient for robots with more than nine bodies. This
algorithm can be used for vertebrate robots, which includes the RoboGrammar design space. The algorithm is based
on the kinematic tree of the robot. The tree is used to calculate the effect of the accelerations and forces of the
links in the subtree of link i on the acceleration of link i. The foundation of the ABA algorithm is given by the
Newton-Euler equations for rigid bodies [34]:

f (i) = (I(i))Aa(i) + (p(i))A (2.3)

The force vector, for three-dimensional bodies, has a dimension of six, and gives the force on body i transmitted
to the connected joint. The force results in an acceleration of link i: a(i). The vector (p(i))A is the constant force
on the link (e.g. gravity) and is also known as the bias force. Finally, the rate of acceleration is determined by
the inertia matrix (I(i))A. The superscript A (abbreviation of ’articulated’) of the bias term and inertia matrix
means that it contains the effect of the other joints and links in the robot on the kinematic subtree of link i. The
acceleration of the link is the combination of the acceleration of the root link of that link (so the link to which the
link i is connected) and the acceleration due to the force on the joint between the links. So, the acceleration is
further separated:

a(i) = a(i−1) + Ṡ(i)q̇(i) + S(i)q̈(i) (2.4)

Here, a(i−1) is the known acceleration of the root link. Ṡ(i)q̇(i) and S(i)q̈(i) are the acceleration due to the joint
connected to link i. Here, S(i) is the movement constraint of the joint, also known as the joint motion subspace
matrix, and q is the position of the joint. The movement constraint matrix ensures that a joint can only rotate, for
example, around the x direction. The first three indices of the joint motion subspace matrix determine the rotation
(around the x, y and z axes respectively) and the last three indices determine the translation in x, y and z directions.
The constraint matrix is dependent on the orientation of the degree of freedom of the joint. The matrix is expressed
in a local coordinate frame and is constant. The local coordinate frame is given in Figure 2.1 by the frame with
the superscript i. Every link has such a frame. An example of the motion subspace matrix is a joint that can only
rotate around the x axis. It has the following constraint (in three dimensions): S(i) = [1, 0, 0, 0, 0, 0]. The torque
generated by the actuator in the joint, is transformed into a force vector with:

(S(i))Tf (i) = τ (i) (2.5)

These three equations are the basis for ABA. Substituting Equations 2.4 and 2.5 into equation 2.3 gives:

(S(i))T ((I(i))A(a(i−1) + Ṡ(i)q̇(i) + S(i)q̈(i)) + (p(i))A) = τ (i) (2.6)

Every time-step, the acceleration of the joint q̈(i) is calculated. Once the acceleration of the joint is known, it is
possible to iteratively calculate the accelerations for every link in the robot. The expression for the acceleration is:

q̈(i) = ((S(i))T I(i)S(i))−1(τ (i) − (S(i))T I(i)(a(i−1) + Ṡ(i)q̇(i))− (S(i))T (p(i))A) (2.7)

The inertia and bias forces are dependent on the link parameters density and length. Those can be added in Equation
3.13. The final equation for the link acceleration is:

q̈(i) =
[
(S(i))T (I(i)(l, ρ))AS(i)

]−1 [
τ (i) − (S(i))T (I(i)(l, ρ))A(a(i−1) + Ṡ(i)q̇(i))− (S(i))T (p(i)(l, ρ))A

]
(2.8)

The joint acceleration is calculated in three iterations over the body, also named passes. The first pass is from the
base link to the roots (end of the legs or tail of the robot) and is used to calculate the bias terms (needed for the
bias forces (p(i))A). In the second pass, from the roots to the base link, the articulated inertia I(i) and bias forces
(p(i))A are calculated. Finally, in a third pass from the base link to the roots, the joint acceleration is calculated.
After these three passes, the link position and velocity can be calculated using a numerical integration scheme. The
time-integration is calculated with Runge-Kutta [36].

The algorithm uses a body-fixed frame, which results in a more efficient computation. When using a body fixed
frame, the inertia matrices and bias forces simplify significantly compared to using a global reference frame.

2.3 Design Variation in the Robot
The introduced uncertainty in the robot is the density of the links (ρ) and the length of the links (l). These two
variations represent, among others, manufacturing inconsistencies, load variations or design choices. For simplicity,
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it is chosen that all links in a robot have the same density and length, so within one robot there is no variation in
the density or length, but within various robots, there is. The length and density are random variables (RV) of the
joint space (Ωl × Ωρ,F ,PlPρ) [37], where Ω is the sample space, F the sigma-algebra of the joint space and P is the
probability measure on F . The length is given by l(Θ(ω)) and the mass by ρ(Θ(ω)). The RV represents a mapping
Ω→ R. The assigned distribution of the RVs can be of various types and it is chosen to have both RVs as a uniform
distribution:

l(Θ(ω)) ∼ U(lmin, lmax) (2.9)
ρ(Θ(ω)) ∼ U(ρmin, ρmax)

Introducing the equation 2.9 into the equation for the joint acceleration (Equation 2.8), gives:

q̈(i)(Θ(ω)) =
[
(S(i))T (I(i)(l(Θ(ω)), ρ(Θ(ω)))AS(i)

]−1

. . . (2.10)[
τ (i) − (S(i))T (I(i)(l(Θ(ω)), ρ(Θ(ω))))A(a(i−1) + Ṡ(i)q̇(i))− (S(i))T (p(i)(l(Θ(ω)), ρ(Θ(ω))))A

]
When torque is applied to a joint, it no longer results in the same joint acceleration every time. That acceleration is
now a distribution due to the stochastic density and length. The acceleration of the link is stochastic now:

a(i)(Θ(ω)) = a(i−1)(Θ(ω)) + Ṡ(i)q̇(i)(Θ(ω)) + S(i)q̈(i)(Θ(ω)) (2.11)

It is possible to write out the terms in the inertia matrix and bias forces, to directly see how the density and length
affect the inertia and bias forces. The previous Equation 2.11 has to be discretized in both time and stochastic
domain. There are many ways of achieving this, as is further discussed in Section 4.

The joint acceleration is only dependent on the current action and state of the robot and the subsequent state is
described by a probability transition; therefore, the environment is Markovian [38], which is represented by a Markov
Decision Process [39]. A Markov Decision Process is defined as the tuple ⟨S,U, P, r⟩. S is the finite set of states, U
the finite set of actions, P the transition function and r the reward function. The reward function gives the mapping
r : st → R and is defined for this work in Equation 2.12. The transition function gives the probability of a state
transition being in state st:

P (st,ut, st+1) = P(st+1|st,ut)

A Markov Decision Process is a mathematical framework where the state transitions are due to RVs and control.
This is the case for this thesis, where the state transitions are now dependent on the RVs density and length, as well
as the control actions from the universal policy.

2.4 Learning the Universal Controller by RL
The Markov Decision Process is the basis for RL. The transition model P and the reward r are used by the RL
algorithm to improve the policy πµ. The policy πµ in this thesis is parameterized by a neural network (NN) with
parameters µ. The set of actions U is the set of possible joint target positions u, as defined earlier. The environment
and reward are defined in the remainder of this section.

In this thesis, the environment is the robot (as presented in Section 2.1), that moves forward on a flat plane. The
latter is solid and infinitely long. So, the robot can never fall through the plane or off the plane. The forward
kinematics is modelled using the ABA algorithm (Section 2.2). The states that are collected from the environment
are the position, velocity and acceleration of all links. This environment is the transition function T from the Markov
Decision Process.

The environment can have various conditions to terminate the episode. In this work, the episode is stopped when a
specified number of actions has been executed by the policy. Another option could be, for example, when the robot
has reached a certain distance with respect to the reference frame.

The objective of the robot is to move forward, so the reward obtained from the environment is given by:

r(st) = wx · x(t) + wy · |y(t)|+ wẋ · ẋ(t) (2.12)

x(t) is the forward position of the robot, which is multiplied with a weight wx, which is positive and therefore
rewards forward movement. x(t) is measured compared to a global reference frame, so the reward increases if the
robot moves in the positive x direction in that reference frame. The robot is placed in the positive x direction, at
the beginning of an episode, to simplify the actions that need to be taken (no need to turn at the beginning of the
episode). The second term in Equation 2.12 is the sideways movement of the robot. The weight wy is negative
to penalise sideways movement. The term wẋ · ẋ(t) is the forward velocity, which is multiplied with a positive
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weight and it results in the encouragement of faster movement forward. The velocity term also encourages forward
movement and is added to emphasise the reward function for fast, forward movement.

The reward (Equation 2.12) is calculated every time-step. The cumulative reward of one episode is the sum of all
the rewards from the individual time-steps. With the cumulative reward, it is possible to quantify the performance
of the policy. That cumulative reward can be combined with the states collected from that episode to indicate how
well the policy performed in that episode.

Finally, the policy πµ chooses the action u based on the state of the robot. The policy is a NN, which is initialised
with random parameters. Every epoch, the parameters of the policy are updated. The training is complete when a
certain reward has been reached or improvement has converged.

One epoch consists of two stages. In the first stage, the policy is used to collect states and rewards from the
environment. That is done for a number of episodes, such that sufficient information from the environment is
collected. In the second stage, the collected data is used to update the parameters of the policy. This cycle is
repeated until training is terminated.
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3 TRPO

In the previous section, the reinforcement learning environment is introduced. The algorithm that is behind
reinforcement learning is elaborated in this section.

Trust Region Policy Optimisation (TRPO) is developed by [28] and is a variation on the policy gradient algorithms
[40]. These have the aim of maximising a cumulative reward function during an episode by executing actions in
the robot using a policy: πµ(ut|st). The policy πµ gives the probability of executing actions ut being in state st,
with ut and st as defined in Section 2. The policy πµ is represented by a NN with parameters µ, which are initially
random but are optimised with RL. The optimised parameters result in a higher probability of executing an action u
that results in the highest cumulative reward. The cumulative reward function has the general shape:

J(πµ) = Es,u∼πµ

[∑
t

γtr(st)

]
(3.1)

with γ being the discount factor (0 < γ ≤ 1), which is introduced for continuous environments. Such a discount
factor is generally included if future rewards are less relevant. The discount factor places emphasis on the near
future when calculating the cumulative return of a trajectory. The reward function r is given in Equation 2.12.

The cumulative reward function is also known as the objective function, since, during training of the policy πµ, it is
the objective to maximise that function by changing the policy parameters:

max
µ

J(πµ) = max
µ

Es,u∼πµ

[∑
t

γtr(st)

]

and finally obtain the parameters:

µ∗ = arg max
µ

Es,u∼πµ

[∑
t

γtr(st)

]

It is important to observe that the policy parameters are chosen based on the reward of one trajectory (or multiple
trajectories) and not per time-step. That is especially relevant for the objective of this thesis: a walking robot.
During walking, not all time-steps result in an increase in the reward function. If a leg is located in a forward
position, it has to swing back first before a new step can be made. During such a swing, the reward function is not
increasing (maybe it can even decrease if the robot is pulled back). When the parameters µ are optimised based on
the reward of a time-step, the robot is not able to walk. But when the cumulative reward of one trajectory is used,
it is possible to learn to walk, since such behaviour results in the highest final position and cumulative reward.

The change in the objective function J(πµ) with respect to the parameters µ is needed to maximise the objective
function. The gradient of J(πµ) with respect to µ is: ∇µJ(πµ). To obtain the derivative of J(πµ), the function is
rewritten. The function J(πµ) calculates the reward for one trajectory of length Ntraj., which is now abbreviated to
T:

T = (s1,u1, r1, . . . , sN ,uNtraj. , rNtraj.)

If it is assumed that Equation 3.1 is continuous, it can be rewritten to:

J(πµ) =

∫
πµ(T)r(T)dT

The integral means that the total reward of a trajectory is given by the sum of the probability of executing an action
(which is the policy πµ) multiplied by the reward. The gradient with respect to the policy parameters is now:

∇µJ(πµ) =

∫
∇µπµ(T)r(T)dT (3.2)

This can be rewritten in logarithmic form using:

∇µπµ = πµ
∇µπµ
πµ

= πµ∇µ log(πµ) (3.3)

Substituting Equation 3.3 in Equation 3.2 gives:

∇µJ(πµ) =

∫
πµ(T)∇µ log(πµ(T))r(T)dT

= Es,u∼πµ
[∇µ log(πµ(T))r(T)] (3.4)
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The final expression for ∇µJ(πµ) (Equation 3.4) is approximated. The approximation can be done by sampling
using policy πµ on the environment to gather rewards r. The rewards do not depend on the parameters µ. Now
that the direction of the update for the parameters µ is known, it is possible to update those, by using the gradient
descent algorithm [40]:

µ← µ+ ν∇µJ(πµ) (3.5)

The size of the step is determined by the learning rate ν, which is a hyperparameter.

The approximation of the expectation can be made in multiple ways. One of them is the use of Monte Carlo rollouts,
as described in [41]. Here, the policy πµ is used to play out an entire episode for a number of rollouts. Those rewards
and states obtained from the trajectory are used to calculate ∇µJ(πµ) and with that, the new parameters µ. Now
the basis for gradient algorithms has been given, which is also the basis for TRPO.

TRPO builds further on the gradient algorithm by solving two problems of the above-mentioned procedure. The
first problem is related to the stochastic environment: it is possible that being in a given state st and executing
action ut, the robot will be in different subsequent states. Therefore, the cumulative reward will also vary. That is
because there is uncertainty in actions, but also uncertainty in the design of the robot. Both types of uncertainties
result in variations in the reward. That means that there is a high variance in the obtained rewards, which is not
beneficial for RL [42]. An example is that a robot with short legs and a high density cannot perform as well as a
robot with long legs and a low density, when executing the same actions. The improvement during training of the
policy πµ can therefore fluctuate. A solution for this is correcting the reward function with a baseline:

Aπµ(st,ut) = r(st)− V πµ

λ (st) = Qπµ(st,ut)− V πµ

λ (st) (3.6)

in which Aπµ is the advantage function, which gives how much better the sampled trajectory is compared to the
baseline, which is given by V πµ

λ (also known as the value function). The value function gives the expected reward
when following policy πµ in a state st. The value function is represented by a NN with parameters λ. Qπµ is known
as the quality function, which gives the expected return when being in state st and executing action ut and then
following the policy πµ. The difference between the value function is that the quality function focuses on one action.
The advantage function tells directly if action u is better compared to the policy in state st. Aπµ is used when
updating the parameters, to see if executing that action more often is improving the performance of the policy or
not.

The value function is initially unknown but is learned with

min
λ
||V πµ

λ (st)−Qπµ(st,ut)||2 (3.7)

which is a least squares regression. This equation shows that the value function is the expected return being in state
st and confirms that the advantage function only improves if the new action results in above-average performance.

The second problem with the gradient algorithm is that it is not sure that an update of πµ will improve the reward
obtained from the environment. That is because of the learning rate ν: which might be too large, overshooting
the desired performance improvement. On the other hand, choosing a small learning rate will result in very slow
convergence. It is possible to sample with the updated policy in the environment and, if there is no improvement,
adjust the learning rate; however, sampling from the environment can take a lot of time. A solution for this is
importance sampling [43], which eliminates the need to sample again from the environment to check if an update
results in improved performance of the policy πµ. The old samples are used to estimate the performance of the
updated policy πµ. Those samples were generated with the policy from the previous epoch, now called πµ,old. The
idea is to calculate the advantage function (Equation 3.6) again with the new policy. However, only the advantage
function Aπµ(st,ut) of the old policy is known. That is where importance sampling is used:

Es,u∼πµ
Aπµ(s,u) ≈ Es,u∼πµ,old

Aπµ,old(s,u)πµ(s,u)

πµ,old(s,u)

The equation shows that it is possible to calculate the expected advantage function of the new policy using the old
advantage function, thus eliminating the need to resample. With the old samples, it can be estimated if the new
policy will result in improved performance. Importance sampling does not directly solve the problem of an incorrect
ν, but it makes sure that it is not needed to sample from the environment to see if an update of the policy πµ results
in an improvement of the cumulative reward. However, there is one drawback of using importance sampling: it is
only valid if the two distributions are not too far apart, which in this case means that the difference in behaviour of
policy πµ,old and πµ should not result in a very different distribution of actions a. If the behaviour is very different,
it is no longer certain if there is an improvement in the advantage function under the new policy, since the old
advantage function is not representative of the new advantage function. The behaviour should stay within a given
trust region, which is enforced by a constraint:

Es∼πµ,old [DKL [πµ,old(∗|s), πµ(∗|s)]] < δ
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The difference between the two distributions of actions should be within a limit δ and is measured by the KL-divergence
(DKL) [44]. The KL-divergence quantifies the similarity between two distributions.

TRPO, as described in [28], uses these two improvements (the advantage function and importance sampling). The
TRPO algorithm can very briefly be described as:

max
µ

Lπµ,old(πµ) (3.8)

s.t. Es∼πµ,old [DKL[πµ,old, πµ]] < δ

with:

Lπµ,old(πµ) = Es,a∼πµ,old

T∑
t=0

Aπµ,old(st,ut)πµ(st,ut)

πµ,old(st,ut)
(3.9)

The function Lπµ,old(πµ) is known as the surrogate advantage or simply the objective function. Every epoch, the
parameters of the policy are updated to maximise the surrogate advantage, while staying within the trust region.
The surrogate advantage is not the same as the J(πµ), but they can be related to each other with:

J(πµ) = J(πµ,old) + Lπµ,old(πµ)

This equality is true in an ideal situation where the expectations are exact. However, those are approximated by
samples and therefore it is not true in practice and is usually given as:

J(πµ) ≈ J(πµ,old) + Lπµ,old(πµ)

The approximation can be specified better. It is possible to give a lower bound for the improvements, if the trust
region is enforced:

J(πµ)− J(πµ,old) ≥ Lπµ,old(πµ)− CDmax
KL [πµ,old, πµ]

The constant C is relating the KL-divergence to the objective function and is formally derived in [28]. The equation
above makes sense intuitively: if the new policy is behaving much differently compared to the old, the KL-divergence
is large. That means the surrogate advantage is not that accurate, since it is based on importance sampling.
Therefore, the lower bound is reduced (a lot) by the KL-divergence. Note that the KL-divergence term has changed
to the maximum KL-divergence, because the lower limit is calculated.

The direction of an update of the parameters µ of πµ is determined by the surrogate loss and the KL divergence:

µ∗ = arg max
µ

[
Lπµ,old(πµ)− CDmax

KL [πµ,old, πµ]
]

The new policy is used to calculate the KL-divergence and objective function: if the KL divergence is within the
specified limit and the surrogate advantage one is non-negative, the update is accepted. With the new policy,
trajectories and rewards are sampled and the procedure is executed again. It is done until convergence or the
maximum number of epochs has been reached.

The equations above for TRPO are not used in that form directly. The max KL-divergence and Lπµ,old(πµ) are
difficult to calculate, so they are approximated by the Taylor expansions:

Lπµ,old(πµ) ≈ Lπµ,old(πµ,old) +∇µLπµ,old(πµ)|πµ,old(πµ − πµ,old) + ...

Dmax
KL [πµ,old, πµ] ≈ Dmax

KL [πµ,old, πµ,old] +∇µDmax
KL [πµ, πµ]|πµ,old(πµ − πµ,old)

+
1

2
(πµ − πµ,old)T∇2

µDmax
KL [πµ,old, πµ]|πµ,old

(πµ − πµ,old) + . . .

The second term in the expansion of the objective function has been left out, because it is much smaller in magnitude
compared to the first. All of the zero terms of the Taylor expansions can be removed, simplifying the expression to:

Lπµ,old(πµ) ≈ ∇µLπµ,old(πµ)|πµ,old(πµ − πµ,old) := g(πµ − πµ,old) (3.10)

Dmax
KL [πµ,old, πµ] ≈

1

2
(πµ − πµ,old)T∇2

µDmax
KL [πµ,old, πµ]|πµ,old

(πµ − πµ,old) (3.11)

:=
1

2
(πµ − πµ,old)TH(πµ − πµ,old)

in which H and g have been introduced for convenient notation. It can be seen that g has the same function as
∇µJ(πµ). Finally, Equation 3.8 can be rewritten to contain the practical equations for the KL-divergence and
objective function:

µ∗ = arg max
µ

g(πµ − πµ,old) (3.12)

s.t.
1

2
(πµ − πµ,old)TH(πµ − πµ,old) ≤ δ
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and it can be reformulated to obtain the update equation for the parameters µ:

µ = µ, old +

√
2δ

gTH−1g
H−1g (3.13)

These updated parameters are used to calculate the objective function and KL-divergence, which are checked against
the requirements. It needs to be done, since the updated parameters were calculated with a Taylor expansion, so
they are not exact.

The TRPO algorithm, as described, is used in combination with a surrogate model. That surrogate model is required
for the collection of samples, states and rewards. It does not matter what type of surrogate model is used, since the
TRPO algorithm is not dependent on how the samples are acquired. The types of surrogate models and how they
are used in combination with TRPO are presented in the next section.
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4 The Surrogate Models

The stochastic environment, as defined in Section 2.3, needs to be simulated. The model estimates the state of the
robot, based on its initial position s

(i)
0 (Θ(ω)) and all actions taken, from the initial state to the moment in time t

(u0, . . . ,ut), such that:
s
(i)
0 (Θ(ω))× u0 × · · · × ut → s

(i)
t+1(Θ(ω)) (4.1)

in which s
(i)
t+1(Θ(ω)) is the state to be estimated. The model has as inputs the actions, which are the target positions

of the joint, and an initial state. The output of the model is an estimate of the next state. With such a model, it is
possible to optimise the actions so that the best next state is reached, using the TRPO algorithm as presented in
Section 3. The best state at t+ 1 is the one that gives the highest reward.

A stochastic system can be discretized using various methods. The simplest is to use Monte Carlo simulation [45],
which is based on random sampling to estimate the distribution of states. The RVs are sampled randomly and used
to simulate a state transition. This is done for a large number of samples and initial states, such that, in the end,
the distribution of executing a given action in a given state is obtained. The Monte Carlo method gives accurate
results, but the problem with this method is the slow convergence rate [15]. That is especially a problem for systems
with a high number of states, which require a lot of samples. In the environment in this thesis, there are two RVs
(density and length of the robot links), but the actions u are also uncertain. That means that if a robot has ten
actuators, twelve variables need to be sampled. With those twelve variables, all the possible states at t+ 1, being in
a given state at time t, can be reached and sampling over all variables gives the distribution at a moment in time.
But, that must also be done for every time-step. The result is that a large number of samples are required for the
Monte Carlo method.

A more effective estimation method is generalised Polynomial Chaos Expansion (PCE) [16], which generally needs
fewer samples for an accurate estimate. It is an effective method to represent a system with stochastic parameters.
A second type of surrogate model that is considered is the model ensemble method [26], which uses neural networks
to model the state transitions.

4.1 Polynomial Chaos Expansion
With PCE, the system is represented in terms of the polynomial functions of known RVs. A general expression for
PCE is:

ŝ
(i)
t+1(Θ(ω)) =

∑
α∈J

c
(α)
t Ψα(Θ(ω)) (4.2)

with J being the multi-index, as defined in [46], and c
(α)
t are the polynomial coefficients. Ψ are the polynomials,

with arguments being the standard uniform variables Θ(ω). The polynomial type used for a standard uniform
distribution is the Legendre polynomial [47], which is given by the summation of the monomial:

Ψα(Θ(ω)) =
1

2αα!

dα

dΘ(ω)α
(Θ(ω)2 − 1)α

When PCE is applied, there is one condition that should be met [48, 49]: the variance of the estimated RV should
be finite, which means that

V
[
s(i)(Θ(ω))

]
= E

[
(s(i)(Θ(ω))− E(s(i)(Θ(ω)))2

]
<∞

No formal proof is given for this condition, but it can be reasoned that the possible states at time t are limited
because of the finite acceleration, according to Equation 2.10, since both uncertainties also have a limited distribution
(see Equation 2.9). The position and velocity can increase over time, but they are always finite. Therefore, it can be
concluded that the variance of the states is finite, but possibly growing over time.

The model given in Equation 4.2 is not yet correct. The RVs contain density and length. However, it is noted,
in the introduction of this chapter, that the actions u are also variables. In 4.2, those actions are hidden in the
coefficients, which is only true if the actions are deterministic. The actions are modelled as being uncertain, in order
to find the optimal action with RL. It is assumed that every action allowed by the joint has an equal probability of
occurring. The actions are therefore drawn from a uniform distribution: u(Θ(ω)) ∼ U(umin,umax). The actions can
be modelled as deterministic, but only in the situation where the actions are the same for the collected trajectories,
which means that the distribution in states is only because of uncertain density and length. When the actions vary
between trajectories, additional uncertainties are added to the PCE model every time a new action is executed.
An important note is that the actions change every control-interval, not every simulation time-step. In the robots
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generated by RoboGrammar, there can be various numbers of joints. As mentioned before, only joints with one
degree of freedom are used, therefore, a robot with n joints executes n actions per time-step. The uncertainties of
the actions are given in the list: ut(Θ(ω)) =

[
u1
t (Θ(ω)), . . . ,un

t (Θ(ω))
]
. The PCE description is now updated to:

ŝ
(i)
t+1(Θ(ω)) =

∑
α∈J

c
(α)
t Ψα(l(Θ(ω)), ρ(Θ(ω)),u1

t (Θ(ω)), . . . ,un
t (Θ(ω))) =

∑
α∈J

c
(α)
t Ψα(Θ(ω)) (4.3)

in which ω belongs to a new joint probability space for l, ρ and u1
t until un

t , with the assumption that they are all
independent RV.

The polynomial coefficients in Equation 4.3 need to be determined. To fit the coefficients, the density and length are
sampled and trajectories are simulated to obtain states. The actions executed during those trajectories are calculated
by the policy πµ. The samples of density and length combined with the actions are the input for the model [24]. The
collection of samples and states is used to fit the coefficients. The states are collected in the vector S =

[
s
(i)
0 , . . . s

(i)
t

]
.

The input of the model are the samples, which are collected in dataset D = [l0, ρ0,u0, . . . , lt, ρt,ut], when running
trajectories. The number of collected samples is Ns. There are multiple methods of calculating the coefficients, but
here it is chosen to calculate them with least squares regression:

min
c
(α)
t

Ns∑
j

[
s
(i)
t+1,j −

∑
α∈J

c
(α)
t Ψα(Θ(ωj))

]2

(4.4)

Once the coefficients are calculated, it is relatively simple to extract the statistical properties of the estimated state.
The tilde notation for the coefficient matrix is introduced for convenience and is an abbreviation of the coefficient
matrix with the first column (corresponding to the mean) removed:

c̃
(α)
t = c

(α)
t \c(0)t

The first and second moments (mean and variance) are now given by:

E
[
s
(i)
t (Θ(ω))

]
≈ E

[
ŝ
(i)
t (Θ(ω))

]
= c

(0)
t (4.5)

V
[
s
(i)
t (Θ(ω))

]
≈ V

[
ŝ
(i)
t (Θ(ω))

]
=

∑
α∈J

(c̃
(α)
t )2E [ΨαΨα] (4.6)

These two statistical properties could, for example, be used during the training of the universal policy.

4.1.1 PCE Reduction

A substantial problem can be observed from Equation 4.3: the growing number of RV representing the actions
results in more computational power needed to obtain the polynomial coefficients as time increases. Not only does
the computation become longer, but also the least squares regression (Equation 4.4) can become unstable and an
increasing number of samples is needed to obtain an accurate estimate. The instability of the least squares regression
can be due to outliers or singularities [50]. Therefore, this model is not practical.

The problem can be solved by reducing the number of RVs representing actions in Equation 4.3. The idea is that a
reduced basis can predict the variance as well as the original polynomial basis. A reduced basis has a predetermined
number of past actions. For example, if there are three past actions included in the limited basis, there are n · T
uncertainties related to the actions. Here, T is the predetermined number of subsequent actions. The first time-steps
do not change, only when the number of actions exceeds T , there is a reduction in samples. The coefficients are used
to calculate the variance of the estimation of the state [46]:

V
[
ŝ
(i)
t+1(Θ(ω))

]
= c̃

(α)
t ∆(c̃

(α)
t )T (4.7)

which is a different form of Equation 4.6. ∆ is the diagonal Gram matrix, which is defined as:

∆ = E(ΨαΨα) = diag(α!) (4.8)

The reduced basis has the predetermined number of coefficients, but should have the same variance:

c̃
(α)
t,reduced∆reduced(c̃

(α)
t,reduced)

T = V
[
ŝ
(i)
t+1(Θ(ω))

]
where the reduced Gram matrix is known, since the reduced polynomial length is known as well. However, this
equation cannot be solved easily. That is because the right side of the equation is a square matrix with dimensions
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equal to the number of states. The left side of the equation has, of course, the same dimensions, but the number of
reduced coefficients is, generally, not equal to the number of states squared. It results in an over- or underdetermined
system of equations. The simplest method of solving this is with least squares regression:

min
c̃
(α)
t,reduced

∣∣∣c̃(α)t,reduced∆reduced(c̃
(α)
t,reduced)

T − V
[
ŝ
(i)
t+1(Θ(ω))

]∣∣∣2 (4.9)

The mean was removed for the calculation of the variance, so that needs to be included again. The mean of the
reduced coefficients is the same as the original coefficients, so the first coefficient can be simply concatenated with
the reduced coefficients of the variance:

c
(α)
t,reduced =

[
c
(0)
t , c̃

(α)
t,reduced

]
The reduced polynomial coefficients are now known. The reduction procedure is done every time a new action is
executed. In that case, the oldest action ut−T is removed from the RVs in the PCE and the newest action ut is
added. The result is an iterative algorithm that can calculate the reduced PCE model. The final PCE model is
given by:

ŝ
(i)
t+1(Θ(ω)) =

∑
α∈J

c
(α)
t,reducedΨα(l(Θ(ω)), ρ(Θ(ω)),u1

t−T (Θ(ω)), . . . ,un
t (Θ(ω))) (4.10)

4.1.2 Multi-Element PCE

Although the PCE method can be applied to the system, it is possible to further improve the accuracy of the
model. PCE is known to have slow convergence in environments with discontinuities, strong non-linearity or
long-time integration [51, 52]. The RoboGrammar environment is non-linear, so it might be beneficial to apply the
multi-element approach [34].

The idea behind multi-element PCE (ME-PCE) is simple: each RV is divided into a number of smaller domains and
for each domain, an estimate is made. The total distribution is now estimated by a number of local PCEs. Every PCE
describes a smaller section of the total distribution, which results in higher accuracy and faster convergence of the
model. The RVs are given in the vector [l(Θ(ω)), ρ(Θ(ω)),ut−T

t (Θ(ω)), . . . ,un
t (Θ(ω))] of dimension d, where every

possible combination of RVs can be described by a hypercube. That is possible since all RVs have a uniform, bounded
distribution. That hypercube, representing all the possible combinations of the RVs present in the environment, can
be divided into smaller hypercubes, each representing a part of the total hypercube. The hypercube (representing
the random space Ω) is now divided into NME non intersecting parts:

ΩnME = [Θ(ω)nME
lower,i,Θ(ω)nME

upper,i)× · · · × [Θ(ω)nME
lower,d,Θ(ω)nME

upper,d) for i = 1, . . . , d (4.11)

One element of the hypercube is bounded by a lower bound Θ(ω)lower,i and an upper bound Θ(ω)upper,i, which can
be chosen freely. The total estimate of the surrogate model is the sum of all the elements:

ŝ
(i)
t+1(Θ(ω)) =

NME∑
nME=0

InME

∑
α∈J

(c
(α)
t,reduced)

nMEΨnME
α (l(Θ(ω)), ρ(Θ(ω)),u1

t−T (Θ(ω)), . . . ,un
t (Θ(ω))) (4.12)

where InME is the indicator function. The estimate of the state distribution is the sum of the estimated distributions
by the local PCEs.

4.2 The Model Ensemble
The model ensemble (MOE) [26] is implemented as a second type of surrogate model and comparison for the PCE
model. The idea behind the model ensemble is to represent a (stochastic) environment with an ensemble of NNs.
Together, the NNs predict the distribution of the estimated state.

The model ensemble consists of a predefined number of neural networks that give the next state based on the current
state and action: ŝ

(i)
t × ut → ŝ

(i)
t+1. The difference with the PCE model is that it does not depend on older actions

and that the current state can be a direct input for the neural network. The neural network has, thus, as inputs the
current state and action, and the output is the next state. It is important to note that the MOE is initialised with
an observed initial condition, but all the future estimates depend on estimated states. An accumulation of errors
occurs with this type of model, which is not the case for the ME-PCE surrogate. With the accumulation of errors,
there is a risk of unstable and diverging estimations.

The state distribution should be represented by the ensemble of models. That is done by dividing the collected
states in the same way as for ME-PCE. The hypercube of RVs is divided into smaller hypercubes. Each hypercube
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is estimated by one NN. That means that the samples are sorted into their respective hypercubes, as well as the
states, and that combination is used to fit the coefficients of one neural network from the ensemble. The network is
fit using a least squares estimate. This is done for every NN with their respective samples. The network needs to
have some non-linear activation functions, so that it can replicate the non-linear dynamics of the system. There are
two widely used options for activation functions: ReLU or hyperbolic tangents. One NN is labelled Mpk

k , where
the subscript indicates the index of the network and the superscript are the parameters of that network. The total
number of NN in the ensemble is a hyperparameter and is given by NMOE.

The estimate of the model at one point in time is the collection of all the different NNs:

ŝ
(i)
t+1 =

NMOE∑
k=0

IkMpk

k (s
(i)
t ,ut) (4.13)

which can be used, for example, to calculate the mean of the estimated distribution.

During training, a network is picked from the model ensemble and used to generate a trajectory. If multiple, different
networks are used, the collected states contain a distribution, which can be learned by the policy πµ. In that way,
the policy should be robust to the uncertainty in the environment.

The difference between the PCE and the MOE is that the PCE model can estimate the distribution of the estimated
state much better compared to the MOE. That is because the MOE uses NMOE NNs to estimate the distribution.
So, there are NMOE data-points that estimate the distribution. If the distribution is complicated, that number needs
to be very high before the estimated distribution by the MOE is the same as that from PCE. A large number of NNs
is not practical: it takes a long time to fit all those NNs. The advantage of MOE is its simplicity for implementation
and fitting of the coefficients of the NNs.

4.3 Surrogate Models with TRPO
The two given types of surrogate models are used in combination with TRPO. Together with the simulation
environment from the RoboGrammar library, there are three different possibilities for collecting data from the
environment. The RoboGrammar simulation environment (referred to as the ’original’ environment), PCE surrogate
or MOE surrogate are the three options for collecting data.

When the original environment is used, it is possible to directly sample from it. That environment can either be
deterministic (without variation in parameters) or stochastic (with variation in the parameters). These two options
are abbreviated as DE and SE (deterministic environment and stochastic environment, respectively). When the PCE
model is used for collecting data, the training loop for TRPO changes a bit: the coefficients of the PCE need to be
fit. The method to do so is inspired by [26]. Every training loop starts with collecting data from the environment.
This data is much larger compared to when the original environment is used. With that data, the PCE model is fit.
After the model is trained, it is used to sample data for TRPO, which improves the policy. This variation of TRPO
is abbreviated to PCE-TRPO (which can be used in SE or DE).

The training cycle of PCE-TRPO consists of two parts: in the first part, the PCE model is fit and, in the second
part, the PCE model is used to obtain states and rewards to train the policy with TRPO. One training cycle starts
with collecting data from the original environment. The policy is initialised with random parameters, so in the
beginning, the visited states are limited. That means that PCE model is only accurate for those limited states.
When the policy has been trained on the PCE model and no longer improves, the original environment is used to
collect new data. The policy performs better compared to the previous time, so a different or larger part of the
state space is explored. However, the policy, most likely, performs worse than what is expected from the cumulative
reward obtained with the PCE surrogate, due to overfitting on the surrogate, which is inaccurate. The PCE model
is then fitted to that new data and is more accurate for a larger range of states. This cycle continues until the policy
performs well enough in the original environment.

Another advantage of PCE-TRPO is that, after one full training cycle, an accurate model of the robot and environment
is obtained. That means, when retraining (for example; with a different controller type), there is no longer a need to
sample from the real environment. The complete training can be done with the PCE model. Another advantage is
that when the robot changes (for example, with an additional pair of legs), the original PCE model can be used
as a starting point for the parameters. It accelerates the training process since the behaviour of the new robot is
somewhat similar to that of the previous robot.

The use of a PCE model allows for a more efficient generation of the fictitious samples. For example, the highest and
lowest possible density and length could be used to simulate the limits of stochastic dynamics. Another possibility is
to use different sampling options. A disadvantage of using a PCE model is that it is only valid for the time in which
samples have been obtained.
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The model ensemble has the same training cycle as the PCE surrogate. First, states need to be collected from
the original environment to fit the parameters of the NNs in the MOE. That is done with the untrained policy, so
the MOE might not be accurate for states far from the range visited when the data is collected from the original
environment. The policy is trained on the MOE with TRPO (abbreviated as MOE-TRPO) and after a stopping
condition for training, the cycle repeats. New data is collected from the original environment and the NN parameters
are fit again. This cycle is repeated until the policy reaches high enough rewards in the original environment or the
predefined number of epochs is completed.

After one full training cycle, an accurate surrogate MOE is obtained, which can be used for training a new policy,
while taking much less time per epoch. As with the PCE surrogate, the parameters of the MOE surrogate model
can be used as starting parameters when the environment is changed.
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5 Implementation and Evaluation

In this section, the implementation of the theory given in Sections 3 and 4 is explained. The implementation was
made in Python, which is also used by the RoboGrammar library.

The method of evaluation is also given for every algorithm, along with the reasoning behind why that data is
presented and how it can be used to determine the performance of the algorithm.

5.1 Implementation of (ME-)PCE
The theory and equations in Section 4 can be implemented relatively straightforwardly. The first step is data
collection, which is done by running trajectories using the RoboGrammar environment. Algorithm 1 shows how
that is done. The actions u are chosen by the policy πµ, so, in the beginning of a training loop, the policy executes
random behaviour. When the policy improves, different states are visited. The collected states in S contain a
large part of the (necessary) sample space. Ntraj. gives the number of trajectories that are run, which is especially
important for the PCE and MOE implementation, since those models require a lot of sampled data before they are
accurate. The actions are changed every top-level control interval, which is given by Tjoint.

Algorithm 1 Collect samples
Require: Ntraj., τ , Tjoints

while n ≤ Ntraj. do ▷ Sample the trajectories one at a time
Sample ρ ∼ U(ρmin, ρmax) ▷ ρ and l do not change during a trajectory
Sample l ∼ U(lmin, lmax)
while t ≤ τ do

if t mod Tjoint = 0 then ▷ The actions are changed every top-level control interval
Sample u ∼ πµ(st)

end if
Simulate time-step with ABA
Store s

(i)
t+1 in S

Store ρ, l,u in D
end while

end while

The samples are used to determine the surrogate models. The PCE model is calculated according to Algorithm
2. For the initialization of the algorithm, the Gram matrix and reduced Gram matrix need to be calculated once.
They are used for the reduction step. After that, the samples and states need to be sorted into their respective
hypercubes, which is needed for ME-PCE. First, it is checked to see to which part the samples belong and then the
corresponding states from that sample are added to that respective hypercube. The result is that each hypercube
contains samples and states, which are used to fit the coefficients that represent that part of the RVs. This step is
skipped when multi-element is not used.

Algorithm 2 Calculate the reduced ME-PCE coefficients
Require: D, S, α, αreduced, T , τ
∆← diag(α!)
∆reduced ← diag(αreduced!)
while t ≤ τ do ▷ The reduction is done per time-step

Take s
(i)
t+1 from S

Take ρ, l,ut from D
Divide the samples and states in their respective hypercubes according to Equation 4.11
for NME do

Obtain c(α)t with regression according to Equation 4.4
c̃
(α)
t ← c

(α)
t \c(0)t

V
[
ŝ
(i)
t

]
← c̃

(α)
t ∆(c̃

(α)
t )T

Obtain c̃(α)t,reduced with regression according to Equation 4.9

c
(α)
t,reduced ←

[
c
(0)
t , c̃

(α)
t,reduced

]
▷ Concatenate with the original mean

end for
end while

With these two algorithms, the PCE model can be determined. The verification must show how accurate the model
is, both for the estimation of the distribution as well as a single estimate. The verification of the model is calculated
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with a validation set. The collected data in D and S is split into a training set and a validation set. For both training
and validation, two quantities are calculated. Those two quantities give an indication of the performance of the
model on the training and validation data. The first one is the Jensen-Shannon divergence:

JSD(P ||Q) =
1

2
D(P ||P +Q

2
) +

1

2
D(Q||P +Q

2
) (5.1)

were D(P ||P+Q
2 ) is the Kullback-Leibler divergence. P and Q are two probability distributions, which, in this case,

are the state distribution estimate by the model and the sampled distribution from the training or validation set.
The JSD is used, since it is a symmetric and smooth version of the KL divergence, so it does not matter which
distribution is taken first. The value of the JSD is between 0 (identical distributions) and ln(2) ≈ 0.7 (no overlap).
The value of JSD gives, therefore, an indication of how well the distributions match, without needing to plot both
distributions. There is no threshold for the JSD. That is because it is not an intuitive quantity. It is used to see
how the difference in distribution changes over time. It is desired that it is as low as possible (in that case, they
are similar), but more important is that it is constant, such that all estimates during a trajectory have a similar
accuracy.

The second quantity is used to estimate the accuracy of the model based on single estimates. A single estimate
is the situation where the PCE model is used to calculate one state value at a point in time, by substituting the
respective samples. The difference is subtracted and divided by the sampled state magnitude. That normalisation is
done to be able to compare different states with each other. Per time-step a lot of this estimation error is calculated
(equal to the number of samples used). The model does not have to perform perfectly on every sample: as long as
the general estimate is below a given threshold, the model can be used. That is because TRPO does not train on a
single state estimate, but on a batch of estimates. The equation for the relative error is given by:

E

[
|s(i)t − ŝ

(i)
t |

|s(i)t |

]
< δestimate (5.2)

The estimate of the state ŝ
(i)
t is calculated with Equation 4.12. The state s

(i)
t is from the training or validation set.

Small values are ignored, which is because they can result in a high relative error, but are not relevant looking at
the objective and size of the robot. If, for example, a position of 1 mm is estimated as −1 mm, that gives a relative
error of 2, but the robot is about a metre in length, so that error in estimation is insignificant compared to the size
of the robot.

A third plot that can be made for evaluation of the model is the confidence interval of the estimated trajectory as a
function of time and the sampled confidence interval. In that case, the dynamic behaviour and magnitude of the
distribution can be observed, which gives an intuitive idea of how the model performs. It is not a good performance
indication, since a confidence interval gives too limited information about the similarity in distributions.

5.2 Implementation of the MOE
The model ensemble is implemented as a comparison against the PCE model, with the aim of verifying if a better
model (the PCE model) is resulting in improved training in combination with TRPO. The model ensemble can
be implemented very similarly to ME-PCE. The data is obtained in the same way as for ME-PCE. The fitting of
the coefficients of the model ensemble (Algorithm 3) is not done on all the data-points. Batches of data are used.
This reduces the computational time, but also gives a better model, that is less prone to overfitting. For the neural
networks, it is also not important that the samples are presented in chronological order, since the model is learning
state transitions and not entire trajectories. The ADAM [53] optimisation algorithm is used for the neural networks.

The estimate of the states is separated between two networks: one is used to estimate the velocity and the other
the position. That means that for every division in RV, two NN are used. The reason to separate the estimates
is to improve the accuracy, because the velocity terms are larger in magnitude and during regression, those terms
dominate. The result is that the network is trained more on velocity. It is solved by separating the estimates. To
reduce the size of the NNs, not all states of the robot are estimated, only the states that are used by the TRPO
algorithm. Those states are specified in Section 5.3.

The evaluation of the model ensemble is more complicated compared to the PCE model. That is because the model
ensemble is not expected or designed to give perfect estimates: it just needs to be sufficiently accurate to be used in
combination with TRPO. Only when the number of NNs is very large, the distribution is similar compared to the
real data and PCE. Therefore, two type of plots are used to visualise the performance of the MOE. The first one is
the state with a confidence interval as a function of time. In this case, the model can be visually inspected and
assessed. The second metric is the normalised difference between the sampled mean and the estimated mean. The
normalised mean difference is calculated with:

s̄dif. =
|ˆ̄sMOE − s̄|
|s̄| (5.3)
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Algorithm 3 Obtain the model ensemble
Require: D, S, T , T

Initialize NME neural networks
while t ≤ T do

Take batch of s(i)t+1 from S
Take batch of s(i)t from S
Take batch of ρ, l,ut from D
Divide the samples and states in their respective hypercubes according to Equation 4.11
for NMOE do

for Nepochs nn do
Fit the neural network coefficients using least squares regression

end for
end for

end while

with the mean of the state represented by a bar, from the data and the estimated mean from the MOE. s̄dif. is the
relative difference between the estimated and sampled state. This can be used to compare the different states with
each other.

5.3 Implementation of TRPO
There are three versions of TRPO that are used. The first one is TRPO with the RoboGrammar environment.
The second one is with the model ensemble (MOE-TRPO) and the final implementation is with the PCE model
(PCE-TRPO). All three versions can be implemented in a stochastic or deterministic environment. The three versions
only differ in the way data is obtained, the TRPO algorithm is the same every time. The TRPO implementation of
[54] is used. This implementation is based on the original TRPO implementation by [28]. The TRPO implementation
has been adapted to work with the RoboGrammar library.

Algorithm 4 TRPO
Require: Nepochs

Initialize πµ
Initialize Vϕ
for Nepochs do

Collect D and S according to Algorithm 1
Calculate the advantages with Equation 3.6 ▷ Train πµ with TRPO
while Dmax

KL > δ do ▷ Update parameters until requirement is met
Calculate the surrogate advantages with Equation 3.9
Update the parameters with Equation 3.13

end while
end for

The implementation of TRPO is given in Algorithm 4. The data collection can be done with a DE or SE, but that
does not change the implementation of TRPO. The training loop is repeated until a specified number of epochs, but
that could also be changed to stop when a certain reward has been reached or there is no improvement anymore (the
training has converged).

When the MOE is used instead of the RoboGrammar environment, another change has to be made. In Algorithm
5, a while loop is added, which makes sure that the MOE is used to sample data and update the policy. The
while loop is stopped when a certain condition is met. There are multiple options for this condition. It could stop
when the policy is no longer improving on the MOE, but this will result in the policy, but if the MOE is behaving
differently compared to the original environment, the policy will not perform very well. That means that a lot of the
training time was useless. A better stopping condition is to break the loop if a certain improvement has been reached
compared to the performance at the beginning of that epoch. This has the advantage that the policy is not trained
too long on the MOE. A third option is to set a specified number of policy updates every Nmodel updates. This last
condition is implemented, because it is the simplest to determine and control the training time. The number of
epochs (or policy updates) is now equal to the number of model updates Nmodel updates multiplied by the set number
of policy updates.

The last implementation is with PCE (Algorithm 6) and it does not require much change compared to MOE-TRPO.
The largest difference is that the PCE model does not require the current state, only the next state, the current
action and previous actions (that are within the action window). The rest of the algorithm is unchanged.
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Algorithm 5 MOE-TRPO
Require: Nmodel updates

Initialize πµ
Initialize Vϕ
for Nmodel updates do

Collect D and S according to Algorithm 1
Obtain reward r from RoboGrammar environment
Calculate the model ensemble according to Algorithm 3
while stopping condition is false do ▷ Loop until stopping condition is met

Collect states, actions and rewards using MOE surrogate
Train πµ with TRPO, using the collected data
Check the stopping condition

end while
end for

Algorithm 6 PCE-TRPO
Require: Nmodel updates

Initialize πµ
Initialize Vϕ
for Nmodel updates do

Collect D and S according to Algorithm 1
Calculate c(α)t,reduced according to Algorithm 2
while stopping condition is false do ▷ Loop until stopping condition is met

Use the PCE surrogate to collect states, rewards and actions.
Train πµ with TRPO with collected data
Check stopping condition

end while
end for

The TRPO performance is evaluated by looking, first of all, at the cumulative reward per epoch. This can be
plotted for every epoch, to see if the training converges and what the expected reward from the policy is. Here,
the monotonic improvement from TRPO should be observed. The cumulative reward is saved for multiple training
cycles, such that it is possible to have a confidence interval for the cumulative reward. It is important to note that a
part of the confidence interval is to the variation in training cycles, but also due to the robot used. For example: a
long, light robot can move faster and further compared to a short, heavy robot, thus the reward is different due to
the robot and not the policy.

The trained policies are evaluated for a number of combinations of length and density, such that the entire range is
represented. The cumulative reward per episode is used for this. This is also done for the policies obtained with
DE-TRPO, which give a sanity check: those policies should not be able to obtain high rewards over the entire range
of RVs.

The policy is trained on a limited version of the robot. ’Limited’ refers to the fact that only four of the ten joints are
actuated, the other six joints are locked. The used joints can be seen in Figure 5.1. With these four joints, the robot
is able to walk. Enabling the additional joints could improve walking, but also increase the complexity of controlling
the robot. The joints are limited in their movement: they have to be within 1.5 rad of their initial position. This
limitation has been added to make sure that the robot does not self-collide or get into physically impossible positions.
Also, a limited number of states are presented to the controller. Only the velocity and position of the base link and
the two outer links of the legs are used. With the limited state information, the policy can still obtain the position
of the robot and its legs, but with the advantage of strongly limiting the number of states it needs to process.

Figure 5.1: Robot used for the simulations with the four actuated joints encircled.
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The simplified implementation of the robot reduces the number of outputs for the policy to only four joints and the
number of states to only eighteen. This significantly reduces training time.

A final important detail is that the tuning of hyperparameters and implementation algorithm is of significant
importance for the performance of TRPO, as highlighted by [55, 56]. Those parameters are set by trial and error,
using experience and taking inspiration from papers using RL and TRPO.
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6 Results

The results are separated into three parts: the first two sections are dedicated to the surrogate models. The focus is
on the accuracy of the prediction of the states. The third part is about the performance of the universal policy in
combination with the surrogate models or the original environment.

6.1 Results PCE Model
The focus of these results is to show that the PCE model is able to predict the necessary states with sufficient
accuracy. The model is accurate when the predictions meet the conditions given in Section 5.1. Not all the available
states from the robot are used by TRPO, only the selection specified in Section 5.3. Those states are estimated
by the surrogate model to reduce the computational time and complexity of the model compared to estimating all
states of the robot. All samples used in this section were collected in the original environment.

6.1.1 Uncertain Density and Length

The first implementation of the PCE model is done in a simplified environment: only variation in density and length
is considered and the actions are deterministic. That means that when trajectories are simulated, the density and
length are sampled from their uniform distribution, but the actions are the same for every trajectory. The action
sequence was randomly generated once. With this simulation, it is possible to determine the bounds of ρ and l,
which result in an acceptable distribution. This simulation is also used to get an indication of the polynomial order
needed for an accurate estimate. An acceptable distribution is a qualitative choice: the distribution in the states
should not be too small (meaning that the variation of density and length does not influence the dynamics), but also
not too large, such that the distribution in states is too large to be captured by PCE.

(a) Velocity in the longitudinal direction
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(b) Jensen-Shannon divergence of the fit and evaluation
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Figure 6.1: Estimation of the velocity by the PCE model with a polynomial order of 15. The estimated state is the velocity
of the base link. The top plot shows the trajectory (estimated and sampled). The bottom plot shows the JSD of that
trajectory, for both the fit and the evaluation of the model.

The estimate from the PCE model can be seen in Figures 6.1a and 6.1b. The distribution of the density was bounded
between 0.7 and 0.8 kg

m3 and the distribution of the length between 0.15 and 0.17 m. These bounds were chosen
based on multiple simulated trajectories and ranges of density and length. For the calculation of the polynomial
coefficients, 5 · 105 samples were used, with 10% of those samples used for evaluation. A polynomial up to and
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including order 15 was used for estimation, for both uncertainties. The length of the sampled trajectories was 16
actions, which is shorter than what will be used in combination with TRPO. The length has been reduced to save
computational time and stored data.

In Figure 6.1a the velocity of the base link in the longitudinal direction can be seen. The estimated distribution
(in red) is similar to the sampled distribution, only around 0.8 seconds, there is a larger difference between the
estimation and the data in the 95% confidence interval. The figure suggests that the estimate by the PCE model is
quite accurate. But, that figure gives an intuitive measure of accuracy. Although the mean and confidence interval
are similar, it is possible that the distribution shapes do not correspond. The similarity in distribution is given in
Figure 6.1b, where the JSD is plotted for the data used for fitting (the blue dots) and the data used for evaluation
(the red dots). First of all, the values of the fit and evaluation are close to each other, meaning that enough samples
were used. If too few samples were used, the coefficients would overfit the training data and the difference between
the JSD of the fitting data and the evaluation data would be large. The JSD increases as time increases, meaning
that the estimate becomes less accurate as time increases. From the two plots, it is concluded that the distribution
is estimated accurately at the beginning of the trajectory but, as time increases, becomes more inaccurate.

Relative error of the estimated velocity in the longitudinal direction
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Figure 6.2: Estimation of the velocity by the PCE model of order 15. The data is from the same trajectory as in Figure 6.1a.

Figure 6.2 gives an indication of the performance of estimating individual data points. It shows the mean relative
error (calculated with equation 5.2), between the estimated data and the data used for fitting. The error limit is set
at 1% (so 0.01). That has been chosen based on the size of the robot: It is about 1 metre in length and width. If the
surrogate model estimates a velocity of 1 m

s , it has a maximum error of 1 cm
s , which is small compared to the size of

the robot. Another justification for the error limit is the goal of the robot: the robot does not have to move to an
exact position or move with a predetermined velocity, it only has to move forward. Therefore, the objective does not
require a very accurate model. The relative error is also calculated using a lower limit of 1 cm or 1 cm

s , so data of
a smaller magnitude is ignored in the calculation. The error limit was set before using PCE in combination with
TRPO, so it is possible that it can be higher, or must be lower to work in the desired application. The relative error
from fitting (Figure 6.2) and evaluation (Figure A.6) are almost identical, meaning that the number of samples used
for fitting and evaluation is sufficient.

The most important observation from Figure 6.2 is that the relative error is much higher compared to the target of
1% (0.01): it has a maximum around 0.25. The fact that PCE with a polynomial up to order 15 cannot capture
the data well, shows that the data is too complex to be fit by a simple PCE model. Usually, a polynomial order
smaller than 8 is used in literature [15, 18, 21]. It indicates that multi-element PCE is needed. Figure 6.3 confirms
the complexity of the distribution: it shows the distribution of the velocity in longitudinal direction at 0.42 s.
The distribution has multiple peaks. Such a multi-peak distribution is difficult to estimate and is an indication of
non-linear behaviour in the dynamics of the system. The figure shows that the PCE model poorly estimates the
distribution, explaining the increase in JSD and relative error.

The surrogate does not perform as badly in all estimated states. The estimation of the longitudinal position of the
base link (can be seen in Figures A.1a, A.1b and A.1c) is much better, even below the desired error limit. That can
be confirmed by looking at the distribution of data, see Figure 6.4, which does not show the multi-peaks and a much
better estimate from the model. However, the model is becoming inaccurate over time, just as with the estimate of
the velocity in the longitudinal direction. This is visible in Figures A.1b and A.1c, where both the relative error and
JSD are increasing during the trajectory and do not converge within the trajectory. So, it cannot be concluded that
the PCE model can accurately estimate the position for the entire length of the trajectory, when used with TRPO.
It can only stay below the error threshold for the first second.

All other estimated states had similar behaviour as the two states given above. The trajectory, relative error and JSD
are also given for the position in vertical direction (Figures A.2a, A.2b and A.2c), the position in lateral direction
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(Figures A.3a, A.3b and A.3c), velocity in vertical direction (Figures A.4a, A.4b and A.4c) and the velocity in lateral
direction (Figures A.5a, A.5b and A.5c). All states are from the base link. The estimated states from the two outer
links of the legs showed similar behaviour, and therefore the respective plots are not added to this report.

It was found that the velocity in the longitudinal direction of the base link is the least accurately estimated state.
That state is, therefore, used to determine the accuracy of the model, as it is desired that all states are estimated
below the desired threshold. The longitudinal position of the base link is the hardest position to estimate, so that
state is also used to verify the accuracy of the surrogate model.
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Figure 6.3: Distribution of the velocity in the longitudinal
direction at 0.42 s, from the trajectory shown in Figure 6.1a.
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Figure 6.4: Distribution of the position in the longitudinal
direction at 0.42 s. The trajectory and relative error can be
seen in Figure A.1a and A.1b respectively.

ME-PCE was implemented to reduce the range of the distribution that a PCE has to predict and, with that, improve
the accuracy of the model. The distribution of density and length was divided into equal parts. It was chosen to
give both RVs an equal number of divisions. The accuracy of the estimate is now dependent on the polynomial
order and the number of divisions per uncertainty. There is an optimal choice between the two: a higher number of
divisions results in a lower polynomial order needed to get the same accuracy. Figure 6.5 shows a heatmap of the
maximum mean relative error per trajectory of the velocity in longitudinal direction (the same trajectory was used
for the previous results; it is the trajectory from Figure 6.1a) for various combinations of polynomial order and RV
divisions. Note that the divisions are per uncertainty: so if there are two divisions per uncertainty, there are four
local PCEs that make up the total ME-PCE model. The bounds for the polynomial order were chosen based on
literature and practical considerations: an order higher than six is not used much and requires much more samples
and computational time. The range of the number of divisions was also based on practical considerations: more
divisions require more samples, which again, takes more computational time.

It can be seen (Figure 6.5) that using a polynomial order of two and two divisions per uncertainty (top left square
in the heatmap) gives an estimate that is as good as using a polynomial order of 15 without multi-element. It
clearly shows the benefit of using ME-PCE. The effect of more divisions is much stronger compared to using a
higher polynomial order: going from two divisions to six divisions results in an improvement of about 0.08, whereas
increasing the polynomial order from two to six results in an improvement of about 0.05. So it is more beneficial to
use a higher number of divisions compared to a higher polynomial order. Two combinations from Figure 6.5 seem
to be the optimal choice: a polynomial order of three and seven divisions or a polynomial order of four and seven
divisions. The latter gives almost the highest possible accuracy (within the given range), but it was chosen to use
the first option. That was done because, if the actions are added as RVs, the number of coefficients increases a lot,
so choosing an order of three results in a lot fewer samples needed and less computational time.

Another important observation is that the required accuracy of 0.01 can still not be reached: the lowest obtained
value for the maximum mean relative error per trajectory is 0.126. Although ME-PCE results in an improvement of
about 0.12, this is not sufficient. Another change has to be made in the ME-PCE model in order to reach the target
accuracy.

The required number of samples, needed for fitting the coefficients, was determined by comparing the maximum
mean relative error between the fit and the evaluation. If the number of samples used is sufficient, both should be
almost the same. Figure 6.6, shows that. The orange data points are the mean relative error from the evaluation,
and the blue data points are the mean relative error from the fitting. For a ME-PCE estimate of order three and
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Figure 6.5: Heatmap for selection of optimal combination
of the polynomial order and the number of divisions per un-
certainty for ME-PCE. The values are the maximum mean
relative error per trajectory of the velocity in the longitudinal
direction of the base link.
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Figure 6.6: Plot of the mean relative error per trajectory of
the velocity in the longitudinal direction for a various number
of samples used for estimation of the coefficients. The PCE
model had seven divisions per uncertainty and a polynomial
order of three.

seven divisions per uncertainty, 3 · 104 samples are sufficient. When a small number of samples are used for fitting,
the relative error from the fitting is decreasing, but the error from the evaluation is increasing. That is because the
coefficients are overfitting the data, resulting in poor evaluation.

The relative error for the velocity in longitudinal direction with the multi-element implementation is much lower (see
Figure A.8) compared to the normal implementation of PCE (Figure 6.2). This is also the case for the estimation of
the position in the longitudinal direction (see Figure A.7a and A.7b). The results indicate that the use of ME-PCE
is increasing the accuracy of the model significantly, but it is not yet sufficient to reach the target accuracy.

Distribution of the longitudinal velocity at 0.42 s
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Figure 6.7: Distribution of the velocity in the longitudinal direction, estimated with ME-PCE with a polynomial order of
three and seven divisions per uncertainty. The estimate shows the contributions of the seven divisions for the RV length,
labelled as PCE 1− 7. The shown distribution is the same sampled data as shown in Figure 6.3.

It is interesting to verify the contribution of one of the local PCE from the ME-PCE to the total distribution. It
is difficult to visualise this for all 49 (7 per uncertainty) PCEs, therefore, it has been chosen to only focus on the
division in length. Figure 6.7 shows the sampled velocity and the distribution due to every division in the RV length.
It is clear that each set is dominant for a part of the distribution, which shows that using the multi-element approach
makes sense in this case: the distribution range of each local PCE has been decreased and the accuracy increased.

That effect is also observable in the other states. In Figure A.9 the histogram of the distribution of the position in
longitudinal direction is given for the seven divisions of the RV length. Comparing this figure to the distribution
calculated with the PCE model of order 15 (Figure 6.4) it can be seen that the distribution is estimated more
accurately. The relative error of the estimate improves as well: in Figure A.10 the relative error from the evaluation
of the PCE model with seven divisions per uncertainty and a polynomial order of three is plotted. When compared
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to the relative error of the PCE of order 15 (Figure A.1b), it is lower over the entire length of the trajectory.

6.1.2 Uncertain Actions

In the next results, the actions are also stochastic, next to the density and length. Now, every trajectory has different
density, length and actions, which are all drawn from a uniform distribution. All RVs had a polynomial order of
three, which was based on the findings in the previous section. The action window contained three actions, so that
means that there were a maximum of 14 RVs in one estimate (three times four actions together with density and
length). With a polynomial order up to and including three, that resulted in a maximum of 512 coefficients per
time-step. The estimates are made with ME-PCE, however, it is chosen to only divide the density and length. If all
RVs were divided, that would result in too many local PCEs. That is because the previous results indicate that for
density and length, seven divisions are needed, so even if the action distribution were divided by two, over 2 · 105
PCEs are needed (72 · 212 ≈ 2 · 105). That would not be a practical model and thus it is chosen not to divide the
action distribution and to keep the division of density and length at seven. It is not expected that the estimation is
more accurate compared to the estimation done without uncertain actions: in the best case, the estimate is as good.

The implementation of ME-PCE used 106 samples and 5% was used for evaluation. The length of the estimated
trajectory was only 0.4 s, which has been limited compared to the previous results (which were about 1 s in duration)
due to the computational time needed and the number of samples. The estimated trajectory, JSD and relative error
were again used to assess the performance of the model.

(a) Jensen-Shannon divergence from the estimate of the longitudinal velocity
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(b) Relative error per time-step from the evaluation
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Figure 6.8: Estimation of the velocity by the ME-PCE model, with a polynomial order of three and seven divisions for the
uncertainty in density and length. The top plot shows the JSD. The bottom plot is the mean relative error.

The same types of figures are used as with the environment without varying actions, such that they can be compared
easily. The estimate of the trajectory of the velocity in the longitudinal direction can be seen in Figure A.11. The
JSD of the estimate of the velocity in longitudinal direction (Figure 6.8a) is lower compared to the JSD from the
estimate without varying actions (Figure 6.1b). That can be explained by looking at Figure 6.9, in which the
distribution of the velocity has been plotted, for the PCE model and the estimate. The multi-peak that was observed
earlier in the distribution of the velocity is not present, but the model is still not able to predict the distribution
nicely. The fact that the JSD is lower compared to Figure 6.1b, is because the distribution is much simpler: it looks
similar to a normal distribution. The estimated distribution by ME-PCE also shows a normal-like distribution,
but with shorter tails. But even though the tails are shorter, the JSD is lower because the estimated and sampled
distributions are more similar.
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Distribution of the velocity at 0.25 s
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Figure 6.9: Distribution of the velocity in the longitudinal
direction at 0.25 s. The trajectory from which this distribution
is taken can be seen in Figure A.11. The estimate was made
with a ME-PCE of polynomial order 3 and 7 divisions per
uncertainty.
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Figure 6.10: Distribution of the position in the longitudinal
direction at 0.25 s. The distribution is from the trajectory
in Figure 6.11a. The estimate was made with a ME-PCE of
polynomial order 3 and 7 divisions per uncertainty.

However, the relative error from evaluation (Figure 6.8b) is worse compared to the estimate without uncertain
actions. The average mean relative error is around 0.5. That is much higher compared to the target of 0.01. A
reason for this can be that when varying the actions, the distribution of the states is larger compared to the situation
without varying the actions. The PCE model performed already below the requirements in the case without varying
the actions. By having a larger distribution to fit, the ME-PCE model performs worse, because each local PCE has
to capture a larger distribution.

Another observation can be made with regard to the reduction algorithm used. Looking at the estimate of the
velocity in longitudinal direction, the relative error and JSD are converged around 0.19 s (Figures 6.8a and 6.9
respectively). At that same point in time, the confidence interval of the estimate trajectory (Figure A.11) is also
converged to a wave-like behaviour of constant magnitude. At that moment in time, three actions have been executed
and the fourth action is taken. That means that the first action is removed from the PCE model (only three actions
are in the action window), so the reduction step is used for every new action executed. As both the JSD and the
relative error are constant for the rest of the trajectory and do not behave differently compared to earlier in that
trajectory or the sampled data, it seems that the reduction step is working for this state. That is, because if the
velocity was dependent on older actions (outside of the used action window), the error would increase over time.
This claim cannot be made for sure, since the estimate is inaccurate, so it is not sure if that is also due to the
reduction step.

The estimate of the position (Figure 6.11a) reveals that the reduction of RVs does not work for this state: when the
fourth action is taken (at 0.2 s), there is a discontinuity in the confidence interval. The interval is reduced, which
is contradictory when looking at the confidence interval of the sampled data. A similar observation can be made
looking at the JSD (Figure A.13): after 0.2 s, the divergence increases significantly when a new action is executed,
meaning that the difference between the estimated and sampled distribution is increasing. This effect can also be
seen looking at the distribution of the position (Figure 6.10), where the estimated distribution has significantly
shorter tails compared to the sampled distribution.

This effect can be explained by how the reduction of the ME-PCE model works: at 0.2 s, the model no longer takes
into account the first action and the results of that action are also not stored in the model. When looking at the
figure (Figure 6.11a), it seems that the displacement, obtained after that action, is removed from the confidence
interval: the confidence interval is reduced after the action is executed. That does not make sense, looking at the
confidence interval of the sampled data, which keeps increasing over time. The reduction of the confidence interval
does not happen when all actions are still included in the PCE model (for the first 0.2 s). The estimate of the
position does seem to indicate that the reduction step is not working for this state, however, it cannot be concluded
for sure, as the model is inaccurate.

The type of action in the robot (the joint target position), can be noted in the behaviour of the states. This is, for
example, observable in the velocity in the longitudinal direction. The JSD plot (Figure 6.8a) has a ’spike’ when
a new action is executed, which can be explained by how the actions are implemented. The actions are the joint
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target position, so the resulting velocity is dependent on the difference between the joint position and the target
position. The larger the difference, the greater the torque applied to the joint. That results in a large acceleration
of the joint, and a large and complex distribution of the velocity. The ME-PCE model is not able to predict such
complex distributions well, resulting in an increased JSD. When the target position and joint position are closer to
each other, the torque on the joint decreases and with that the acceleration. The velocity distribution becomes less
complex and is better estimated by the model, resulting in a lower JSD.

At the moment in time when a new action is taken, it can be assumed that the joint position is equal to (or close to)
the joint target position of the previous action. The resulting velocity is therefore only dependent on the current
action and the previous action. This was verified (see Figure A.14a and A.14b for the relative error and Figure
A.15a and A.15b for the JSD with estimates with two and one action in the action window). It can be seen that
the relative error is very similar for all three action windows. But, the JSD is significantly higher for the action
window with only one action. Especially, at the first time-steps after a new action is taken. For two or three actions
in the window, it is similar. It seems that an action window of only one is too small to be used, which makes sense
given the fact that the velocity is dependent on the current action, as well as the current position (which is again
dependent on the previous action). This statement cannot be fully confirmed, since the estimate is inaccurate, which
can be for multiple reasons.

(a) Velocity in the longitudinal direction with uncertain actions
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Figure 6.11: Estimation of the position by the ME-PCE model, with a polynomial order of three and seven divisions for the
uncertainty in density and length. The top plot shows the trajectory (estimated and sampled). The bottom plot shows the
relative error per time-step.

Finally, with the addition of uncertain actions, it is also relevant to look at the estimation performance of a single
trajectory. For the model to work with TRPO, it is not only important that the distribution is estimated correctly,
but also that a single trajectory is representative of the robot’s behaviour. If there are, for example, discontinuities
in a single estimated trajectory, the policy might use those for improving on the objective, although that behaviour
is not possible in the real environment. One such trajectory can be seen in Figure 6.12. The confidence interval in
the estimate represents the uncertainty due to uncertain length and density. It is chosen to keep those uncertainties,
since it is not generally known what those are, only that the sampled trajectory is from a robot with the random
parameters sampled from the given range. The estimated trajectory does not follow the sampled trajectory well,
which is not surprising given that the average relative error is around 0.5. But it seems that the general shape of the
estimate corresponds with the trajectory. If the velocity is increasing, the model is also increasing in velocity, same
is true when the velocity is decreasing. The confidence interval is similar in magnitude to that in Figure 6.1a, which
indicates that the model is able to predict the confidence interval due to density and length, also in this case, well.
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The performance of the model on a single trajectory of the position (Figure A.12) is, not surprisingly, very poor: the
reduction algorithm does not work for this state and the relative error is high. The discontinuities in the estimate
can also be clearly seen.

Longitudinal velocity for a singe trajectory
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Figure 6.12: Estimation of one trajectory by the ME-PCE model of order three with seven divisions per uncertainty. The
sampled trajectory is the trajectory with the same actions as used for estimation.

The presented results show that the ME-PCE model is not able to estimate the states of the robot with sufficient
accuracy for the entire trajectory. The ME-PCE model cannot be used in combination with TRPO to train the
policy. Another substantial problem with the implementation of the ME-PCE model is the number of samples and
computational time needed to obtain an estimate. The current implementation (to estimate 0.4 s) needs around two
hours to finish the calculation, so if the trajectory has a length of 6 s, the computation would take approximately 24
hours, which is unpractical. Because of the given two reasons, ME-PCE is not used in combination with TRPO.

6.2 Results MOE
The goal of this section is to verify that the estimate made by the MOE resembles the behaviour of the system.
The desired accuracy for the model ensemble is not the same as for the PCE model: there is no accuracy for single
estimates (as was given by the relative error in the previous section). That is because the stochastic system is
represented by a number of NNs, so only if that number grows very large (around a thousand gives an accurate
representation of the distribution), it is fair to compare the model ensemble for individual samples. The goal is to
get a sufficiently accurate representation of the states and their respective distributions, in order to use the MOE in
combination with TRPO. The focus is, again, on the velocity and position in the longitudinal direction of the base
link, because they were found to be the hardest to estimate.

The first simulation is done with the only uncertain density and length, with the same sampled data used for PCE.
The neural networks used for this estimate contained two hidden layers of size 200, with ReLU activation functions.
There are 6 neural networks used per uncertainty, so a total of 36 networks are used for this estimate. That number
has been chosen based on a quick evaluation of some different values (Figure A.16). In this figure, the normalised
mean difference is given for 5 different numbers of NNs per uncertainty. Here, 6 NNs per uncertainty gave the best
trade-off between accuracy (given as the normalised mean difference) and the computational time needed to fit the
model. Although the MOE with 7 or 8 NNs per uncertainty is more accurate, it requires much more computational
time, making it less practical. The sampled data was split into test and training data: 80% of the data was used for
training and 20% for evaluation. With these settings, the model requires approximately two hours to fit the NNs.

The estimate of the velocity in longitudinal direction (Figure 6.13a) shows the general shape of the trajectory can be
estimated quite well. The 95% confidence interval is similar in magnitude, but is, occasionally, significantly larger
compared to the sampled data. That is because the model predicts states based on the current state, which is an
estimate. The accumulation of errors results in, sometimes, significant fluctuations and differences between the
estimated and sampled states.

Figure 6.13b gives an indication of the accuracy of the model. The relative difference between the data mean and
the estimated mean is given. The average is approximately 0.5, which is relatively high, but also a pessimistic view
of the performance. That is because the normalised mean difference peaks when the sampled state is near zero, in
that case, the normalised difference is large. The data points of small magnitude are also less relevant when a least
squares regression is used, because large terms dominate the error. That is a second reason the error is large around
state values with a small magnitude.

The accumulation of errors is also observable in the estimate of the position in the longitudinal direction (Figure
A.17a and A.17b). When looking at the top plot, for example, at 0.8 to 1.0 s, the estimated mean and confidence
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(a) Velocity in the longitudinal direction without uncertain actions
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(b) Relative mean difference per time-step for the evaluation
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Figure 6.13: Estimated velocity in the longitudinal direction by the model ensemble. The top plot gives the trajectory and
the bottom plot is the relative distance between the estimated mean and the data mean. The figures were made with the data
used for evaluation.

interval are estimated less accurately compared to other parts of the trajectory. That is because the estimated
velocity (Figure 6.13a), at that time, is also estimated incorrectly. That estimated velocity is also used to estimate
the position, resulting in an accumulation of errors. However, in general, the position is estimated more accurately
than the velocity. The normalised mean difference has an average value of approximately 0.5 and the estimated
trajectory has, generally, a comparable mean and confidence interval with the sampled trajectory. It is therefore
concluded that this model can estimate the trajectory, in this simplified environment.

The next step is to look at the model with uncertain density, length and actions. To get closer to the implementation
with TRPO, a trained policy is used for some of the sampled trajectories. The data, therefore, contains a larger
distribution of states, which is representative of the training situation. During training, the policy can, for some
combinations of density and length, make the robot walk successfully, but for other combinations, the policy fails. The
length of the trajectory increased to match the time window used for TRPO, which is 100 actions or approximately
6.5 s. The range of the density and length were also changed, to 0.4− 0.6 kg

m3 and 0.15− 0.20 m respectively. That
is done to match the range of RVs used for training the universal policy with TRPO. 5000 samples were used for the
estimate, with 80% used for fitting the neural networks and 20% used for evaluation. 6 models per uncertainty were
used, so 36 neural networks for the total estimates. A NN contained two hidden layers of size 200, both of which are
activated with ReLU activation functions. The results contain now a single sampled trajectory, but a distribution
from the estimate. The actions from the sampled and estimated trajectory are the same, but the estimated trajectory
has a confidence interval, due to uncertain density and length.

The estimate of the position in longitudinal direction can be seen in Figure 6.14a. The confidence interval is larger
compared to earlier results, but that is due to the increased ranges for the density and the length. The normalised
relative error (Figure 6.14b) is also much larger compared to the estimate done without uncertain actions. However,
the estimated mean is showing similar behaviour compared to the sampled mean. Both figures indicate that the NN
is able to predict the robot’s dynamics. The velocity estimate (Figure A.18a) shows a similar result: the confidence
interval is larger compared to the results with smaller ranges for density and length, but the estimated trajectory
(with the confidence interval) is similar to the sampled trajectory

It is important to note that the results are not as consistent as the PCE model. Although the PCE model was
inaccurate, changing the polynomial order or number of RVs did not result in unstable or unexpected results. The
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(a) Position in the longitudinal direction with uncertain actions
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(b) Normalised mean difference per time-step for the evaluation
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Figure 6.14: Estimation of the position in the longitudinal direction with varying actions by the model ensemble. The top
plot is the estimated trajectory and the bottom plot is the relative distance between the estimated mean and trajectory. The
figures were made with the data used for evaluation.

MOE does experience that behaviour much more: it is quite often that for some combinations of hidden layer size or
number of samples used, the model is unstable or performing significantly worse. The MOE is much more dependent
on hyperparameter tuning compared to PCE, which makes it difficult to get consistent results.

6.3 Results TRPO
The results are presented to verify two statements: whether it is possible to use a surrogate model in combination
with TRPO and if it is possible to obtain a universal policy for this environment. The samples can be obtained from
the original environment (DE/SE-TRPO), the TRPO algorithm with a ME-PCE surrogate (DE/SE-PCE-TRPO) or
the model ensemble surrogate (DE/SE-MOE-TRPO). It was concluded that the ME-PCE model could not be used
in combination with TRPO, therefore, there are no results with ME-PCE.

DE-TRPO and SE-TRPO are used as baselines to be compared with DE/SE-MOE-TRPO. The policies trained
in both the DE and SE are evaluated in the SE. Here, the aim of DE-TRPO is to verify that a policy trained in
a deterministic environment cannot perform well in a stochastic environment. SE-TRPO is added to see how the
performance is compared with SE-MOE-TRPO and if the surrogate model affects the performance and training of
the policy. The range of the RVs (length and density) is set at l = U(0.15, 0.20) m and ρ = U(0.4, 0.6) kg

m3 , which is
increased from what was used for PCE. That is done to better evaluate how well the universal policy can perform in
this environment. If the range is too small, a policy trained in a deterministic environment could also function well.
The deterministic environment used the mean of those parameters, so l = 0.175 m and ρ = 0.5 kg

m3 . The batch size
used for updating the policy is 16000 samples (the data from 10 trajectories) and the policy was trained for 600
epochs. A trajectory consists of 100 actions and is about 6 s long. This number of actions was chosen to make sure
that the policy has enough time to learn the cyclic behaviour needed for walking.

To get an idea of the performance of the policy, it is important to know how the reward and variation in length and
density relate to the observed performance. In Figures A.19a, A.19b and A.19c, the robot with three different link
lengths is given. It is clear that the highest link length results in a significantly larger robot. It is also important
to note that a larger robot is heavier, since the mass of a link is the density multiplied by its size. To give an
idea of what the trajectories for various rewards look like, the position and velocity in the longitudinal direction
are presented for three trajectories, each from a different range of rewards. A cumulative reward of 200 (Figure
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(a) Cumulative reward of 200
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(b) Cumulative reward of 1100
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(c) Cumulative reward of 2000
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Figure 6.15: The position and velocity in the longitudinal direction for three different trajectories. Each trajectory resembles
the performance typical for that range of the cumulative reward.

6.15a shows the position and velocity in the longitudinal direction) means that the robot cannot walk well: in the
beginning of the trajectory, two steps are made, resulting in a small advance of the base link. After the two steps,
the robot fails to walk any further. This is typical behaviour for trajectories with a cumulative reward of around
200: the robot can make one or two steps, but is not able to make consecutive steps. The states from a trajectory
with a cumulative reward of 1100 can be seen in Figure 6.15b. In this trajectory, the robot makes consecutive steps
for the entire length of the trajectory. However, the robot makes small steps at the beginning of the episode and it
needs some time to ’start up’. Trajectories with a cumulative reward of around 1100 show a robot that can walk,
but occasionally the robot makes small steps or does not move forward for a longer amount of time. Finally, a
cumulative reward of 2000 (Figures 6.15c) is a trajectory where the robot makes large consecutive steps. The highest
obtained reward is around 3000 and if the reward is above 1300, the robot is considered to be able to walk.

(a) Training DE-TRPO
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(b) Training SE-TRPO
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(c) Training SE-MOE-TRPO
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Figure 6.16: Cumulative reward of an episode per epoch, during training of the policy with the three implementations of
TRPO.

First, the results from training the policies are discussed. In Figures 6.16a, 6.16b the cumulative reward per episode
can be seen for the training of the policy (600 epochs). Both plots were made with 20 training cycles and every
epoch was evaluated for 5 trajectories. The data has been smoothed with a moving average filter with a window
size of 10. The mean reward of DE-TRPO converges to around 1900, with some maximum values around 2700 and
the lowest values around 1000. It shows that the policy can master the environment quite well, since an average
cumulative reward of 1900 means that the robot can walk well. Looking at the training for SE-TRPO (Figure
6.16b), the confidence interval is larger, which makes sense, since there are now also robots, that are less ideal for
walking: short legs and heavy links. The mean is therefore also lower: around 1800. What can be observed is that
the training does take a similar number of epochs, so it seems that the environment has not become much more
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complex due to the variation.

In Figure 6.16c, the cumulative reward per episode from training a policy with the MOE can be seen. The reward
shown is obtained from the MOE. The policy is trained for 1000 epochs and the MOE is updated every 100 epochs.
The interval of 100 epochs was chosen based on the results of DE/SE-TRPO: in 100 epochs, the policy is able to
improve its performance already significantly. The results are presented from 20 training cycles. The parameters of
the policy were updated with a batch size consisting of ten trajectories. The cumulative rewards from the MOE
are not improving during the training: both the mean and confidence interval are almost constant during the 100
epochs. An interesting observation is that the policy is able to improve (although only slightly) at the beginning of
the training cycle, for about the first 50 epochs. It is strange that the policy is not able to improve anymore after
those epochs or when the MOE is fit again. This is most likely caused by hyperparameters, which are not optimal
for the training with the MOE, and the MOE not having sufficient accuracy.

Evaluation of SE-MOE-TRPO in the original environment
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Figure 6.17: Evaluation of twenty policies trained with SE-MOE-TRPO in the original environment. The evaluation was
done every 100 epochs and for 10 trajectories per policy.

When using a surrogate model, it is also relevant to verify the performance of the policy in the original environment.
The policy trained with SE-MOE-TRPO, does not perform well in the original environment. This can be seen in
Figure 6.17, where the policy is evaluated in the original environment every 100 epochs. Every time, one policy
is evaluated for 100 trajectories. The data of 20 training iterations is given in this figure. It can be seen that the
rewards are all low, meaning that none of the policies have succeeded to learn walking. What is more interesting, is
that the confidence interval and mean of the evaluation are different compared to the confidence interval during
training, in the MOE. The confidence interval from the cumulative rewards from the MOE is generally, significantly
larger compared to the confidence interval from the original environment. This means that the dynamics, predicted
by the MOE, are significantly different compared to the dynamics of the original environment. Another observation
are the jumps in cumulative reward, which happen occasionally when the MOE is fit again (every 100 epochs).
These jumps suggest that the MOE behaves significantly differently after it has been fit again, which should not be
the case. The MOE does not seem to be able to consistently predict the dynamics correctly.

The same observations can be made when looking at the results of DE-MOE-TRPO (Figures A.20a and A.20b). The
policy is not able to improve during the 100 epochs and the predictions by the MOE are not consistent. Simplifying
the environment (by removing the stochastic behaviour) does not improve the learning of the policy, so it is not
the case that the SE-MOE is too complicated for the policy to master, but that there is another problem with the
implementation of the algorithm.

The evaluation of the policies is given in Figures 6.18a, 6.18b and 6.18c. It shows the average cumulative reward
of an episode, evaluated for the twenty policies, for various combinations of density and length. Starting with the
middle figure, for SE-TRPO. The heatmap can be divided into three sections. In the top right corner are the
parameters of the robot, which are favourable: low density and long links. For these variations, the highest rewards
are obtained: all around 2000, which means that the policy performs really well with those variations. Looking at
the first two columns, those rewards are significantly lower: those are the variations of robots with the short links.
The maximum reward is therefore lower, since the robot is not able to move as fast. This effect will be corrected
later in this section. A third interesting region in the heatmap is in the bottom right corner, where the heaviest
variations are (long links and high density). Here, it can be seen that rewards are also lower, which makes sense,
since the actuators are not able to move the links as fast as with the other variations.

The policy trained with DE-TRPO (Figure 6.18a), performs as expected around its training point (density of 0.5 kg
m3

and a length of 0.175 m). It gives an average reward of 1800, which is close to the average reward from training
(which was around 1900). For the preferred variations of the robot (top-right corner of the heatmap), the policy
performs as well as the policy trained with SE-TRPO. But, looking at the robots with short links, the policy is
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(a) Cumulative reward for DE-TRPO
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(b) Cumulative reward of SE-TRPO
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(c) Cumulative reward of SE-MOE-
TRPO
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Figure 6.18: Evaluation of the policies. The heatmap shows the cumulative reward for various values of length and density.
The average reward of twenty policies is given (for all three figures).

significantly worse compared to the policy trained SE-TRPO. It can be concluded that training with SE-TRPO
results in a policy that is much more consistent in performance for the given variations compared to a policy trained
with DE-TRPO.

Finally, the policies trained with SE-MOE-TRPO are not able to obtain a high cumulative reward for any of the
combinations of density and length (Figure 6.18c), which is not surprising, as the policy was not able to improve
during training. The same applies to the policy trained with DE-MOE-TRPO (Figure A.20c)

(a) Cumulative reward for DE-TRPO
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(b) Cumulative reward of SE-TRPO
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(c) Cumulative reward of SE-MOE-
TRPO
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Figure 6.19: Evaluation of the policies. The heatmap shows the relative performance compared to the maximal performance
possible for that combination of density and length, as a percentage value. The average cumulative reward of twenty policies
is given.

The cumulative reward from one episode is not only dependent on the performance of the policy, but also on
the robot: some robots can reach higher rewards with, for example, longer legs. Therefore, only comparing the
cumulative reward from one episode does not give a complete picture of the performance of a policy. The evaluation
is improved by correcting the obtained reward from a policy with the maximum reward that can be reached with
that combination of density and length. If that is done, it is possible to give the performance of a policy as a
percentage of the maximum achievable cumulative reward. The maximal possible reward is obtained by training
a policy with that configuration of density and length (so in a DE) and using the obtained maximum cumulative
reward. Dividing the cumulative reward from the policies trained with DE/SE-TRPO and SE-MOE-TRPO by that
maximum cumulative reward gives the relative performance of those policies. It is presented as a percentage value.
In Figures 6.19a, 6.19b and 6.19c those results are given. Here, it can be observed that the policy trained with
DE-TRPO, has the highest percentages in the center. That makes sense, since it was trained with that value of
density and length. The percentages drop for the combinations further from the centre, since the dynamics of the
robot are also changing more and the policies have not encountered that during training.

The performance of the policies trained with SE-TRPO (Figure 6.19b) is much more consistent over the entire
range. Only for the robots with the highest density, the policies perform worse, although better compared to the
policies trained with DE-TRPO. A reason for this can be that the dynamics of the robot are significantly different
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when the legs are long, requiring a different control strategy for effective walking. These results confirm that the
policy trained with SE-TRPO performs better compared to the policy trained with DE-TRPO. The performance of
SE-MOE-TRPO is, not surprisingly, bad.

The results of TRPO with the original environment (in SE and DE) show that one policy can control the stochastic
behaviour of the dynamics. The dynamics predicted by the MOE are not similar enough to the dynamics of the
original environment, such that a policy can be trained with them.
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7 Discussion and recommendations

The discussion is separated into three parts: first about the PCE model and its accuracy, followed by the model
ensemble. In the final part, TRPO is discussed in combination with the models. Also, some recommendations are
given for future work.

7.1 The PCE Model
The main point of discussion is the high relative error for both the model with and without uncertain actions. It
was found that using the multi-element approach, the relative error and JSD improved significantly, but the target
accuracy was still not reached. There can be two reasons why the accuracy is low: the first reason is that the
distribution one PCE has to describe is still too complex and that more divisions of the uncertainties, so more local
PCEs in the multi-element, are needed. Extrapolating the results from this thesis, the accuracy would, presumably,
increase, but the model would require an unpractical amount of time to be calculated. A second reason why the model
is inaccurate is due to the implementation, which might not be the optimal method and can therefore negatively
affect the results.

The reduction of the RVs in the PCE model did not work for the position of the robot. That is because there is
no information stored in the model about actions that happened before the action window. This could be solved
by using the current state as input for the PCE model, but the difficulty is incorporating that state into the PCE
model. A simpler solution would be to only predict the velocity of the robot with PCE and calculate the position
using a numerical time-integration scheme. The results suggested that the velocity of the robot can be estimated
with the reduction step. The disadvantage of predicting only the velocity with PCE is that the position has an
additional error due to integration and, together with the prediction error of the velocity, the error in the estimate
of the position can become large. For this method to function, it is required that the velocity is estimated accurately.
An advantage of this method is that the PCE model only estimates velocities, reducing the computational power
and the number of samples needed.

A third point of discussion is the implementation of the actions, which are now implemented as joint target positions.
This type of action has been chosen, because they are implemented in RoboGrammar like this and, more importantly,
it was not possible to obtain the torque values from the RoboGrammar environment. By modelling the actions as a
target position, the dynamics the model has to predict become more complicated (there is an additional feedback
loop), so it is better to use the torque of the actuators as a model input, such that only the dynamics of the robot
are modelled, simplifying the model. One disadvantage of modelling torque is that every time-step new RVs are
added to the PCE model (instead of every control interval, which is the case in the current implementation), so it
can be that the number of RVs in the PCE model increases when using torque instead of joint target positions as
RVs for the model.

A final, practical recommendation is to use C++ as the programming language, since it is much faster and more
efficient compared to Python.

7.2 The MOE
The MOE was able to predict the dynamics of the environment, but not with high accuracy. That is partly due
to the fact that estimated states are used to estimate the new states, so there is an accumulation of error. This
could be solved by approaching the MOE similarly to the PCE model. With the PCE surrogate, every time-step
was estimated by a set of coefficients. A similar thing could be done with the MOE: every time-step is estimated
by a NN. That NN would have as inputs the initial state and all executed actions. So, instead of one NN used for
estimating the dynamics of the environment, one NN is used for estimating the state at one point in time. There
is no accumulation of errors anymore, since all time-steps are estimated independently. The downside of such a
method is the number of NNs to fit and, therefore, the computational time needed. Another variation of modelling
the dynamics with the MOE is to use a physics informed model. Such a model is based on the dynamical equation
describing the system, but some elements in that dynamical equation are described by a NN. In that case, the
behaviour one NN has to predict is limited, resulting in more stable and accurate estimations of the states.

The accuracy of the MOE could also be improved by modelling all states of the robot: only a selection of the states
is considered in this work. However, that might be too limited for the model to predict the states correctly. That is
because the state of one link is dependent on all links and joints in the robot. Adding all the states to the model
would significantly increase the complexity of the MOE: the input increases from 18 states to 84 states, but this
increase results, mainly in longer training times for the MOE. The time required to sample from the MOE would
increase that much, since that is a relatively simple procedure.

Another problem with the MOE is that the prediction is very dependent on hyperparameters and is unstable for
some combinations of those. The results are therefore not always consistent: it can be that the estimation of the

40



MOE is accurate for one trajectory, but significantly worse for another. There is a substantial need for optimisation
of the hyperparameters, which was not as relevant for the PCE model. Also, the implementation (especially the
least squares estimate) can have a large effect on the performance of the MOE.

7.3 TRPO
The results with TRPO and the original environment showed that it is possible to train one policy that functions
well in a stochastic environment. The training results were consistent: all simulated training cycles were able to
train the policy that is able to make the robot walk. A difficulty is the hyperparameter tuning, which is of great
importance for the training, as is also highlighted in [55, 56]. The implementation is also of importance: some
implementations of a RL algorithm perform significantly worse than others, even if the same theoretical algorithm is
used. The combination of hyperparameters and implementation can result in the fact that for some environments
(for example, the original RoboGrammar environment) the algorithm works well and is able to give consistent results,
but for others (for example, the MOE) not. This is a problem that is observed more often with RL.

The main reason that TRPO in combination with the MOE is not able to learn is probably due to the tuning of the
hyperparameters. Both the parameters of the TRPO algorithm and the parameters of the fitting of the MOE must
be chosen correctly. The difficulty is that there are a lot of parameters involved and the combinations of parameters
that result in successful training can be limited. This can only be solved by optimising the parameters or by trial
and error. It would be beneficial to change the MOE in combination with TRPO, so that it is more robust to the
hyperparameters, making results consistent and more easily reproducible.
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8 Conclusion

In this thesis, two types of surrogate models are developed to train a universal policy with TRPO. Although both
models do not have the desired accuracy, there are still possibilities to improve the accuracy. The PCE model is
extensively evaluated and is, for some of the estimated states, accurate. The difficulty lies in obtaining a practical
implementation of this model. The effect of implementing a multi element PCE improves the accuracy significantly
and shows that the dynamics are too complicated to be captured by a single PCE. It is found that it is possible to
further improve the performance of the model using the implementation of this thesis, but that results in a model
that requires too much computational power for an implementation in combination with TRPO. It is for that reason
that the PCE model is not used in combination with TRPO.

The model ensemble surrogate has lower accuracy compared to the PCE model, but is simpler to implement and
requires significantly less computational time. The difficulty with this model is setting the correct hyperparameters,
so that a stable and accurate model can be obtained.

The training of the universal policy with TRPO is successful in the original RoboGrammar environment. Here was
a clear result: the policy trained in the stochastic environment is able to perform similarly over the entire range
of the two random variables: density and length. The policy trained in the deterministic environment performed
significantly worse when evaluated for the entire range of density and length, proving that the policy trained with
one value for density and length, cannot control the entire range equally well. So, a universal policy can be trained
for this type of environment.

The policy trained with the model ensemble surrogate is not able to improve its performance in the environment, but
this can be improved by optimising the hyperparameters of the algorithm. It cannot be concluded that a surrogate
model can be used for training instead of the original environment, as the training with the model ensemble did not
yield a successful policy.

The main goal of this thesis is to develop a foundation for training a universal policy with a surrogate model. That
goal is not yet fully achieved, but when it is accomplished to obtain accurate surrogate models, they can be used in
combination with TRPO. After that, it is possible to extend this work to a larger variation of robot morphologies
from the RoboGrammar library and develop a surrogate model for those robots, to finally reach a universal policy
that can control a variety of robot morphologies.
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A Appendix

A.1 PCE Results with Uncertain Mass and Density

(a) Position in the longitudinal direction
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Figure A.1: Estimation of the position in the longitudinal direction by the PCE model with polynomial up to and including
order 15. The top plot shows the trajectory, the middle plot the mean relative error of the estimation. The bottom plot gives
the JSD for the estimate with the data used for fitting and evaluation.

46



(a) Position in the vertical direction
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(c) Jensen-Shannon divergence of the fit and evaluation of the model
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Figure A.2: Estimation of the position in the vertical direction by the PCE model with polynomial up to and including
order 15. The top plot shows the trajectory, the middle plot the mean relative error of the estimation. The bottom plot gives
the JSD for the estimate with the data used for fitting and evaluation.
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(a) Position in the lateral direction
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(b) Relative error per time-step of evaluation of the PCE model
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Figure A.3: Estimation of the position in the lateral direction by the PCE model with polynomial up to and including order
15. The top plot shows the trajectory, the middle plot the mean relative error of the estimation. The bottom plot gives the
JSD for the estimate with the data used for fitting and evaluation.
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(a) Velocity in the vertical direction
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(c) Jensen-Shannon divergence of the fit and evaluation of the model
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Figure A.4: Estimation of the velocity in the vertical direction by the PCE model with polynomial up to and including
order 15. The top plot shows the trajectory, the middle plot the mean relative error of the estimation. The bottom plot gives
the JSD for the estimate with the data used for fitting and evaluation.
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(a) Velocity in the lateral direction
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(b) Relative error per time-step of evaluation of the PCE model
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(c) Jensen-Shannon divergence of the fit and evaluation of the model
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Figure A.5: Estimation of the velocity in the lateral direction by the PCE model with polynomial up to and including order
15. The top plot shows the trajectory, the middle plot the mean relative error of the estimation. The bottom plot gives the
JSD for the estimate with the data used for fitting and evaluation.
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Relative error from evaluation
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Figure A.6: Relative error of the evaluation of the PCE model. The relative error is from the estimation of the velocity in
longitudinal direction, from the trajectory in Figure 6.1a.
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(b) Relative error from evaluation
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Figure A.7: Estimation of the position by the PCE model, with a polynomial order of three and seven divisions per
uncertainty. The top plot shows the trajectory (estimated and sampled). The bottom plot shows the relative error per
time-step.
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Figure A.8: Relative error of the evaluation of the PCE model, with a polynomial order of three and seven divisions per
uncertainty. The estimation is from the velocity in longitudinal direction.
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Figure A.9: Distribution of the position in the longitudinal direction, estimated with ME-PCE with a polynomial order of
three and seven divisions per uncertainty. The estimate shows the contributions of the seven divisions for the RV length,
labelled as PCE 1− 7. The data is the same as in Figure 6.4.
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Figure A.10: Relative error of the position in longitudinal direction, estimated with a PCE model of polynomial order three
and seven divisions per uncertainty. The error is calculated using the data for evaluation.
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A.2 PCE Results Uncertain Actions
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Figure A.11: Sampled and estimated velocity in the longitudinal direction. The ME-PCE model had an polynomial order of
three and an action window of three actions.

Estimate of the longitudinal position for a single trajectory
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Figure A.12: Estimation of a single trajectory by the ME-PCE model of order three and seven divisions for the uncertainties
density and length. The PCE estimate used the same actions as the sampled trajectory.

Jensen-Shannon divergence from the estimate of the longitudinal position
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Figure A.13: JS divergence of the longitudinal direction with the ME-PCE model of polynomial order three, seven divisions
per RV and an action window of three actions.
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Relative error from the evaluation with two actions
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(a)
Relative error from the evaluation with one action
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(b)
Figure A.14: Relative error of the estimation of the longitudinal velocity with an action window of two or one respectively.
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Jensen-Shannon divergence of the ME-PCE model with two actions
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(a)
Jensen-Shannon divergence of the ME-PCE model with one action
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(b)
Figure A.15: JS divergence from the estimate of the longitudinal velocity. The top plot shows the estimate from a ME-PCE
model with an action window of two actions, the bottom plot shows the estimate from a ME-PCE model with one action in
the action window.
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A.3 Results MOE

Normalised mean difference for various values of NNs per uncertainty
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Figure A.16: Normalised mean difference between the estimated mean by the model ensemble and the sampled data for
velocity and position in longitudinal direction, for multiple numbers of NNs model per uncertainty.

(a) Estimation of the position in longitudinal direction
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(b) Normalised mean difference per time-step for the evaluation
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Figure A.17: Estimation of the position in the longitudinal direction by the model ensemble. The top plot is the estimated
trajectory and the bottom plot the relative error between the estimated mean and trajectory. The figures were made with the
data used for evaluation.
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(a) Velocity in the longitudinal direction with varying actions
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(b) Normalised mean difference per time-step for the evaluation
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Figure A.18: Estimation of the velocity in the longitudinal direction with varying actions by the model ensemble. The top
plot is the estimated trajectory and the bottom plot the relative difference between the estimated mean and trajectory. The
figures were made with the data used for evaluation.

A.4 Results TRPO

(a) Link length: 0.15 m (b) Link length: 0.17 m (c) Link length: 0.20 m

Figure A.19: The used robot with three different values for the length of the link.
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(a) Cumulative reward during training
in the DE-MOE
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(b) Cumulative reward the policy, eval-
uated in the original environment
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(c) Cumulative reward of DE-MOE-
TRPO
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Figure A.20: Training and evaluation performance of ten policies trained with DE-MOE-TRPO. The left figure gives the
cumulative reward during training. The middle figure is the evaluation of the policy in the original environment, evaluated
every 100 epochs. The right figure gives the performance of the final policy for the distribution of density and length.

A.5 Artificial Intelligence used in this Report
For this report, QuillBot has been used for grammar checks and improve sentence structure. It is retrieved from
https://quillbot.com/grammar-check on 30-05-2024.
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