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Abstract

Addressing Company X’s complex supply chain challenges involving the Buffer Al-
location Problem (BAP), this thesis presents a tailored solution to improve the prod-
uct flow and corresponding throughput of the manufacturing facility. The BAP is a
formidable problem that affects both the total output per unit of time, the number
of production orders that are delivered on time, and the total amount of space that
is occupied by work-in-progress (WIP). This study proposes a digital model that uti-
lizes optimization algorithms in order to determine the optimal allocation of avail-
able buffers while interpreting real-time data. Ultimately, the goal is to increase the
throughput while taking space limitations and other constraints into account. The
presented model includes a hybrid algorithm that consists of both a generative part
and an evaluative part that work together in order to find the best performing allo-
cation. This is all done whilst taking space limitations, flow constraints, and buffer
type restrictions into account. Consequently, the tool can be very helpful to the people
occupied with production planning at the facility regarding decision making. It pro-
vides insight in where currently buffers are allocated through real-time data while also
acting as a guideline for where the buffers should be. In addition, the large number of
parameters that can be changed enables the user to simulate various scenarios and get
an idea of how the buffer allocation would change under different circumstances. As
a result, the flexibility of the manufacturing system is increased due to this increase
in anticipation level. Besides reviewing these different circumstances, it is also possi-
ble to determine what parameters affect the system performance the most. This gives
the company additional insights and can therefore contribute to developing a strategy
that is concerned with what variables should be improved. In conclusion, this research
provides an additional tool to the supply chain operations happening at TKF and im-
proving its market position. A successful implementation of this tool has the potential
to significantly improve the throughput of Company X’s manufacturing facility while
also providing additional insights and the ability to envision other scenarios.
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Management Summary

This management summary provides an overview of this thesis, which addresses the
Buffer Allocation Problem (BAP) and specifically the variant encountered at the Com-
pany X. Below are the key aspects and findings highlighted.

Objective

The primary objective of the research is to develop a tailored solution for optimizing
the allocation of available buffers among the machinery, with a focus on maximizing
the total throughput. In addition, the company wants to get insight on how to dis-
tribute the buffers in a more effective manner.

Key Challenges

1. Planning Strategy: The current strategy is mainly based on where the buffers
are located at that moment in time without additional reasoning.

2. Complex Network: The machinery configuration and different production se-
quences of the products results in a complex machine network that is difficult to
analyze.

3. Space limitations: The total available space for the storage of work-in-progress
(WIP) limits the amount of buffer that can be allocated per machine.

4. Material Handling: There is a limited number of available cable reels. In addi-
tion, different machines require different reel types.

Proposed Solution

This thesis proposes a comprehensive solution that utilizes optimization techniques
and a real-time data connection to address the BAP for Company X.

Solution Components

1. Generative Algorithm: A custom algorithm is created based on existing meth-
ods that is able to generate new viable solutions.
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2. Evaluative Method: A manner through which the user is enabled to determine
the throughput given a certain buffer allocation.

3. Data Connection: Implementation of a direct data link enables the user to di-
rectly retrieve information from the company’s supply chain software.

4. Adjustable Settings: Integrated adjustable parameters allow the user to simu-
late various scenarios.

5. Dashboard: Visualization of the results provides insight for the production plan-
ner on how to steer the production operations.

6. Performance Metrics: An overview of all individual performance metrics for
each machine, such as utilization.

Expected Outcomes

Implementation of the proposed solution is expected to result in:

• Significant increase in throughput, potentially in the range of 10-20% extra cable
reels per unit of time.

• Variables that can lead to an additional increase in throughput will be exposed.

• The time taken up by the planning process is reduced.

Challenges and Risks

• Making decisions purely on the model in order to achieve a certain buffer allo-
cation could go against one’s instincts.

• Production orders with high priority could interrupt the product flow and dis-
rupt the buffer allocations.

• Some parameters are based on historical data or predictions and may therefore
not be accurate for the future, such as processing times.

Findings

• The model indicated an improvement of at least 17% for all tested algorithms.

• The improved buffer allocation could lead to an increase in generated value of
∼€614,286 per week.

• The runtime of the model remains under a minute for all algorithms.

• Improving the overall equipment efficiency and scheduled times for all machines
could lead to an even further increase in throughput.
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Next Steps

• An implementation plan will need to be set up in order to exactly determine to
what level the model is decisive.

• The people who can benefit from this tool will need to be taught on how to use
it and how it is built.

• Resource allocation approval needs to be secured.

Executive Summary Highlights

• This thesis proposes a tailored solution to address the BAP at Company X, em-
phasizing throughput maximization, and increased operational efficiency.

• Potential benefits include a significant increase in throughput, opportunities for
further throughput improvements, and reduced time taken up by production
planning.

Conclusion

In order to retain or improve the market position of Company X it is important to
increase the throughput level with its current resources. This allows the company to
sell more products per unit of time without significant additional costs. The poten-
tial benefits outweigh the challenges associated with implementation due to its user-
friendliness.
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Chapter 1

Introduction

In this introductory chapter, a comprehensive overview of the context, objectives, and
structure of this Master’s thesis is given. Section 1.1 discusses the background and
context of the research, addressing the significance of optimizing buffer allocations in
current-day manufacturing operations. The problem statement, outlining the specific
obstacles faced by Company X (X) as well as their intentions are stated in Section 1.2.
The research objectives are stated in Section 1.3, providing a clear guideline for the in-
dividual goals of this study. The main research question and its derived sub-questions
are presented in Section 1.4, aligning them with the content of all further chapters
in this report. In addition, the significance of this study is emphasized by highlight-
ing several benefits of having improved buffer allocations in Section 1.5, whereas the
scope and limitations are addressed in Section 1.6. Lastly, Section 1.7 summarizes the
organization of this report, giving readers an overview of the subsequent chapters
and sub-chapters, including the literature review, problem formulation, and research
methodology.

1.1 Background and Context

X is a well-established company in the Netherlands and is occupied with the produc-
tion of connectivity solutions such as electric cabling but also glass fibre cabling. For
this research, the main focus is towards the production of electricity cables. Various
production steps are involved with the manufacturing of these cables. These will be
explained in Section 2.1. However, it is confronted with various challenges that af-
fect the daily operations related to the product flow in the factory. These challenges
involve determining the actual buffer sizes, distributing the workforce effectively, op-
timizing machine schedules, and ensuring on-time delivery of production orders. To
tackle these challenges, this Master’s thesis is aimed at developing a model that can
solve the unique variant of the buffer allocation problem (BAP) that X is faced with
while considering corresponding constraints and requirements. The BAP in a man-
ufacturing context is a strategic challenge that requires careful consideration of pro-
duction processes, fluctuations in demand, and operational constraints. In this case, a
buffer is defined as a stock of semi-finished products that are waiting to be processed
by a certain machine or production line. Such buffers are used to adjust for variations
in production processes. For example, should a previous production step fall behind
schedule then the subsequent process could just continue processing products from its
buffer. Consequently, the entire manufacturing process runs more smoothly. Allocat-
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1.2. Problem Statement

ing the right buffer sizes contributes significantly to achieving lean manufacturing, en-
suring the timely delivery of products while minimizing waste and operational costs.
Consequently, the BAP is an optimization problem that aims to find the best solution
between a trade-off of conflicting objectives.

A buffer size can be seen as the number of semi-finished products that are waiting
to be processed by a certain machine. A buffer size can also be measured in time, such
as the number of processing hours in which the machine can be active before it runs
out of semi-finished products should the previous machine break down for example.
When placing the BAP in the context of X, a buffer can be seen as the amount of semi-
finished cable length that is waiting to be processed by a specific machine. Cables are
stored most of the time on cable reels, these can be seen in Figure 1.1. The buffer size
could therefore be measured in the number of cable reels waiting for a machine or the
total processing time of waiting semi-finished cables.

1.2 Problem Statement

The primary objective of this research is to find the optimal buffer sizes in between
each production stage at the manufacturing facility of X in City A and, specifically, the
energy department. The exact problem can be formulated as follows:

The main reason for X to determine optimal buffer sizes is to have a target value for
the amount of work-in-progress (WIP). Currently, there are many cable reels occupied
with a cable requiring processing however, this leads to a shortage of empty cable
reels which are also necessary before a process can start. In addition, the reels take
up a lot of space and make it sometimes difficult for forklift operators to manoeuvre
around these objects or even find the correct cable reel. An example of a storage area
being over-packed with WIP reels can be seen in Figure 1.1. In addition, having large
amounts of WIP in between production steps means that the throughput time also
increases. Consequently, the company would like to reduce the amount of WIP to
create a more efficient product flow.

Figure 1.1: Temporary storage area that is overflowing with cable reels (image is an
example and is not the actual facility).
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1.3 Research Objectives

The research objectives of this thesis are as follows:

• To analyze and model the BAP that exists at X, taking into account factors, such
as available space, manufacturing topology, and related costs.

• To develop a buffer size optimization algorithm that can solve the BAP at X, to
reduce WIP while minimizing costs and improving the percentage of on-time
deliveries.

• To test the proposed solution using relevant real-time production data provided
by X and compare its performance against the current situation.

• To provide practical recommendations and insights to X based on the results
obtained, in order to reduce the WIP and improve the percentage of on-time
deliveries.

1.4 Research Questions

To guide this research and not lose track of the goal a set of research questions has
been formulated. The following research questions are formulated:

1.4.1 Main Research Question

By considering all the characteristics of the manufacturing facility of X in City A, an
optimization model to determine buffer sizes for all machines is developed. This re-
sults in the following main research question:

• What are the optimal buffer sizes for each production line while maximizing the
expected production output at the manufacturing facility of X?

1.4.2 Sub-Research Questions

To answer this question several distinct aspects need to be determined beforehand.
Aspects that are of importance for determining the buffer sizes are; current produc-
tion system performance, optimization objective, optimization algorithms, validation
method, and the corresponding constraints and requirements. Therefore, the follow-
ing five sub-questions:

• How does the current production system perform?

◦ What does the current manufacturing layout look like?

◦ What KPIs are used to measure the performance?

◦ At what rate do new orders arrive?

◦ What are the machine characteristics?

• What constraints and requirements should be taken into account?
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◦ What are the limiting factors?

◦ What are the requirements from X?

• What objective should be focused on?

◦ What KPIs are available and can be used?

◦ What KPI does X value the most?

• What optimization algorithm should be used?

◦ How are the different algorithms assessed?

◦ What tools or software should be used?

• How are the results going to be validated?

◦ What does the test method look like?

◦ What variables are going to be assessed?

The goal of this research is to determine the optimal buffer sizes for each production
line. These buffer sizes will act as a guideline for the production planning upon which
certain decisions can be based. For example, if a certain machine will be scheduled for
the upcoming shifts.

1.5 Significance of the Study

As was mentioned in the previous sections, a decrease or even increase in the amount
of WIP can have several benefits. Firstly, the average throughput time of a cable will
be reduced since there will be less WIP waiting before each machine. Consequently,
the total waiting time is reduced and thus the throughput time. Secondly, the holding
cost will also decrease because less space is occupied for temporary storage of semi-
finished products. Thirdly, the factory floor will be a lot more organized and struc-
tured, which means that it will be a lot more simple to keep an overview of where
everything is located. Lastly, it could also occur that in some cases the WIP needs to
increase to reduce the chance of machines starving out. Meaning that there are no
cable reels in the buffer left that require processing by that specific machine. Besides
the benefits of a reconfiguration of the WIP level, determining the optimal buffer sizes
also has benefits for other obstacles. For example, it helps in adjusting for production
variations in previous processes to ensure a smooth throughput. Consequently, it also
helps in guaranteeing delivery dates with more certainty.

In Section 1.1 various challenges that are encountered by X were mentioned besides
the allocation of buffer sizes, such as distributing the workforce effectively, optimizing
machine schedules, and ensuring on-time deliveries. Of these challenges, the alloca-
tion of optimal buffer sizes is regarded as the most highly valued by the company.
Solving the BAP variant of X automatically also contributes to solving the other chal-
lenges. Once the optimal buffer sizes are known it becomes more simple to determine
which machines should be running and which machines can afford to miss a shift.
Furthermore, the machine schedules can be optimized more easily when the required
buffers are known. The production planner has a better overview of what will arrive at
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the next machine in the upcoming shifts and as a result, it is less complex to determine
which buffers should be replenished and with what products. Lastly, the percentage
of on-time deliveries can also increase once the optimal buffers are known since this
should lead to a smoother flow through the factory. Therefore, X values the challenge
of buffer allocations the most.

From the available literature, it became clear that there is not a specific roadmap
that can be followed to tackle this problem. In addition, it is possible to approach
this problem from various fields of expertise, such as simulation and queueing theory.
What is missing in the research is a simplified model that can correlate buffer sizes to
the performance of the system. Moreover, there is no existing model for a machine
network that takes into account the overall equipment efficiency (OEE) as well as the
scheduled hours per machine. This research aims to fill this gap supported by the
case study for the manufacturing facility of X. The reviewed literature can be found
in Chapter 3. Besides creating a reliable model, it should also be user-friendly and
efficient such that it could easily be integrated into the daily operations of a production
facility.

1.6 Scope and Limitations

It is important to mention both the scope and the limitations of this research. The goal
of this research is to provide the company with a model that can calculate an optimal
or near-optimal buffer allocation that can be applied in the company’s manufacturing
department. The model does not include precise production schedules or layout opti-
mization. In addition, the costs, turnover, or other monetary KPIs will not be included
and are regarded as out of the scope of this research. The aim is to provide a simple-
to-use tool in which the optimal buffer sizes are determined. However, it could be
unavoidable that the model requires simplifications or additional assumptions due to
the complex nature of the problem. Furthermore, the lack of available data could also
play a role which may require additional presumptions. Another possible limitation is
the software available to the company meaning that only a select amount of programs
can be used through which the tool can be built and implemented. Furthermore, the
model is developed for the manufacturing system during the writing of this report.
Consequently, should the production facility change due to new or extra machines for
example then this could mean that the model should be modified significantly. These
factors affect the generalizability of the model.

1.7 Thesis Structure

The remainder of this thesis is structured as follows:

• Chapter 2: Problem Context - This chapter provides additional information
about the company, the manufacturing system, and the general production pro-
cesses involved with producing electric cables.

• Chapter 3: Literature Review - In this chapter, an in-depth review of the exist-
ing literature is provided that elaborates on the BAP and its variants as well as
various solution approaches.

5



1.8. Summary

• Chapter 4: Problem Description - The fourth chapter formally defines the BAP
variant at X, identifying its parameters, constraints, and objectives.

• Chapter 5: Solution Approach - This chapter presents the algorithms and method-
ology developed to address the problem, as well as the required data integration
and implementation details.

• Chapter 6: Experimental Setup - Here, the experimental setup and procedure
are discussed together with the process of data collection and parameter tuning.

• Chapter 7: Results and Discussion - In this chapter, the results are analyzed and
discussed, while practical recommendations are made based on the experimental
findings.

• Chapter 8: Conclusions and Recommendations - The final chapter highlights
the key findings, contributions, future research directions, and final remarks.

1.8 Summary

This chapter has introduced the background and context of the BAP that is present
at X. In addition, the problem statement is elaborated upon in which the complica-
tions for X are addressed. This Master’s thesis aims to solve these problems with the
presented research objectives and answer the corresponding research questions. Fur-
thermore, the significance of the study is indicated by showing the multiple significant
benefits that could be acquired when this problem is solved. In the following chap-
ters, more details of the BAP at X are elaborated upon and a solution methodology is
proposed.
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Chapter 2

Problem Context

In this chapter, the company is introduced and the challenges in their version of the
BAP are explored. In the ever-changing landscape of cable manufacturing, companies
are continually challenged to optimize their production processes to meet the increas-
ing demands of the market. One aspect that significantly affects the overall efficiency
of cable production is the strategic allocation of buffers within the manufacturing facil-
ity. Buffers, in this context, refer to a designated amount of WIP to manage fluctuations
in throughput rates and ensure a smooth product flow. The BAP arises when a com-
pany tries to find a balance between maximizing throughput and minimizing costs. To
tackle this problem effectively a thorough understanding of the production processes
and manufacturing layout is of importance (Section 2.1). This introduction sets the
stage for an elaboration of the BAP, as specific challenges faced by TKF are addressed
and that need to be taken into account to increase operational efficiency, reduce costs,
and ultimately ensure the company’s competitive position in the market (Section 2.2).
Combining these challenges creates a specific variant of the BAP that is distinct to X
(Section 2.3). In this complex manufacturing environment, it is essential to apply ad-
vanced optimization strategies to allocate buffers based on real-time production data
and other relevant factors. Solving this version of the BAP for X would be another step
in establishing a more efficient product flow in which throughput times are reduced
and the available workforce is distributed over the machines in the most effectively.

2.1 Company X: Background and Operations

X is an active company in regions of the Netherlands, Belgium, and Luxembourg re-
garding the manufacturing of various types of cables. They are known for their flexi-
bility as well as their eye for detail concerning quality. X owns three different facilities
from which electric cables are produced. These are located in City A, City B, and City
C. The facilities in City B and City C are mostly occupied with producing cables in-
tended for subsea applications such as offshore wind farms. These facilities are out of
the scope of this research, which will be focused on the facility located in City A and
one production cell specifically. The facility in City A is concerned with the manu-
facturing of cables intended for various purposes. The product portfolio ranges from
medium voltage cables to cables used in the marine sector including vessels.
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Figure 2.1: Schematic representation of the concerning manufacturing layout.

The company is offering a large range of cable types to the customer. This is also
one of the causes of the complexity of the task at hand. In Figure 2.1 a floor plan
of the production department can be seen as well as where all machines are located.
The department is responsible for producing the larger cable types regarding diame-
ter. It mostly produces medium voltage cables, however large diameter high and low
voltage cables are also being manufactured in this department. In general, there are al-
ways certain production steps involved with the manufacturing of electric cables that
are the same. These steps are visualized in Figure 2.2.

Figure 2.2: Production steps involved with the manufacturing of electric cables.
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2.1.1 Cable Production Processes

Electricity cables play a major role in the current living standard of people worldwide.
With their ability to transport electricity from one place to another, they increase the
quality of living substantially. Without electricity cables one would require batteries or
generators everywhere they go and power plants would not be able to exist. Electricity
cables come in all shapes and sizes, ranging from subsea cables that need to conduct
tens of thousands of volts while at the other hand, your phone requires a significantly
smaller charging cable. For this research, the energy department of the manufacturing
facility of X in City A is of interest. As a result, the cables that are made there will be
elaborated upon.

Figure 2.3: Most common elements used in
electrical cables Simcona [2023].

Every electricity cable always
consists of at least two elements.
The first one is the conductor
which is responsible for conduct-
ing the electricity. The other el-
ement is the insulation layer that
prevents discharges to the sur-
roundings from happening when
handling the cable while it is con-
ducting electricity. The cable con-
figuration becomes more complex when more than one conductor is involved, differ-
ent materials are required, or the cable has to cope with harsh environments. Examples
of harsh environments are at the bottom of the sea, in surroundings with a low or high
pH, or in places with a high risk of the cable being cut. These examples would require
additional insulation with corrosive resistance for example or armouring is required
such that a person or animal cannot simply cut or damage the cable. The most general
elements of an electricity cable are visualized in Figure 2.3.

Conductor

Figure 2.4: Visualization of
the conform extrusion process
The Open University [2017].

When manufacturing an electricity cable, the
production process starts with the bare con-
ductor. The conductors used at X are either
made out of aluminium or copper. While
copper has better electric conductivity (fac-
tor 1.57), aluminium is a lot cheaper (factor
∼3). Consequently, even if a cable would re-
quire more aluminium than copper it could
still be cheaper to have aluminium. X buys
aluminium and copper in the shape of wire
with a standard diameter. To get the desired
conductor specifications the material first has
to be processed. The copper wire is processed
in the wire drawing mill, which is another de-
partment and is out of the scope of this re-
search. The aluminium is processed by the
conform extrusion lines which soften the material through friction and then force it
through a die with the desired diameter. The process is visualized in Figure 2.4.
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Insulation and Twisting

Figure 2.5: Different types of cable
armouring Miko Wong [2017].

After the conductor has been manufactured
to specification, the next step is to insulate
each individual conductor. The purpose of
this insulation layer is to prevent electrical
charges from jumping out of the conduc-
tor to its surroundings, such as people or
other cables. In the latter case, there is the
possibility of shortening the circuit. Most
electricity consists of more than one insu-
lated conductor and the most common con-
figuration includes three insulated conduc-
tors namely; earth, neutral, and a live wire.
These insulated conductors are not simply bundled after which an outer layer is ap-
plied to hold them together. The individual insulated conductors are wounded around
each other in a process called twisting. A pair of twisted insulated conductors can be
seen in Figure 2.2. The reason for twisting these insulated conductors is to prevent
residual stresses inside the conductors. One could imagine if a cable was being placed
with turns in only one direction and the insulated conductors were not twisted then
the outer conductor would need to cover more distance. As a result, this conductor
experiences more tensile stress, increasing the risk of tearing. Once the conductors are
twisted the cable is not very suitable for further processing since its outer surface is not
smooth but consists of twisted wires. Consequently, the twisted conductors are first
fed through an extruder which applies material, often rubber, all around and when
the conductors exit the extruder head a smooth singular cable is left over.

Armouring and Outer Sheath

Figure 2.6: Extrusion of the outer sheath
for a medium voltage cable.

After the filler material has been ap-
plied and the cable has a smooth sur-
face it is fit for further processing. An
optional armouring layer could be ap-
plied to the cable. This armouring
layer has various purposes. Firstly,
it acts as a protection layer reducing
the ease with which the cable can be
cut or damaged. Secondly, it strength-
ens the cable such that the mechani-
cal stress on the conductor is reduced.
However, this is only the case for con-
ductors that are woven, solid conduc-
tors can handle more stress. Lastly, the armouring acts as an earthing screen. Should
a cable that is placed underground get damaged during excavation for example this
armouring ensures that the cable is still grounded. The last step before the cable is
finished is always the outer sheath or jacket. This outer sheath does not necessarily
have a functional purpose besides indicating the type, length, and other properties
of the cable. The outer sheath is applied in a similar way to the insulation layer of
the conductors. The cable is fed through an extruder head that applies a layer, often
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polyethylene, of material around the outside of the cable. This process can be seen
in Figure 2.6. The thickness of this layer depends on the size of the cable. Generally,
when the diameter of the conductors increases the thickness of the outer sheath also
increases. The thickness is often between one and five millimetres.

2.2 Challenges

As a company, X desires to deliver every order on time and according to the high-
est possible quality standard. However, certain challenges arise when looking at the
product flow through the factory. The following challenges are encountered in its daily
operations.

2.2.1 Space Limitations

The first challenge encountered is the amount of available space at the manufacturing
facility. A large portion of the available factory floor is taken up by all the machines
that are required to meet the required throughput. In addition, some of the area is
also designated for paths used by forklifts and employees. Consequently, little space
is available for temporary storage which needs to be taken into account when deter-
mining buffer sizes for each production step.

2.2.2 Material Handling Constraints

In addition to the space limitations, the number of available cable reels is also a con-
straint. All different processes have a certain set of cable reels on which the processed
cable can be winded. If one of these cable reel types should be completely loaded with
cables, then it would be possible for production to stagnate due to a lack of empty
cable reels. Having enough available cable reels at all times will pose a challenge.

2.2.3 On-time Deliveries

Having production orders finished on time is another challenge that is a consequence
of having too much work-in-progress stored between certain production steps. To-
gether with the previously two mentioned challenges there is also the challenge of
getting production orders on time and even better would be to get it at the correct
time window to prevent any unnecessary holding costs. The challenge is to find a
balance in optimal buffer sizes while still ensuring on-time deliveries.

2.2.4 Flow Network Complexity

The range of different cables that are being offered by X in their product portfolio
is very wide. Consequently, there are many different production sequences possible
through the department. While this large product portfolio can satisfy most customer
orders it does result in very complex product flows. Each of these product flows will
need to be taken into consideration when determining the buffer sizes.
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2.3 The Buffer Allocation Problem at X

The challenges that are mentioned before will all be encountered throughout this re-
search about the BAP at X. This research aims to determine and optimize buffer sizes
while taking into account the amount of available space and cable reels, the time win-
dows in which orders need to be delivered and the complex product flows. Solving
this problem for X means that a consistent product flow can be achieved throughout
the department in which the probability of having a shortage of cable reels is reduced.
Consequently, a higher proportion of on-time deliveries can be guaranteed. In addi-
tion, the buffer sizes can act as a guideline for the production planners and help them
determine which machines should be running and when these machines should be
running.

In the list below are the five main product groups shown with their corresponding
production sequences. The production sequences also include the various options of
machines per step. These machines correspond to the machine network visualized in
Figure 2.7. These product groups account for roughly X%, and thus the majority, of the
different products that flow through the manufacturing department. Would one take
into account the other Y% then the product portfolio would consist out of an enormous
variety of different cables. Most of these cables are only made sporadically, meaning
at most only once a year which results in a low turnover rate. Consequently, it would
be costly to have a cable of such type stored in a buffer for over a year. Therefore, the
choice was made to not include the products with low turnover rates.

• Single core medium voltage: Conform extrusion line 1 or 2 → CDCC 1, 2 or 3
→ Degassing HKS or LCH → Shielding line 1, 2 or 5 → Sheathing line 1, 2, 9 or
jacketing line 2→ Final inspection

• Triple core medium voltage: Conform extrusion line → CDCC → Degassing →
Shielding line → Drumtwister → Sheathing line → Final inspection

• Low voltage: Wire drawing mill → Insulation line → Drumtwister → Sheathing
line → Shielding line → Sheathing line → Final inspection

• Low voltage other: Wire drawing mill or procured conductor → Insulation line
→ Shielding line → Installation department

• Alkudia: Procured conductor → Insulation line → Drumtwister → Sheathing
line (filler and inner sheath) → Sheathing line (shielding and outer sheath) →
Final inspection

Figure 2.7 shows a network of the various product flows that are possible within
the energy department. Due to a multitude of entries as well as exits in combination
with a set of possible follow-up machines after each production step a rather complex
network is left over. When there is a product flow between two machines this is high-
lighted through the use of an arrow. Taking into account the main product groups,
which are shown in the list above, that flow through the facility a lot of different paths
are possible. Only taking these five product groups into consideration there are a total
of 54 different paths possible, indicating the complexity of the machine network. The
figure also visualizes a buffer that is indicated as a queue to symbolize the amount of
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WIP waiting to be processed by that specific machine. It should be mentioned how-
ever that the machines indicated as follows; CDCC 2, DEGASSING LCH, SL 5, DTW 4, and
JA 2 are located at the facility of City B. Although these machines are not part of the
department that will be focused upon they are part of the product flow. Some of the
bare aluminium conductors as well as insulated conductors are transported to City B
to be processed there due to capacity constraints at the facility in City A. This can also
be the other way around in which processed cables are being transported from City B
back to City A. This is highlighted by the arrow going from SL 5 to M 9. Consequently,
these machines will also be taken into consideration for the remainder of this research.
In Figure 2.7, these machines are indicated by a "*" behind their name. The arrows with
START indicate the machines that are the first step of the various production sequences
happening in the energy department. For CL 1 and CL 2 the unprocessed aluminium
wire is shaped into the right size conductor while ISO 1 and ISO 2 provide copper and
aluminium conductors with an insulation layer. These conductors are either produced
by the wire drawing mill or are procured. The wire drawing mill and procurement of
raw resources are out of the scope of this research. Then there are the arrows that in-
dicate after which machines the various products leave the system. These flows are
indicated with EXIT.

Figure 2.7: Network of all machines and possible product flows.
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Figure 2.8 shows a spaghetti diagram for a medium voltage cable with a single
aluminium conductor. The pink line visits both the processing steps as well as the in-
between temporary storage areas. The cable starts as standard aluminium wire that is
procured. It is then extruded in the right shape, in this case by Conform line 2, and then
it is stored at CDCC 3 hal and insulated by CDCC 3. After being insulated it needs to go
to Degassing before it can be shielded at Shielding line 1. In between it will be stored
at the WIP storage and the second to last step is the outer sheath of the cable, which
is applied by Sheathing line 1 in this case. The last step is the final inspection before
the cable exits the factory. This figure also shows that the manufacturing layout is not
optimal due to large distances between subsequent processes. In addition, the cable
goes back and forth the entire department several times also adding a lot of distance.
To optimize the product flow even more, the company could look into rearranging the
machines. However, this is very costly and requires a different approach. Therefore,
the redesign of the manufacturing layout is left out of the scope of this research.

Figure 2.8: Example of how a medium voltage cable would travel through the manu-
facturing department.
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2.4 Current Buffer Strategy

In the current situation, there is no clear strategy being applied by the production plan-
ners to optimize the product flow through the factory. Planning decisions are mostly
based on the delivery dates of production orders, instinct, and characteristics of the
processes. Examples of process characteristics are certain materials being consumed
by extruders, one can imagine that an extruder cannot simply switch between one or
the other polymer. This would require a set-up of the machine. Planning decisions
are therefore also based on reducing the number of set-ups however, this is not al-
ways possible due to the limited number of machines performing the same process.
Furthermore, machines are scheduled for several shifts depending on the amount of
work waiting to be processed by that machine. For example, if the enterprise resource
planning (ERP) system shows that the WIP waiting for a specific machine amounts to
16 hours then that machine will only be scheduled for two out of the three upcoming
shifts.

There are two main key performance indicators (KPI) that measure the perfor-
mance of the manufacturing system and the production planning. Firstly, the pro-
portion of on-time deliveries is used to measure supply reliability. This is usually
denoted in the form of a percentage of orders that have made it on time out of the
factory and also purposes as an indication for customers with what percentage they
can expect their order to arrive on-time. Currently, the department aims to have an
on-time delivery percentage of 99%, however, this is roughly 95% at the moment. This
percentage can partly be explained by the large number of discharges at the final in-
spection. Another part is due to machine breakdowns, meaning that work will pile
up in front of the broken-down machine resulting in long throughput times. Secondly,
there is another KPI that measures the output of the manufacturing department. The
output of the factory is denoted in the length of cable that has been applied with an
outer jacket. When a cable has received its outer jacket it indicates that the cable is
finished processing. Consequently, this KPI can also be used to calculate the potential
turnover that has been produced over a certain period.

• KPI: output [reels per hour], currently: ∼0.69 reels per hour

• KPI: on-time deliveries [percentage], currently: ∼95%

How long production orders spend in WIP highly depends on the production plan-
ning. For example, if a machine is set up for a material or configuration that is ordered
very sporadically then it could be possible that orders for the upcoming two or three
months with that specification are processed in a single cluster. Consequently, these
orders could spend significantly longer in WIP waiting for their subsequent process
than cable types that are produced on a more regular basis. On average an order will
spend about two weeks inside the factory from start to finish. The size of a produc-
tion order also fluctuates highly. Especially for orders that are make to order (MTO)
depend on the customer’s wishes. The order sizes for make to stock (MTS) have lower
variability since these cables are made more frequently and are used for replenishing
the stock.
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2.5 Summary

This chapter has provided an in-depth understanding of the problem context by intro-
ducing X, its manufacturing processes, and highlighting the challenges it faces in its
day-to-day operations. The BAP variant at X significantly affects the performance of
the machine network due to various constraints and limitations. Furthermore, there
is not a clear buffer strategy applied which can be used by production planning as
a guideline. In the following chapters, available literature is reviewed and an exact
problem formulation is stated. With these instruments, it is possible to derive an ade-
quate solution methodology. Subsequently, a tailor-made solution is derived that takes
into account the constraints as well as objectives.
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Chapter 3

Literature Review

In this chapter a comprehensive literature review is presented that discusses the exist-
ing literature concerned with the BAP. The purpose of this literature review is to create
a foundation upon which an understanding for buffer allocation and its variants can
be built. In addition, a set of solution methodologies is explored and put into context
of the problem variant encountered at X.

Section 3.1 aims to provide a more in-depth explanation of the BAP in combina-
tion with challenges that generally arise for this type of problem. This should also
provide an indication of why the BAP can become difficult to solve depending on the
complexity of the environment in which it is put into context. Moreover, this section
also highlights the significance of this research and why this topic in particular is of
scientific importance and could help in solving problems of a similar type.

Subsequently, different variants of the BAP are addressed in which each version
has its own unique characteristics. By elaborating on each of these different variants it
becomes more clear which specific variant of the BAP is encountered by X.

The next section presents a set of solution methodologies that are commonly used
to solve the BAP. These methodologies can be divided into two categories which are
both necessary to arrive at an optimal or near-optimal solution. Furthermore, by un-
derstanding these methodologies some opportunities might be explored while weak-
nesses can be identified.

The following section gives an impression of the various tools, programs or other
software that can be used to help solve the BAP. These tools are also evaluated based
on the limitations at X, regarding licenses or additional expensive equipment for ex-
ample.

Section 3.5 addresses the specific instance of the BAP that exists at X. Besides the
general commonalities with other found instances of the BAP sets of unique objectives,
requirements, and constraints are stated. These sets contribute to developing a custom
model that is can solve the specific BAP found at X.

The last section is aimed at addressing available literature in which the tackled BAP
shows a resemblance to the one at X. These previously conducted case studies can help
in determining which combination of solution methodologies is most suitable for this
specific instance of the BAP.

The presented literature below provides a basis for determining the most adequate
approach of the BAP variant at X. With this established basis the goal is to build a
model that can produce optimal or near-optimal buffer sizes that satisfy the needs of
X.
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3.1 Fundamentals of the BAP

As was discussed before the BAP is focused on finding optimal buffer sizes while
taking other factors into account such as the minimization of costs, maintaining or
improving throughput, and reducing the space occupied by WIP. According to Smith
and Cruz [2005] the BAP is concerned with minimizing the probability with which a
blockade in the product flow can occur. Two major challenges are encountered when
tackling a BAP. The first one is the lack of an algebraic relation between the buffer size
configuration and the resulting performance of the manufacturing system. This means
it is complicated to evaluate a possible buffer size configuration. However, there are
ways to bypass this obstacle without the use of an algebraic relation. These will be
discussed in Section 3.3.

The second major challenge is the increasing complexity of the problem. When
the network of machines increases this also increases the number of buffers at which
WIP can be stored. Consequently, the number of possible buffer size configurations
increases exponentially. Moreover, when the individual buffer sizes can increase this
leads to a significantly larger solution space. This means that an algorithm could take
a substantial amount of time to come to an optimal solution or will never even find
one. An efficient algorithm as well as a fast processor is very beneficial when trying to
solve the BAP for larger networks of machines. This is because the BAP is an NP-hard
combinatorial optimisation problem [Xi et al., 2020].

3.2 Classification Criteria of the BAP

Various occurrences of the BAP exist and are in the basis similar in that they want to
find an optimal or near-optimal buffer allocation. However, each of these instances
has its own characteristics. Below are the criteria highlighted through which a variant
of the BAP can be classified [Demir et al., 2014, Weiss et al., 2019]. The specific criteria
can also be seen in Table 3.1 in which the available literature can be compared to this
variant of the BAP.

3.2.1 Machine Network

The characteristics of the machine network can significantly affect how the buffers are
allocated. Another meaning of machine network is production line topology. When a
machine network consists of a single serial production line it can be more important
to place large buffer sizes at the machines subsequent to the bottleneck machine than
when one is dealing with a flexible manufacturing system in which the product can
follow multiple paths. Another example of a machine network is the assembly line
in which multiple production lines eventually converge to a single station at which
the final product is assembled. An example of an assembly line topology can be seen
in Figure 3.1. Furthermore, there is the general network topology in which a single
station is connected to all the other stations. In addition, it is possible to have a serial-
parallel production line in which multiple serial lines are placed in parallel and also
allow products to switch lines in between processes. Lastly, there is also the cellular
manufacturing system in which each product group has its own production line in
which the products are not allowed to switch "cells". Comparing these examples to
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the machine network shown in Figure 2.7 and the product groups shown in the list in
Section 2.3 one can conclude that at some stations there are multiple subsequent pos-
sibilities indicating a resemblance with the flexible manufacturing system. Moreover,
it also shows serial production lines in parallel, thus hinting towards a serial-parallel
machine network.

Figure 3.1: Example of an assembly line topology.

3.2.2 Objective Function

Different versions of the BAP also exist depending on the objective function. A com-
pany can have various reasons for which they want to solve it. Following, are some
of the most used objective functions. Firstly, a company can desire to maximize their
output. By maximizing their output it is possible to increase the potential revenue
generated. Secondly, a company can aim to reduce the amount of WIP stored in the
factory to prevent overcrowding the factory and being at risk of running out of mate-
rial handling resources. Furthermore, having large buffers at each station also results
in large costs, such as holding costs and additional procurement of material handling
resources. A company can therefore aim to reduce costs by solving their variant of
the BAP. Lastly, there can be various other objective functions such as minimizing the
mean waiting time, reducing idle time, minimizing the average throughput time, or
minimizing the number of orders that are produced outside their time window. Two
of these objective functions are also of importance to X. Firstly, they aim to reduce the
amount of WIP that is stored inside the factory in order to lower the risk of running
out of empty cable reels. Secondly, the company is revenue-focused and one of their
KPIs is the amount of cable that has received its outer jacket. Consequently, they also
aim to maximize their throughput.

3.2.3 Solution Method

The solution method that is applied to solve the BAP is another criterion on which clas-
sification can be based. Most available literature is based upon iterative optimization
methods in which there is a generative and evaluative part. The generative method is
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responsible for the generation of candidate buffer allocations. These buffer allocations
are then evaluated by the evaluative part of the optimization method. Some examples
of generative methods are simulated annealing, dynamic programming, and simu-
lation. Examples of evaluative methods are the decomposition method, expansion
method, aggregation method, and simulation. These methods are further elaborated
in Section 3.3. The choice for a certain solution method often depends on the char-
acteristics of the production system as well as the intent with which the model will
be used. In the case of X the company wants the model to act as a guideline for the
production planning, such that planning decisions can be made more easily. Conse-
quently, the model should be easy to understand and have short runtime in order to
be able to quickly acquire the desired buffer allocation. These requirements should be
taken into account when choosing a solution method.

3.2.4 Reliable Production Lines

Lastly, from the available literature about the BAP a division can be made between pro-
duction lines with reliable machines and production lines with unreliable machines.
This significantly affects the buffer allocation. For example, a serial production line
with unreliable machines is taken into account. Each of these machines has a different
OEE but the same processing time. Consequently, the machine with the lowest OEE
could be considered the bottleneck and as a result, it would be more beneficial to have
larger buffers at the machines after this bottleneck machine. Due to the larger risk of
the bottleneck machine breaking down, this also means that the supply to the subse-
quent machines halts is more likely. It would therefore make more sense to have larger
buffer sizes at these subsequent machines. Comparing this example to a machine net-
work with reliable machines the buffer allocation could be completely different. Plac-
ing these criteria in the context of X it would make sense to take unreliable machines
into consideration in the form of an OEE to resemble reality as closely as possible. The
machines at X are not 100% reliable and therefore it should be taken into account.

3.3 Existing Methods for the BAP

Various methods exist to tackle the BAP. In general, the different solution method-
ologies can be classified into two segments. The first segment is occupied with the
generation of buffer size configurations that could pose as the most optimal solution.
The chosen methodology in the first segment works in a feedback loop with another
methodology in the other segment. This segment is responsible for evaluating the
found buffer size configuration. This set of methods will show if there is an improve-
ment found or not and therefore acts as a kind of feedback loop.

3.3.1 Generative Methods

In this section, the various possible generative methods will be discussed. As was
mentioned the generative methods are responsible for coming up with different buffer
size configurations. Below are some of the most frequently used generative methods
explained.
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Simulated Annealing

Simulated annealing is one of the various methods that are used in different variations
of the BAP. In the context of the BAP simulated annealing is used as a search algorithm
that generates new possible solutions. The method is initialized with a non-optimal
configuration which is first evaluated before a new configuration is generated at ran-
dom. If the objective value is improved with the newly found configuration then this
solution is accepted. This process will repeat itself until a certain termination criterion
is satisfied. A common disadvantage of other search algorithms is the risk of ending in
a local optimum. The simulated annealing algorithm reduces this risk by having the
ability to accept solutions that perform worse than the already found best solution.
The probability with which a worse-performing solution is accepted is decreased af-
ter each iteration following the Boltzmann probability distribution. In addition, after
each iteration, the "temperature" is decreased by multiplying it with a certain constant
c that has a value between 0 and 1. With the new temperature a new probability is cal-
culated according to the Boltzmann distribution that is stated below. This is only done
if the found solution performs worse. In the equation, w represents the probability
with which this solution is accepted and E is the difference in performance.

w ∼ exp
(
−E
cT

)
(3.1)

Spinellis and Papadopoulos [2000] used the simulated annealing algorithm in their
methodology for solving the BAP. In their method, they allocate the total available
buffer space N over a number of K workstations. The allocated buffers are positive
integers otherwise, the number of possible configurations would become excessively
large and eventually going to infinity. The objective of their research was to maximize
the throughput of the production system, while not exceeding the maximum available
buffer space. Once a buffer configuration is found by the algorithm the solution is
evaluated with the use of the expansion method, which is explained under Section
3.3.2. An advantage of the simulated annealing algorithm is that a large solution space
can be explored. In addition, the algorithm has a built-in regulation with which worse-
performing solutions can be accepted thus preventing one ends up in a local optimum.
This increases the chance of finding a global optimum. However, the way it finds
new solutions is also its disadvantage. It does not incorporate a specific strategy in
which potential good configurations are exploited. Consequently, it is possible that
many different solutions first need to be evaluated before the algorithm ends up at an
optimum or reaches a stopping criterion. As a result, the algorithm could take a long
time to run or in some cases not even find a local or global optimum and only present
the best solution found until the algorithm was stopped.

Greedy heuristic

Several greedy heuristics exist that are applied for the BAP [Essafi et al., 2010]. One
of these heuristics includes an algorithm in which each buffer is added in an iterative
manner until all buffers are allocated. The choice where each buffer is placed on the
corresponding increase in throughput. The machine with an additional that leads to
the biggest increase in throughput gets that buffer allocated. This is repeated until
no buffers are left. This algorithm is further referred to as the greatest improvement
algorithm.
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Dynamic Programming

The dynamic programming algorithm tries to find a solution by dividing the problem
into stages. Each stage poses as a sub-problem that requires solving before the next
stage can be tried to solve. An example for which the dynamic programming algo-
rithm is commonly applied is the shortest path problem. An example of such a prob-
lem can be seen in Figure 3.2. A way to solve this problem with dynamic programming
would be to start at the end, so what would be the shortest path from either E or F?
This stage is relatively simple since there is only a single path leading from both points
to the end. The next stage would be to determine the shortest path from both C and
D. Since the shortest paths from E and F are already determined this helps determine
the shortest paths in this stage. This process will repeat itself until one ends up at the
start.

Figure 3.2: Example of a road network for the shortest path problem Bellman [1958].

Huang et al. [2002] have employed a dynamic programming algorithm in order to
explore the solution space in their BAP variant. It is proposed to let the workstations
represent the stages after which a sub-problem is solved. The state represents the sit-
uation in which a certain amount of buffer has already been allocated. The algorithm
makes use of a recursion formula that is used to understand the algorithm. Let Zi+1 be
the best performance for stage 1, 2, ..., i + 1, given state xi+1, and Yj,i+1 the performance
of feasible alternative j in stage i + 1 with J the maximum number of alternatives. In
addition, let Pi be the performance for stages 1, 2, ..., i, given the state xi. If the objective
is to maximize the throughput, then the following recursion formula is acquired.

Zi+1 = Max{Y1,i+1 + Pi,Y2,i+1 + Pi, ...,YJ,i+1 + Pi} (3.2)
This recursion formula comes back in each stage and the result of this formula in

the previous stage i given state xi poses as Pi for the next stage i + 1. After the final
stage and thus all sub-problems have been solved a new buffer allocation configu-
ration is acquired. An advantage of the dynamic programming algorithm is that it
does not randomly search for suitable solutions, but finds the most optimal solution
given certain starting conditions. However, dynamic programming does require more
complexity when programming this algorithm. In addition, it will take more time to
generate a solution compared to other algorithms, such as the simulated annealing
algorithm.
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Tabu Search

The tabu search algorithm is another method for finding new suitable solutions. In-
stead of searching randomly for improved solutions it searches more aimed at direct
improvement of the objective function. The algorithm is given an initial solution from
which its direct neighbouring solutions are derived. From each of these neighbours,
the objective value is determined and compared to the current best value. The neigh-
bour with the best found objective value is stored in the tabu list. This neighbour also
functions as the base solution from which the neighbours are derived in the next it-
eration. In order to reduce the risk of the algorithm ending up in a local optimum
the algorithm checks if the neighbour is not already stored in the tabu list, if so, then
this neighbour is skipped. Consequently, a larger solution space is explored compared
to other algorithms such as local search. The tabu list has a certain size indicating
the number of solutions that it can store. The algorithm is terminated either when all
neighbours derived from a certain solution are already stored in the tabu list, a number
of maximum iterations are reached, or through another stopping criteria. An example
pseudocode for the tabu search algorithm can be seen below.

Algorithm 1: Pseudocode for a tabu search algorithm
1: Initiate tabu list
2: Generate initial solution x0
3: Initiate best solution xb
4: Initiate best objective value yb = 0
5: do
6: Initiate current best solution ycb = 0
7: {x1, x2, ..., xn} = GenerateNeighbours(x0)
8: for i = 1 to n
9: if xi is not in tabu list and yi > ycb

10: ycb = yi
11: xcb = xi
12: if yi > yb
13: yb = yi
14: xb = xi
15: end
16: end
17: end
18: x0 = xcb
19: Update tabu list
20: while Termination condition not satisfied
21: Return xb as best solution

Demir et al. [2010] developed a tabu search approach for determining the buffer
allocation in production lines. The algorithm was developed with the objective of
maximizing the throughput of the manufacturing system. In addition, the efficiency
of the algorithm was also tested for minimizing the amount of WIP while maintaining
the desired throughput. Furthermore, Demir et al. [2010] took also unreliable ma-
chines into account. By incorporating failure rates and repair rates the flows between
all machines are affected respectively. As an evaluative method they applied the de-
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composition method, which will be addressed later on. The initial solution that was
fed to the algorithm is generated randomly. From the experimental results, they con-
cluded that their tabu search algorithm could be a suitable approach for solving the
BAP.

Design of Experiments

As opposed to the previously two mentioned generative methods the design of exper-
iments does not incorporate an underlying search algorithm. A design of experiments
is set up beforehand and it is exactly known which buffer allocations will be evalu-
ated. Compared to simulated annealing no random buffer allocations are generated.
A set of buffer allocations is made upfront.

Raman and Jamaludin [2008] performed a case study in which the aim was to re-
duce the WIP for the production system of a small automotive parts manufacturer.
The manufacturing system that was focused on is relatively simple compared to the
system of X since it only consists of three stages that are in sequential order. Three
different buffer strategies were developed up front after which a simulation was ex-
ecuted in order to measure the individual performance of each strategy. In addition,
they made each strategy variable. For example, the first strategy is stated as reducing
the size of the first buffer compared to the initial buffer. Subsequently, the effect on the
performance was measured by reducing this buffer by ten percent after each run.

A benefit of having a fixed set of possible solutions is that there is little to no effort
required for finding the optimal solution depending on the size of the solution set. It
also provides more room for comparing the performance between them. A disadvan-
tage of a generative method like the design of experiments is that only a very small
portion of the solution space is explored. However, this does depend on the complex-
ity of the system. A small production line with only two or three machines is more
easily evaluated like it is in the paper of Raman and Jamaludin [2008]. Consequently,
a design of experiments is considered not to be optimal as a generative method for the
BAP variant of X.

3.3.2 Evaluative Methods

Once a buffer size configuration has been found by the generative method it is then
assessed by an evaluative method. This method actually indicates if the found con-
figuration is any good or not. Below are some of the more commonly used evaluative
methods listed.

Decomposition Method

The decomposition method evaluates a production system by decomposing every
workstation into a single queue. Each of these queues is then analyzed individually.
In addition, every queue has its own arrival and service process. By assessing each
workstation individually it is less difficult to develop a relation between the allocated
buffer size and the throughput of that corresponding machine. Once this relation is
established it is possible to determine the throughput of the machines at the begin-
ning of the product flow, which is then the input for the following machines in the
production sequence.
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Kwon [2006] developed a version of the decomposition method for a productions
system that incorporates an automated guided vehicle (AGV) system. Two types of
buffers are distinguished. The first type of buffer is the input buffer for a workstation,
while the second buffer is the outgoing buffer. The outgoing buffer in this case is the
amount of work finished by a machine that requires transporting by an AGV. In the
paper Kwon [2006] presents the following relation between an input buffer size and
the corresponding throughput TH of the machine.

TH = µi ·
(

1 − 1 − ρi

1 − ρ
IBi+1
i

)
(3.3)

In the equation above µi represents the service rate of the workstation i. This ser-
vice rate indicates the number of parts or products that can be processed per unit
of time by that machine. Furthermore, ρi denotes the utilization of that machine,
which is calculated by dividing the arrival rate of products or parts by the service
rate ρi = λi/µi. The allocated buffer size to machine i is denoted by IBi.

The main advantage of this evaluative method is the direct relation between indi-
vidual buffer sizes and the corresponding throughput. Consequently, it is also possible
to calculate the total throughput of the system. The throughput of the first production
step acts as input for the subsequent machines in the machine network. A disadvan-
tage would be that the service rates are assumed to be constant, which is the case for
the paper by Kwon [2006]. As a result, it is not possible to account for outliers or
downtime.

Expansion Method

While the decomposition method divides the network into individual queues, the ex-
pansion method looks at the entire network in its whole. Moreover, as its name sug-
gests it expands the network. In the expansion network in between each workstation,
an additional artificial node is created to be able to register the blocked jobs. This is
visualized in Figure 3.3. Once machine i finishes a job this job then tries to enter the
finite queue of workstation j. This happens with a probability of (1 − pKj) in which
pKj is the blocking probability of machine j. There is also the probability of the queue
still being blocked after retrying. This is denoted by the probability p′Kj

.

Figure 3.3: Network reconfiguration in the expansion method.

After the network expansion the corresponding parameters such as the blocking
probability pK and the service rate of the holding station µh. These parameters can
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be determined analytically. The equations to solve these parameters are developed by
Kerbache and Smith [2000] and Labetoulle and Pujolle [1980]. It should be explicitly
mentioned that the blocking probability is a function of the allocated buffer capacity.
After the parameter estimation, some compensation is required for the feedback loop
that can be seen in Figure 3.3. Should the buffer of workstation j be unsaturated then
the service rate of machine i is µi and when it is saturated then the service rate of
machine i is µi + µ′

h with µ′
h = (1 − p′K)µh.

Woensel et al. [2010] developed an expansion method that can be used in produc-
tion systems with a multitude of machines with general processing times. Once all
parameters were estimated they were able to decompose the system and present a for-
mula for the relation between the blocking probability and throughput of a machine
i. This relation is presented below in which θi represents the throughput of machine i
and λi the corresponding arrival rate.

θi = λi · (1 − pK) (3.4)

An advantage of the expansion method is that it also introduces an algebraic rela-
tion between the allocated buffer size and the throughput although it does not show
it directly in Equation 3.4. The calculated blocking probability is a function of the allo-
cated buffer size of the corresponding machine. Similar to the decomposition method
a disadvantage is the lack of process time distribution or downtime consideration.

Aggregation Method

The aggregation method operates differently compared to the decomposition method
and the expansion method in the fact that it does not expand the network or zoom into
each individual workstation. Instead, it uses a recurrent process of combining two ma-
chines into one new virtual workstation. This is visualized in Figure 3.4. This resulting
virtual workstation has the following parameters; λ∗, µ∗, and u∗ which represent the
arrival rate, service rate, and the production rate of the upstream machine. These
parameters are calculated using differential equations according to the two-machines-
one-buffer Markov model [Gershwin and Fallah-Fini, 2007].

Figure 3.4: The aggregation method converts two machines into a single virtual work-
station.

Dolgui et al. [2007] incorporated the aggregation method in their hybrid algorithm
to solve the BAP for production lines that are placed in tandem. They used the aggre-
gation method alongside a combination of genetic and branch-and-bound approaches.
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Using the aggregation method they were able to convert all machines in the system
into a single virtual workstation. For this workstation, they were able to establish
a relation between the throughput V(H) and the adjusted parameters for this single
station. The algebraic equation is stated below.

V(H) = u∗ · µ∗

(λ∗ + µ∗)
(3.5)

From this equation can be concluded that it does not directly relate buffer size to the
throughput as was the case in Equation 3.3. However, in determining the adjusted pa-
rameters the buffer sizes are taken into account [Terracol and David, 1987]. However,
it should be mentioned that the applicability of the presented approach is reasonably
limited since the machines are required to be in sequential order with no by-passes or
feedback loops. Consequently, the aggregation method is not considered for the BAP
at X.

Simulation

Simulation is one of the most frequently used evaluative methods for the BAP. With
simulation, there is no need to establish an algebraic relation between the buffer con-
figuration and the throughput of the production system. Amiri and Mohtashami
[1987] used simulation in their BAP variant for unreliable production lines. They made
use of discrete event simulation, which skips ahead in time until the next event takes
place. Continuous simulation also exists and is used for example to predetermine the
trajectories of rockets or perform flight simulations. However, these simulations are
a lot more workload-intensive per simulated unit of time. The choice for simulation
was made due to the complex relationship between workstations that was encoun-
tered and the ability to simulate processing times according to a specific distribution.
To generate buffer allocation solutions they used a design of experiments in which
specific cases were determined beforehand.

Yelkenci and Kilincci [2015] also used discrete event simulation as an evaluative
method in their research to tackle the BAP in open serial production lines. To generate
possible buffer allocations a hybrid approach was used that combined both a genetic
algorithm and simulated annealing. Once a possible solution was generated by the
hybrid algorithm, this buffer allocation configuration was simulated for a given period
of time. The key performance indicator used was the average production over that
period of time. Moreover, the model was built using the simulation software Arena
V10.0 while the hybrid algorithm was programmed using Matlab V7.6.

Vergara and Kim [2009] also used simulation to assess buffer configurations in se-
rial production lines. They chose to use a simulation since it allowed for the use of
variable processing times. Before a job starts at a workstation the processing time is
determined beforehand according to a statistical distribution. This time would then be
added to the throughput time of the product. Moreover, it is also possible to simulate
variable repair times when a machine breaks down. The key performance indicator
was determined by dividing the total number of produced products by the total oper-
ational time of the last machine in the production sequence.

The advantage of simulation is that there is no need for an algebraic relation be-
tween the buffer allocations and the total system throughput. In addition, it can be a
more reliable manner of evaluating a buffer configuration since it can represent reality
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provided that the simulation is correctly built. For example, a simulation is able to in-
corporate machine failures and simulate downtime and thus making it more realistic.
On the other side, simulations can become very complex and take a long time to run
when the number of machines and possible buffer configurations increases.

3.4 Software and Tools

Solving the BAP by hand would be very time consuming. Consequently, everyone
who tries to tackle a variant of the BAP uses some sort of tool or a specific software
package that is able to either generate buffer configurations quickly or simulate the
production system realistically for example. In the previous section, the term discrete
event simulation was already mentioned. This type of simulation allows the user to
efficiently simulate a production environment or a hospital for example. In some cases,
it would be more beneficial to use a continuous simulation like a chemical plant where
many pipelines would require simulation.

Figure 3.5: Example of a simulation model representing a production system.

For the BAP in most cases, it is possible to use discrete event simulation, since there
is only a finite number of parts processed at each moment in time compared to a con-
tinuous flow of material. In Figure 3.5 an example of a simulation model can be seen
that shows the layout of a manufacturing facility. The program used for this model
is Siemens Tecnomatix Plant Simulation. Various other manufacturing environment
simulators exist such as Arena, SimPlan, and SysCAD.
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In addition to simulation software, there are other tools and software packages
used in order to solve the BAP. In order to generate possible solutions with either sim-
ulated annealing or dynamic programming for example it is far more efficient to use a
computer. A computer is able to generate possible solutions much faster and is, there-
fore, able to explore the solution space quickly compared to a human. Various tools
exist that are able to deploy these algorithms such as programming languages like
Python or Java. However, these programs are not optimized to run these algorithms.
Programs like Delphi and AIMMS are more focused towards solving combinatorial
optimization problems like the BAP.

Another very important aspect when considering a software package or tool for
solving this variant of the BAP are the wishes of the company. Firstly, the company
way not want to spend significant resources in order to have a tool that is able to solve
the BAP for them. Licenses for some of the mentioned programs can become rather
expensive, upwards of thousands of euros per year. Furthermore, there is also the
usability of the tool. It would be more beneficial to the company if the tool can be
used by a multitude of employees. Since the tool will need to be rerun each time a
characteristic of the factory changes, such as the processing time of a workstation.

3.5 Buffer Allocation Problem at X

Since no BAP is the same, the variant of X is no different. It has its own characteristics,
constraints, and objectives. Firstly, the network of machines as was shown in Figure
2.7 is rather complex and poses a challenge. Most of the conducted research about the
BAP focuses on workstations that are in sequential order. The workstations at X are
not all ordered in series and there are multiple parallel product flows. Some of these
product flows even use the same machine. Moreover, for some product flows there
are multiple follow-up machines possible after certain production steps. Furthermore,
there are also feedback loops possible in which a product is processed by the same
machine more than once. As a result, the complexity of the machine network sets this
variant of the BAP apart from most other variants.

Other characteristics of this BAP that make it unique are the production steps itself.
Some of the processes produce a multitude of cable lengths, meaning that from one in-
put cable reel, there can be two or more outgoing cable reels or the other way around.
These conversion rates are a very important factor that should be taken into account
when determining buffer allocations whilst satisfying the corresponding constraints.
Furthermore, the level of WIP is not measured in the number of cable reels to be pro-
cessed by a specific machine but by the amount of processing time that is waiting for
a certain workstation. Since cable reels can have different lengths of cable stored the
processing time of each step can differ for each independent reel. Consequently, the
WIP that is waiting for a specific machine should not be measured in the amount of
cable reels.

Besides the characteristics of the complex machine network and conversion rates,
there are also certain constraints that make this BAP variant unique. Of course, there
is the space limitation which should be taken into account. Inside the manufacturing
facility, there is no infinite capacity to store WIP or empty cable reels. As a result, the
number of available spaces for cable reels should be taken into consideration. How-
ever, this is not a constraint that sets this BAP variant apart from other variants. Be-
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sides the available space, a ratio should be set between cable reels that are loaded and
can be seen as WIP and empty cable reels. These empty cable reels are of importance
since the large majority of production steps require both a cable reel with the cable to
be processed and an empty cable reel upon which the processed cable will be winded.
To make the matter even more complicated there is also the matter of available cable
reels. Some processes require specific types of cable reels regarding their size. The
company does not have an infinite number of cable reels for each type.

Moreover, the machines used in the energy department are prone to failure. Un-
fortunately, there is no data available on when each machines has broken down and
what the amount of downtime was. However, the result of these machine failures can
be noticed in the OEE that is kept track of. Consequently, in order to have a realistic
model the OEE of each machine should be taken into account. On top of the machine
failures, there is also the problem of a limited workforce. Each machine is operated by
employees and sadly there are not enough people to operate all machines all the time.
As a result, machines are not running in some shifts due to either a shortage in the
workforce or scheduled maintenance. Since this also affects the product flow it should
also be taken into account in the shape of available machine-hours per week. There-
fore, the limited workforce and available machine-hours together with the restricted
number of cable reels and storage space is what makes this variant of the BAP unique.
The BAP variant being tackled in this research can be defined as the capacitated and
restricted machine hours buffer allocation problem (CRMH-BAP) for unreliable pro-
duction lines.

Lastly, there are the objectives for the BAP variant of X. Firstly, the WIP should be
reduced where possible. The goal of this objective is to reduce the number of loaded
cable reels stored on the factory floor. As a result, the probability of a machine stag-
nating due to the lack of available empty cable reels is reduced. Furthermore, this
also makes it easier to keep track of the number of loaded cable reels. However, it
could also be possible that for some workstations the amount of WIP will increase for
a certain buffer allocation. This does not pose as a constraint for the BAP of X. The
objective would be to reduce the amount of WIP where possible and increase where
required. Finally, there is the objective for the throughput rate. For the BAP variant of
X the aim is to maximize throughput. The buffer allocation should definitely not lead
to a decrease in output since this would also mean a loss in turnover. The company
indicated that it is revenue-driven and therefore aims to maximize the output of the
facility. This specific variant of the BAP is also put in Table 3.1 to see how it compares
to other available literature and what makes it unique.

3.6 Similar Work to this Variant of the BAP

This section focuses on previously conducted research that is relatable to the work
presented in this report. Hodgson et al. [2004] present an integer linear programming
model in which they allocate glass fibre material. Although optical fibres are not the
same as electric cabling they do share a number of similar production steps. The aim
of the research was to create a model in which glass fibre material would be allocated
such that the least amount of material is wasted. Instead by focusing on the maxi-
mization of the throughput the focus was on reducing waste. Furthermore, a random
neighbourhood search algorithm was used to come up with different possible solu-
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tions and explore the solution space. The configuration would then be put into the
objective function of the integer linear programming model to assess the performance.
The key performance indicator is the resulting amount of scrap.

Miller [2004] developed a scheduling tool for the manufacturing of optical fibres.
The goal of this research was to optimize the production planning such that the time
spent on setups is minimized. The aim was to pool orders with similar setup require-
ments such that little adjustments would be required in between. In addition, the
requirements and characteristics of processes further on in the production sequence
should also be taken into account. Through the use of a dynamic programming al-
gorithm, it was possible to reach an overall decrease of 25% spent on setups. The
solution was presented in the shape of a program that was coded in Excel VBA and
Fortran. This program could then be used by the company in order to determine the
most optimal production schedule on a short-term basis.

Boomers [2022] also created a scheduling tool in a production environment and in
this case, it even involves the same company as this research. The objective of this
research was to manage the flow of make-to-stock products from the wire drawing
mill department to the other production departments in the factory. In order to man-
age this flow a tool was developed in which a medium-term production plan could be
generated and to which the short-term production schedule could updated. The au-
thor used an adjusted version of the capacitated lot sizing problem that can be solved
using a mixed integer linear programming model. The algorithm and tool were built
using Python. With the developed tool it was possible to achieve a reduction of 7%
in costs. Other available literature regarding the BAP can be found in Table 3.1. The
columns in this table indicate the characteristics that were discussed in Section 3.2.

3.7 Summary

In this chapter, an in-depth understanding of the BAP was provided. It became clear
that the BAP can be classified according to various criteria. These criteria can help in
classifying the problem at hand at X and as a result, it is possible to develop an ade-
quate approach. In addition, a hybrid approach is presented in which various gener-
ative and evaluative methods are presented that are being used for different variants
of the BAP. Moreover, the suitability of each method is also discussed. The chosen
method should also be compatible with the chosen tool through which the model will
be run as well as presented. Furthermore, the BAP at X is discussed more in-depth
regarding requirements and constraints. Lastly, other similar works regarding the in-
dustry or other research conducted about the BAP were stated in the section above
and in Table 3.1. In the following chapters, the exact variant of the BAP at X is mathe-
matically formulated and the chosen methodology is elaborated.
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Author Machine network Objective Solution method Machine
reliability Capacitated Limited

hours
Generative Evaluative

Amiri and Mohtashami [1987] Assembly line Maximize
throughput

Design of
experiments Simulation Unreliable Yes No

Terracol and David [1987] Two-machine line Maximize
throughput

Design of
experiments

Aggregation
method Unreliable Yes No

Lutz et al. [1998] Serial production line Reuce WIP Tabu search Simulation Reliable No No

Yamashita and Altiok [1998] Serial production line Reduce WIP Dynamic
programming Simulation Reliable Yes No

Spinellis and Papadopoulos [2000] Serial production line Maximize
throughput

Simulated
annealing

Decomposition
method Reliable No No

Huang et al. [2002] Serial production line Reduce WIP Dynamic
programming

Decomposition
method Reliable Yes No

Abdul-Kader and Gharbi [2002] Serial production line Minimize
cycle time

Design of
experiments Simulation Unreliable Yes No

Smith and Cruz [2005] General network Minimize WIP Powell’s
method

Expansion
method Reliable Yes No

Dolgui et al. [2007] Serial-parallel Maximize
profit Branch-and-bound Aggregation

method Unreliable Yes No

Nahas et al. [2009] Serial-parallel Maximize
throughput

Simulated
annealing

Decomposition
method Unreliable No No

Vergara and Kim [2009] Serial production line Maximize
throughput

Design of
experiments Simulation Unreliable Yes No

Demir et al. [2010] Serial production line Maximize
throughput Tabu search Decomposition

method Unreliable No No

Woensel et al. [2010] Flexible
manufacturing

Throughput
threshold

Powell’s
method

Expansion
method Reliable Yes No

Nahas et al. [2011] Serial-parallel Reduce WIP Design of
experiments Simulation Unreliable Yes No

Chiba [2015] Serial production line Reduce WIP Dynamic
programming Simulation Reliable No No

Shi and Gershwin [2016] Serial production line Maximize
profit

Design of
experiments

Decomposition
method Unreliable No No

Nahas [2017] Serial production line Minimize
costs

Extended
local search

Decomposition
method Unreliable Yes No

Motlagh et al. [2019] Flexible
manufacturing

Maximize
throughput

Genetic
algorithm Simulation Unreliable Yes No

Nejad et al. [2019] Flexible
manufacturing

Minimize
cycle time Branch-and-bound Analytical

model Reliable Yes No

Kose and Kilincci [2020] Serial production line
Maximize
throughput,
Reduce WIP

Simulated
annealing Simulation Unreliable Yes No

Xi et al. [2020] Serial-parallel Reduce WIP Local refinement
search

Decomposition
method Reliable No No

Alaouchiche et al. [2021] Serial production line Maximize
energy usage - Equivalent

machine method Unreliable Yes No

Diaz et al. [2021] Serial production line
Maximize
throughput,
Reduce WIP

Genetic
algorithm Simulation Unreliable Yes No

Gao [2022] Serial production line Maximize
throughput Tabu search Expansion

method Reliable Yes No

Zhang et al. [2022] Serial production line Reduce WIP Design of
experiments

Decomposition
method Unreliable No No

Amjath et al. [2023] General network Maximize
throughput

Design of
experiments

Expansion
method Reliable Yes No

Shi and Gao [2023] Serial production line Maximize
throughput Tabu search Genetic

algorithm Reliable Yes No

Kassoul et al. [2024] Serial production line Maximize
throughput Local search Simulation Unreliable Yes No

This research General network Maximize
throughput

Simulated,
annealing
Tabu search,
Greatest
improvement

Decomposition
method Unreliable Yes Yes

Table 3.1: Overview of available literature on the BAP.

32



Chapter 4

Problem Description

This chapter provides a more detailed description of the buffer allocation problem
(BAP) variant at X. The first section shows all assumptions that have been made in or-
der to set boundaries and simplifications, but also creating a better understanding of
the problem. Section 4.2 presents all the problem characteristics regarding objectives,
parameters, and constraints. These characteristics are then materialized in a mathe-
matical formulation shown in Section 4.3. Lastly, an example is presented to provide
the reader with a tangible description of the problem, showcasing the challenges in-
volved in optimizing buffer allocation.

4.1 Assumptions

This section provides a list of assumptions that have been taken into account while
building the buffer allocation model. These assumptions help in stating the problem’s
boundaries and simplifications, whilst enhancing the understanding of the problem’s
context. The key assumptions:

• Poisson Arrivals: It is assumed that new production orders arrive according to
a Poisson arrival process. This assumption is made such that each machine can
be looked at as a simple queueing system.

• Arrival Rates: The arrival rates are considered to be static since the model will
represent a single moment in time in which the arrival rates cannot change.

• Active Time: The machines are not scheduled every shift every day, a percentage
of active time is taken into account.

• Overall Equipment Efficiency: The machines do not perform 100% reliable, an
OEE percentage is taken into consideration.

• Throughput Rates: The throughput rates per machine are calculated according
to Equation 3.3 in which the buffer allocation is the decision variable. This rela-
tion is used to relate the allocated buffer size to the corresponding throughput.

• Processing Times: The processing times are assumed to be constant and based
on the average of data from the ERP system since the model will represent a
single moment in time.
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• Setup Times: The setup times are assumed to be constant and based on the
average that is derived from the ERP system since the model will represent a
single moment in time.

• Flow Dispersion: In the case of multiple subsequent machines after a process, a
pre-specified percentage determines the amount of flow to each possible follow-
up machine. This percentage needs to be predetermined to indicate how many
processed cables per unit of time go to each possible subsequent machine.

• Product Flows: The arrival of production orders at subsequent machines de-
pends on the throughput rate(s) of the previous machine(s). To regard each
machine as a queueing system the arrival rates depend on the throughput of
previous machines except for the initial production steps.

4.2 Definition

To get an exact definition of the BAP, certain aspects such as the objective, relevant
parameters, and the corresponding constraints should be formulated. These aspects
act as the foundation of the problem and will expose the characteristics of this variant
of the BAP. The problem is defined as follows:

4.2.1 Problem Objectives

As was mentioned in the literature review, there is a multitude of reasons why a com-
pany would want to solve the BAP. Together with X the following objective was for-
mulated that they value the most:

• Maximize Production Output: The goal is to maximize the total production out-
put per unit of time of the manufacturing system shown in Figure 2.7. The com-
pany is revenue-driven, meaning that it aims to produce as much as possible
such that there is more product to sell. In this case, the output is determined by
the sheathing lines at the end of the manufacturing process. Consequently, the
aim is to maximize the throughput rate of these machines which will depend on
the supply of the other machines.

In addition to maximizing the output, the company also aims to reduce the WIP
level. This reduction in WIP also reduces the throughput time, meaning that cus-
tomers will receive their orders more quickly. Furthermore, by solving the BAP it
should also become more clear where all the WIP is located and make it more plain
for the production planner to decide which machines should be running and which
not. In addition, available space for WIP is scarce. However, the minimization of WIP
is not taken into account for the mathematical formulation since the company values
production output more. The company provides a maximum number of reels that can
be allocated to machines as a buffer.

4.2.2 Problem Parameters

The BAP at X can be characterized by several parameters. These are listed below:
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• Processing Times: The time it takes before a specific machine completes a task.

• Setup Times: The time it takes to prepare a specific machine before it can start a
task.

• Reel Conversions: A constant representing the ratio between the number of in-
put and output reels.

• Flow Dispersion: A percentage showing what proportion of throughput of a
specific machine is allocated to one of the possible follow-up machines.

• Overall Equipment Efficiencies: A percentage indicating the effective machine
time if it is scheduled.

• Scheduled Machine Time: A percentage indicating the amount of time a ma-
chine is scheduled.

• Product-mix Forecast: A distribution showing what part of the incoming pro-
duction orders belongs to a certain product group.

• Degassing Capacity: The maximum load capacity for the degassing chambers,
indicating how many reels can fit in it.

• Number Of Reels: The maximum number of cable reels that can be allocated
per type.

4.2.3 Problem Constraints

To complete the optimization problem one needs constraints that limit the solution
space and make sure that only realistic possibilities are assessed. The following con-
straints are taken into account:

• Throughput Dependency: The throughput rate of preceding machines multi-
plied with the corresponding flow dispersion acts as the arrival rate for subse-
quent machines.

• Reels Capacity: The number of allocated cable reels per type cannot exceed the
maximum available reels.

• Location Capacity: The locations City A and City B have a maximum number of
cable reels that they are able to store.

• Utilization Constraint: The utilization of a machine can never exceed the value
of one in order to prevent growing queues.

4.3 Mathematical Formulation

The previously mentioned objective, parameters, and constraints take shape in the
mathematical formulation of this variant of the BAP. First, some indices are explained
that help understand the formulation. The indices i and j are used to indicate the
machines in the manufacturing system. These indices are part of a set N representing
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all the machines, while the subsets A and B represent the machines located in City
A and City B respectively. Furthermore, the index k indicates the type of cable reel
which can be part of the set K representing all cable reel types. Lastly, the symbols
QA and QB are used to indicate the reel capacity at the locations City A and City
B respectively. A clear mathematical representation of the mixed integer non-linear
programming model that can be subjected to algorithmic solutions is shown below.

Maximize: ∑
i∈N

fi · THi (Objective)

Subject to:

THi = STi · OEEi · µi ·
(

1 − 1 − ρi

1 − ρ∑k∈K xik+1
i

)
, ∀i ∈ N (Throughput)

ρj = RCj ·
∑i∈N,i ̸=j

(
yij · THi

)
µj

, ∀j ∈ N (Utilization)

ρi ≤ 1, ∀i ∈ N (Max. Utilization)

∑
i∈A

∑
k∈K

xik ≤ QA, (Capacity City A)

∑
i∈B

∑
k∈K

xik ≤ QB, (Capacity City B)

∑
i∈N

xik ≤ Qk, ∀k ∈ K (Reel capacity)

xik ≤ M · zik, ∀i ∈ N,∀k ∈ K (Reel types)

xik ∈ Z+, ∀i ∈ N,∀k ∈ K
(Positive integer)

Above the mathematical formulation for the CRMH-BAP at X is stated. Starting
with the objective function, THi indicates the throughput for machine i. This through-
put is measured in the amount of reels that are finished by machine i per hour. This
number is multiplied by the parameter fi which indicates if the machine produces
finished products. This parameter states a percentage and is equal to 100% if the ma-
chine purely produces final products and 0% if the machine purely produces semi-
finished products. The throughput is calculated using the formula presented by Kwon
[2006] and expanding it a bit to compensate for machine failures and schedules. The
OEEi and STi are both percentages indicating the overall equipment efficiency and
the amount of time a machine is scheduled respectively (Throughput). The ρi indi-
cates the utilization for machine i and is calculated using the combined throughput
of the preceding machines that supply machine i (Utilization). The parameter yij in-
dicates what percentage of the throughput of machine i is directed towards machine
j. The machines CL 1, CL 2, ISO 1, and ISO 2 in Figure 2.7 are the first machines in the
production sequence and therefore have no preceding machines supplying WIP. Con-
sequently, the ∑i∈N

(
yij · THi

)
part is replaced with the arrival rates of orders for these

machines in the utilization formula. Furthermore, the fraction is multiplied with the
RCj constant indicating the ratio of the number of input reels compared to the number
of output reels. The next constraint is regarding the maximum value of the utilization,
which cannot exceed the value of one otherwise the queue before a machine would
only get bigger and is not desirable (Max. Utilization). In addition, there are some ca-
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pacity constraints. The first one indicates the maximum available space for allocating
reels at the production facility in City A. This is done by summing all buffers at each
machine in City A and for each reel type. QA indicates the maximum number of reels
that can be stored in City A (Capacity City A). This is also done for the production
facility in City B (Capacity City B). There is also a limit indicating the available reels
per type, which is denoted by Qk (Reel capacity).

Symbol Description
Sets

N All machines (A and B are subsets of N for City A and City B)
K All reel types

Indices
i Machine of set N
k Reel type of set K

Variables
xik Number of reels of type k located at machine i
THi Throughput of machine i in reels per hour
ρi Utilization of machine i

Parameters
fi Fraction of the throughput of machine i destined as final product
STi Fraction of time machine i is scheduled
OEEi Overall equipment efficiency of machine i
µi Service rate of machine i in reels per hour
RCi Ratio between input and output reels of machine i
yij Percentage of the throughput of machine i goes to machine j
QA Maximum number of reels that can be stored in City A
QB Maximum number of reels that can be stored in City B
Qk Maximum number of reels that can be stored of type k
zik Binary value indicating if machine i can accept reel type k
M A very big number

Table 4.1: Description of variables and parameters.

Moreover, each ma-
chine can only accept
certain reel types de-
pending on the type
of cables that are pro-
cessed by that machine.
This is incorporated by
using the binary param-
eter zik indicating if ma-
chine i can accept reels
of type k and is mul-
tiplied by a very big
number M (Reel types).
Lastly, the decision vari-
able xik can only be
a positive integer since
it is not possible to
have a negative buffer
or store only part of a
reel (Positive integer).

4.4 Example

This section will provide an illustrative example of the problem presented in the pre-
vious section. The goal is to provide the reader with a tangible representation of the
problem. In Figure 4.1 an example of a machine network can be seen of four machines.
The objective of this network is to maximize the output of final products, meaning that
the throughput of machines 3 and 4 should be maximized (TH3 + TH4). To simplify
the example a bit further, the different locations have been left out.

Focusing on machine 1 it can be seen that on average 2.5 production orders arrive
per hour. Furthermore, the machine has an OEE of 85%, is scheduled 75% of the time,
and on average converts one input reel into two output reels. In addition, the machine
is able to produce 8.2 output reels per hour and is able to process both k1 and k2
type reels. It is also important to mention that 70% of the produced reels are directed
towards machine 3 and 30% is directed towards machine 4. The relevant parameters
and other key elements of this example are further explained below:

• Arrival rates: The arrival rates of new production orders are required to calculate
the utilization of the first production steps in the production sequence. In this
case, it is required to calculate the utilization of machines 1 and 2.
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Figure 4.1: Example machine network and corresponding parameters.

• Processing/Setup Times: Each machine has an average process time it takes to
produce one output reel. This processing time and setup time are included in the
processing rates which is denoted by µ1, ...,µ4 corresponding to each machine in
the example. The processing rates are measured in a number of output reels per
hour.

• Flow Distribution: The flow distribution indicates what percentage of the out-
put of a machine goes to another machine. In this example, 70% of the through-
put of machine 1 goes to machine 3, 30% goes to machine 4, and 0% goes to
machine 2.

• Reel Types: Not all machines can process all the different reel types. In the
example, two cable reel types are shown, k1 and k2. While machine 1 can accept
both reel types, machine 3 can only accept k1.

• Reel Conversions: The reel conversion (RC) factors indicate the ratio of output
reels compared to a single input reel. The example shows that machine 1 pro-
duces 2 output reels out of a single input reel, while machine 3 has a 1:1 ratio.

• Capacities: In the example there are 20 reels of type k1 available, while there are
30 reels of type k2 available. However, these cannot all be allocated since the
total capacity is 40 reels. The remaining 10 are used as empty reels or not at all.

• Overall Equipment Efficiencies: Each machine has its own OEE depending on
how often a machine fails. In the example, machine 1 has an OEE of 75% for
example, while machine 4 is more reliable with an OEE of 95%.

• Scheduled time: Due to limited skills and the number of employees each ma-
chine cannot be operational all the time. In the example a percentage is shown
that indicates what proportion of available shifts the machine is scheduled (ST).
For example, machine 2 is scheduled 80% of the available time.

With these parameters known, it is possible to try various buffer allocations that
can be put in the mathematical formulation presented in Section 4.3. It is the goal
of the generative algorithm to find new solutions that satisfy the constraints of the
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model and find improvements in an iterative manner. This will be further elaborated
in the next chapter. For this simplified example the branch and bound algorithm was
applied to determine the optimal buffer allocation. The results from the branch and
bound algorithm can be seen in Appendix A. From the results, it became clear that
there is a set of solutions that all have a similar output. The various solutions can be
seen in Table 4.2. As a clarification, the allocated reels at machines 1 and 2 do not
indicate the number of reels that subsequent machines will process. The calculated
throughput for these allocations is ∼6.8692 reels per hour.

Machine 1 Machine 2 Machine 3 Machine 4
Solution 1
k1 reels 1 10 7 0
k2 reels 6 5 0 11

Solution 2
k1 reels 2 10 7 0
k2 reels 5 5 0 11

Solution 3
k1 reels 3 10 7 0
k2 reels 4 5 0 11

Table 4.2: Possible buffer allocations to maximize throughput for example.

Reviewing the results from the table above, there is a logical explanation for having
three different buffer allocations all corresponding to the same throughput. It can be
seen that only the number of reels stored at machine 1 differs between each solution.
However, in each solution, the number of k1 reels and k2 reels sum up to 7 resulting
in the same size buffer in each solution. Consequently, the corresponding outputs are
all the same.

4.5 Solution Space

The example shown in Section 4.4 was solved by using branch-and-bound to come
to an optimal solution. This was possible due to the limited solution space for this
simplified example. It is possible to calculate the number of combinations in which a
certain amount of reels are distributed over a number of machines. The formula used
can be seen below [Albert, 2002]. In the equation m denotes the number of reels to
distribute and n the number of machines.

Number of possibilities =
(m + n − 1)!
n! · (m − 1)!

=

(
m + n − 1

n

)
(4.1)

In Table 4.3 the total number of possible solutions for the example can be seen. The
two left columns indicate all the possible reel-type configurations while not exceeding
the total capacity. The third and fourth column indicate in how many ways that reel
type can be distributed over the available machines.

The subtotal column indicates how many possibilities there are for that specific
configuration of reels. The total number of possibilities amounts to 504,273 for the ex-
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Allocated
k1 reels

Allocated
k2 reels

Possibilities
k1 reels

Possibilities
k2 reels Subtotal

10 30 66 496 32736
11 29 78 465 36270
12 28 91 435 39585
13 27 105 406 42630
14 26 120 378 45360
15 25 136 351 47736
16 24 153 325 49725
17 23 171 300 51300
18 22 190 276 52440
19 21 210 253 53130
20 20 231 231 53361

Total: 504273

Table 4.3: Number of possible solutions for example.

ample. The same formula has also been used to calculate the approximate number of
possible solutions for the BAP at X, taking into account the total capacity available for
reels. It can be seen that the total number of possibilities is significantly larger than
for the example (24 orders of magnitude) in Table 4.4. This means that the branch-
and-bound algorithm would need to calculate a huge amount of additional linear pro-
gramming relaxations taking up a large amount of time. The model was also built
in AIMMS to determine the global optimum, however after 12 hours of running the
program did not return a solution. In addition, this run time exceeds the company’s
requirements for usability.

Reel type Available reels No. machines Possibilities
2800 155 8 5.09458·1011

2800 wide 45 5 211876
2500 29 3 465
2240 60 5 635376
1800 47 4 19600

Total: ∼6.25073·1029

Table 4.4: Possible solutions for the BAP at X.

Due to branch-and-bound be-
ing computationally intensive as
shown by Morrison et al. [2016]
and the exponential increase of
the solution space making it im-
possible to completely enumer-
ate, the choice was made to apply
other optimization algorithms in-
stead. These methods would not
necessarily find a global optimum like branch-and-bound but can provide a near-
optimal solution that can act as a guideline for the production planners. Consequently,
the mathematical formulation will not be solved through iterations due to computa-
tional limits.

4.6 Summary

To conclude, this chapter presented a comprehensive description of the CRMH-BAP
encountered at X. The chapter began by outlining the key assumptions that were made
while formulating the problem description. These assumptions contribute to defining
the scope and the problem context. With the assumptions stated it was possible to ex-
actly define the problem. First, the objectives of the model were explained after which
the required parameters were presented that are needed for solving the problem. Fur-
thermore, the formulated constraints help in setting the boundaries in the solution
space. These objectives, parameters, and constraints were then translated into a math-
ematical formulation that can be solved by a computer model. Moreover, an example
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was presented to provide the reader with a more tangible feel of the problem. Lastly,
preliminary tests indicated that the situation at X cannot be solved exactly due to com-
putational limits. This chapter acts as the foundation upon which various algorithms
are explored, experiments are conducted, and the BAP variant of X can be precisely
described.
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Chapter 5

Solution Approach

In this chapter, various solution methodologies and strategies are explored to tackle
the buffer allocation problem (BAP) variant of X. A rationale is provided in which the
choice for a specific set of algorithms is made (Section 5.1). The remainder of the sec-
tions each address a specific aspect of the solution development and implementation
(Section 5.2). In addition, the matters of data integration (Section 5.3), solution space,
scalability and performance optimization (Sections 4.5 and 5.4) are discussed.

5.1 Method Selection

This Section explains why the choice for specific generative and evaluative method(s)
was made. As can be concluded from Section 3.3, various approaches and combina-
tions of methods exist regarding the BAP. Below the various options are evaluated and
substantiated about why these options are or are not taken into account.

5.1.1 Generative Method

Various generative methods have been explained in the literature review. The first
method is simulated annealing and putting this algorithm into the context of the BAP
an initial buffer configuration would be given to the algorithm after which randomly
reels are taken from one buffer and inserted at another buffer to generate new solu-
tions. An example of an insertion operation can be seen in Figure 5.1. As a result,
this algorithm can explore multiple directions in the solution space depending on the
starting temperature, cooling coefficient c, and threshold temperature. However, this
is also a downside. Due to these random swaps it could take a long time before the
algorithm finally finds the optimal solution and it is not guaranteed if the algorithm
finds the optimal solution. Finally, the simulated annealing algorithm is considered
for the BAP at X due to its ability to explore the solution space. This ability to ex-
plore larger areas of the solution space compared to local search based methods could
pose a viable asset in the search for the optimal buffer allocation. Consequently, the
papers utilizing extended local search or local refinement search in Table 3.1 are not
considered. Furthermore, the simulated annealing algorithm is not an overly complex
algorithm to program and is therefore considered in the remainder of this report.

The second generative method that is highlighted in the literature review is dy-
namic programming. This algorithm generates a solution by solving several sub-
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problems in several stages with different states. Placing the algorithm in the BAP
context, the machine network is divided into several stages in which the machines
that produce the final product are the starting stage. This also makes it more complex
to program this algorithm. The major benefit of this algorithm is that it does not ran-
domly search for a new solution and already looks for an optimal configuration given
a certain state. However, generating a complete buffer allocation for a given initial
state takes significantly longer when compared to the simulated annealing algorithm.
Due to the large solution space for the given machine network of X the dynamic pro-
gramming algorithm is not considered further.

Figure 5.1: Visualization of an insertion operation.

The third method is tabu search and this method also has an in-built prevention
method for not ending up in a local optimum similar to simulated annealing. Com-
paring tabu search against simulated annealing, the main difference is that tabu search
looks more actively for improvements while simulated annealing generates solutions
randomly. In addition, the tabu search algorithm can have a higher programming
complexity due to the additional checks and storage of the tabu list elements com-
pared to simulated annealing. However, this increase in programming complexity is
still considered achievable. Consequently, tabu search is also taken into account to
compare against the performance of the simulated annealing algorithm. Lastly, an-
other generative method would be the design of experiments in which only predeter-
mined buffer allocations are tested. However, this method does not comply with the
requirements of the company who desire a model that can find a buffer allocation on its
own and is therefore not considered further. Many other generative algorithms exist
that are or can be used for the BAP. However, these are either considered too complex,
not suitable for this problem variant or require additional literature research.

To conclude, various generative methods will be used to create solutions that can
be compared. These methods are simulated annealing and tabu search. Both algo-
rithms will be evaluated upon the final result as well as runtime. In addition, a differ-
ent type of generative method will be tested that was not explicitly mentioned in the
available literature. This method is called the greatest improvement algorithm (Section
3.3.1). This method starts with an empty buffer for every machine and then iterates
over every buffer by adding one reel and evaluating the improvement of the corre-
sponding KPI. The iterations that led to the greatest improvement will be the starting
solution for the next iteration until all available reels are allocated. Compared to the
other algorithms this method only ends up at a single buffer allocation and it it takes
significantly longer to generate this solution due to the extra operations but it only
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needs to generate a single solution. As a result, the greatest improvement algorithm
will also be evaluated.

5.1.2 Evaluative Method

In Section 3.3.2 a set of evaluative methods is presented. These methods include ex-
pansion, aggregation, and decomposition. The expansion method extends the ma-
chine network by adding another queue in between machines. This additional queue
represents the amount of WIP that is blocked before it can start being processed on the
second machine. In addition, the method provides a formula that relates the allocated
buffer size to the corresponding output of that same machine. However, due to the
additional queues required, the machine network becomes very complex. Moreover,
these additional queues also make it hard to create a flexible model in which it is possi-
ble to scale the problem and machine network. Secondly, the aggregation method also
provides a relation between the allocated buffer size and the output of a system. The
method does this by simulating a sequential production line of two machines as a sin-
gle process. This process can be repeated for larger numbers of machines. Sadly, it is
only applicable for machines in serial production lines, meaning that it is not suitable
for the machine network of X.

Thirdly, the decomposition method assesses every machine in the network as a
single queue and Kwon [2006] provided a formula for this method in which the buffer
size directly contributes to the throughput of machine. Consequently, it is possible
to calculate the throughput of the first machines in the production sequences which
then dictate the amount of products per unit time received by the follow-up machines.
It is then possible to calculate the throughput levels of these machines. As a result,
this process can be repeated until the throughput levels of the last machines. The
complexity of the machine network is not necessarily a hindrance in this method since
multiple flows leading to a single machine can simply be summed. Consequently, the
decomposition method is taken into account for the BAP at X. This is visualized in
Figure 5.2. In this figure, TH1 and TH2 indicate the throughput rates of machines 1 and
2 respectively. Summing these throughput rates results in the arrival rate for machine
3 (λ3). The utilization of machine 3 (ρ3) can be calculated by dividing the arrival rate
by the service rate (µ3).

Figure 5.2: Summation of flows that act as
arrival rate for follow-up machine.

Besides the three previously
mentioned evaluative methods there
is also the matter of simulation.
Where the expansion, aggregation,
and decomposition methods take a
more analytical approach, simula-
tion tries to evaluate a buffer con-
figuration through an approxima-
tion of reality. The drawback of this
method is that to end up with a fi-
nal result often multiple runs are
required since various aspects of a
simulation depend on uncertainty.
Consequently, it could take up significant time for a final conclusion can be derived
for the company which is not desirable. Furthermore, the company would proba-
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bly require additional software for which the employees would need training which
makes simulation less approachable. Therefore, simulation is not considered for the
evaluative method.

To conclude, the decomposition method is considered to be the most adequate and
versatile evaluative method for the BAP variant at X. The formula introduced by Kwon
[2006] for the decomposition method that relates the buffer allocation to the through-
put of a machine is already incorporated in the mathematical formulation in Section
4.3. Other evaluative methods besides the previously mentioned do exist, but these
are very complex and highly scenario-specific and are therefore out of the scope.

5.2 Heuristic Design

This section will show how the complete heuristic is used for solving the CRMH-BAP.
First, the sequential method is shown together with the decomposition method that is
used for evaluating the different solutions generated by the simulated annealing, tabu
search, and greatest improvement algorithms. These algorithms are also elaborated
with a pseudocode that can be applied for allocating buffers at X.

5.2.1 Sequential Approach

As is explained previously the solution approach that will applied consists of two
different methods that are executed sequentially. First, a solution is created by a gen-
erative algorithm. In this research, various generative algorithms will be applied to
test which is superior. The evaluative method utilizes decomposition in which each
machine is seen as a single queue. By then using a formula that is presented below it
is possible to calculate the flow happening between each machine depending on the
allocated buffer size x to that machine.

Throughput = Scheduled time · OEE · µ ·
(

1 − 1 − ρ

1 − ρx+1

)
(5.1)

This equation is very similar to the one presented by Kwon [2006] except for the
inclusion of scheduled time and overall equipment efficiency (OEE). Both the sched-
uled time and the OEE are a percentage. Consequently, the throughput of a machine
can be seen as the average throughput per hour it can achieve over a longer period of
time. Since the model is intended as a medium-term, one to a few months, guideline
for buffer allocations this equation can be regarded as adequate.

5.2.2 Simulated Annealing

One of the generative methods used for the experiments is simulated annealing. A
pseudocode for this algorithm used for buffer allocation can be seen in Algorithm 2.
The method starts by initializing a starting solution x0 that satisfies all the constraints.
The other variables, xc, xb, and xn indicate the current, best, and next buffer allocation.
In the starting solution, two random buffers are taken of which one buffer is incre-
mented by one reel while the other is reduced by one reel. In the pseudocode, these
buffers are named randomBu f f erUP and randomBu f f erDOWN respectively. Should
the resulting buffer allocation still satisfy all constraints then this solution is filled in
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the objective function. In addition, an acceptance probability is calculated using the
current temperature according to the Boltzmann distribution. If the result from the
objective function is improved over the previous best found buffer allocation then this
allocation is accepted as the current buffer allocation. Should this not be the case then
this worse allocation can still be accepted with a chance equal to the calculated proba-
bility p. Each time a new best solution is found, the allocation xb and objective function
result Eb are stored. The last step before the process is repeated is calculating the new
temperature. This is calculated by multiplying the current temperature with a con-
stant α. The whole process is repeated until the temperature falls below a prespecified
threshold.

Algorithm 2: Pseudocode for simulated annealing of the BAP
1: Dictate initial buffer allocation x0
2: Initiate current buffer allocation and energy; xc, Ec
3: Initiate best buffer allocation and energy; xb, Eb
4: Initiate next buffer allocation and energy; xn, En
5: while T > Tmin
6: validCandidate = False
7: while validCandidate = False
8: randombBufferUP = Rnd() ∗ N ’Determine randomly which buffer to change
9: randombBufferDOWN = Rnd() ∗ N ’N indicates the number of machines

10: xn = xc ’Update the buffer allocation
11: xn(randomBufferUP) = xn(randomBufferUP) + 1
12: xn(randomBufferDOWN) = xn(randomBufferDOWN)− 1

13: if randomBufferUP = randomBufferDOWN Or ValidSolution(xn) = False
14: validCandidate = False
15: Else
16: validCandidate = True
17: end
18: end
19: En = ObjectiveFunction(xn) ’Calculate energy of new buffer allocation
20: p = Exp((Ec − En)/T)

21: if En > Ec Or Rnd() < p
22: xc = xn
23: Ec = En
24: end

25: if Ec > Eb
26: xb = xc
27: Eb = Ec
28: end

29: T = T ∗ α ’Update the temperature
30: end
31: Return xb as best solution

Some functions are used that are also used by the other algorithms. These functions
are ValidSolution and ObjectiveFunction. The first function checks if a new buffer al-
location satisfies all the constraints stated in the mathematical formulation and can be
achieved by the company. The second function is used to determine the total through-
put of the system. The codes for these functions can be found in Appendix B.
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5.2.3 Tabu Search

The second generative method is the tabu search algorithm. The pseudocode for this
generative method can be seen in Algorithm 3. The tabu search method is initialized
similarly to the simulated annealing algorithm with the current, best, and next buffer
allocations xc, xb, and xn as well as their corresponding energies Ec, Eb, and En. In
addition, the object tabuList is created to keep track of visited solutions. Instead of
a decreasing temperature the tabu search algorithm stops after a certain amount of
iterations. The algorithm then checks all neighbours through insertion operations and
a double for-loop. In these for-loops, every neighbour is assessed and the neighbour
with the best result that is not already in the tabu list will be used as the starting
solution during the next iteration.

Algorithm 3: Pseudocode of a tabu search algorithm for the BAP
1: Dictate initial buffer allocation x0
2: Initiate current buffer allocation and energy; xc, Ec
3: Initiate best buffer allocation and energy; xb, Eb
4: Initiate current best buffer allocation and energy; xcb, Ecb
5: Initiate next buffer allocation and energy; xn, En
6: Initialize tabu list
7: while iter < maxIter
8: Ecb = 0
9: for i = 1 to length(xc) ’Loop through all neighbours

10: for j = 1 to length(xc)
11: if i ̸= j
12: xn = xc
13: xn(i) = xn(i) + 1
14: xn(j) = xn(j)− 1
15: En = ObjectiveFunction(xn)
16: notInList = True

17: for k = 1 to length(tabuList) ’Check if solution is already in tabu list
18: if compareArrayes(xn, tabuList(k)) = True
19: notInList = False
20: end
21: end

22: if validSolution(xn) = True and En > Ecb and notInList = True
23: xcb = xn
24: Ecb = En
25: end
26: end
27: end
28: end
29: xc = xcb
30: Ec = Ecb
31: update(tabuList) ’Add new solution to tabu list
32: if xc > xb
33: xb = xc
34: Eb = Ec
35: end
36: iter = iter + 1 ’Update number of iterations
37: end
38: Return xb as best solution
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After the best-performing neighbour that is not in the tabu list has been found, the
buffer allocation (xcb) and result (Ecb) are stored. Thereafter, the tabu list is updated.
Should the tabu list exceed the limit when the newly found solution is added then the
first added solution still in the tabu list is removed. Subsequently, it is checked if the
newfound solution has a better performance than the best-found solution so far. If
this is the case then the best buffer allocation (xb) and result (Eb) are updated as well.
Lastly, the number of iterations is incremented by one. This process is repeated until a
set maximum amount of iterations has been performed or if all neighbours are stored
in the tabu list.

5.2.4 Greatest Improvement

In contrast to the other two generative methods, the greatest improvement algorithm
is a constructive algorithm instead of testing multiple options. The pseudocode for
the greatest improvement method can be seen in Algorithm 4. The method starts with
a buffer allocation that has no WIP allocated to any machine. The algorithm adds a
single reel per iteration to a buffer that indicates the biggest improvement of the KPI
given a specific state. In this case, the state can be identified as having a certain amount
of reels already allocated to specific machines. This means that from a given state each
possibility is assessed and the option with the biggest improvement is then stored and
used as a base for the next iteration. This process is repeated until it is not possible to
add a single reel to any machine. What remains is a final buffer allocation in which all
available reels are allocated.

Algorithm 4: Pseudocode of greatest improvement algorithm for the BAP
1: Dictate initial empty buffer allocation x0
2: Initiate current buffer allocation and energy; xc, Ec
3: Initiate best buffer allocation and energy; xb, Eb
4: Initiate next buffer allocation and energy; xn, En
5: while noFurtherIterations = False ’Add reels until constraints are not satisfied
6: valid = False
7: for i = 1 To N ’Loop through machines to find the biggest improvement
8: xn = xb
9: xn(i) = xn(i) + 1

10: if validSolution(xn) = True
11: En = ObjectiveFunction(xn)
12: valid = True
13: if En > Ec
14: xc = xn
15: Ec = En
16: end
17: elseIf valid = False and i = N
18: noFurtherIterations = True
19: end
20: end
21: if noFurtherIterations = False ’Store the final solution
22: xb = xc
23: Eb = Ec
24: end
25: end
26: Return xb as best solution
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5.3 Integration of Data

Data plays an important role of this research since it determines a lot of the parameters
that are required by the solution method. This section explain in what manner the data
is gathered and how it is implemented in the model. Furthermore, the impact of this
data on the buffer allocation is discussed.

5.3.1 Processing and Setup Times

The processing and setup times play an important role in the mathematical model.
Both the processing and setup times determine the service rates with which each ma-
chine can process a cable per unit of time. The service rates which will be calculated
in the mathematical model are indicated in reels per hour that can be processed. Since
each machine is able to process a multitude of cable types the corresponding process-
ing times often differ. In addition, each production order can also differ in cable length
which also affects the processing time. Consequently, an average of the processing and
setup times needs to be taken into account since it is not possible to simulate a distribu-
tion in the analytical approach of this research. For the presented model in Section 4.3
only the product groups presented in Section 2.3 are taken into consideration. Many
other different cable types are processed in the factory but they only represent a small
portion of the total throughput compared to these five main product groups. In order
to determine the average service rate per machine taking into account these product
groups a list of historical data is required. This historical data is gathered through the
ERP system of X. This is further explained in Section 6.1. Equation 5.2 shows how the
average service rate based on historical data is calculated. The number of processed
reels N stands for a certain number of processed reels over a certain period of time
and each has its own processing and setup time.

Service rate µ =
Number of processed reels N

∑N(Process time (hours) + Setup time (hours))
(5.2)

5.3.2 Flow Dispersion

Each machine has a set of possible follow-up machines except for the final processes.
The flow dispersion dictates how much of the throughput of a single machine is di-
rected to each of the possible follow-up machines. Consequently, the flow dispersion
has a significant effect on the arrival rate of production orders for each machine. The
arrival rate is required to calculate the utilization of a machine and the utilization is
directly involved in calculating the throughput given a certain buffer size. This can be
seen in Equation 5.1 in which ρ is the utilization. It is difficult to determine the flow
dispersion based on historical data since one cannot predict the future. Consequently,
the flow dispersion will be based on both the forecast for the given product groups in
Section 2.3 as well as the experience and knowledge of employees at X. These employ-
ees know from experience about the performance of each machine and what cable type
is best for which machine. The flow dispersion of one machine to a follow-up machine
will be indicated by a percentage and the total flow dispersion from a single machine
adds up to 100%. This is also seen in Figure 4.1.
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5.3.3 Reel Conversions

Reel conversions are constants that dictate how many output reels can be expected
from one input reel for a specific reel. For example, if the reel conversion constant
for a machine is two then one can expect on average two output reels for every input
reel. This is visualized in Figure 5.3. There are multiple reasons why a cable to be
processed could be divided over multiple reels. Firstly, a process often makes a cable
bigger in diameter since a layer is added for example, an insulation layer, shielding,
or outer jacket. Consequently, less windings over the width of a reel are possible and
bigger reels or multiple reels are required to store the processed cable. The reel con-
version constants also play a significant role in buffer allocation. For example, if the
reel conversion constant is two and a processed cable is distributed over two output
reels then the arrival rate for the follow-up machine also increases and as a result, the
utilization as well as throughput are affected according to Equation 5.1. These reel
conversion constants are determined both by looking at historical data and the num-
ber of reels that came out of each machine for a production order as well as experience
from employees.

Figure 5.3: Visualization of a cable being processed and spread over two output reels
with one input reel.

5.3.4 OEEs and Scheduled Time

The OEEs and scheduled time proportions represent the effectiveness and active peri-
ods respectively for each machine. The OEE tells something about how effective the
machine can process cables during a shift. For example, an OEE of 50% indicates that
the machine only achieves 50% of its potential service rate. The proportion of sched-
uled time indicates how often the machine is scheduled over a longer period of time.
Various reasons exist for why a machine cannot be scheduled for every shift, for exam-
ple, due to a limited number of employees that are able to operate the machine. Both
the OEE and scheduled time affect the buffer allocation as can be seen in Equation
5.1. Before the final throughput is determined it is multiplied by these factors which
are both expressed in percentages. As a result, the average throughput over a longer
period of time can be approximated. These throughput levels are used to determine
the arrival rates for follow-up machines and thus affect the performance of the system
and buffer allocation. The values for these factors will have to be based on historical
data since it is difficult to determine what the machines will do in the future.
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5.3.5 Capacities

There are multiple capacity constraints in the mathematical formulation in Section 4.3.
Firstly, there are capacities which are location-dependent, meaning that City A and
City B have different capacities for different matters. For example, the number of reels
that can be stored in City A inside the factory differs from the number of reels that
can be stored in City B due to the size difference of the factory. In addition, City B has
a smaller number of machines and as a result the degassing capacity can be smaller.
Degassing is required after the CDCC process, which stands for ’completely dry curing
and cooling’. Without degassing it takes very long before all the gas that is trapped
inside the insulation material to escape. In Table 5.1 the capacities per location can be
seen.

Location Degassing capacity Reel capacity
Total Available for WIP

City A 32 395 335
City B 25 150 90

Table 5.1: Overview of the capacities per location (values are changed regarding con-
fidentiality).

Besides the locations, there are also different types of reels used at the factory. Each
of these types is available in a limited number. One should take into account that not
all cable reel types can be accepted by all machines. This is due to the dimensions
of the cable reel jacks that lift the cable reel such that it is able to unwind into the
machine. In addition, some of the available reels should be reserved for being empty
since every machine, except the degassing stage, requires at least two reels. One reel
is the input reel with the cable to be processed while the the second reel is used to
wind the processed cable. In Table 5.2 the available reels per type and corresponding
machines can be seen. The names of the machines correspond to Figure 2.8.

Reel type Total Available for
allocation

Suitable
machines

2800 190 145
EI Degassing; EI Sheathing line 1; EI Sheathing line 2;
EI Sheathing LINE 3; EI Sheating line 9; EI Shielding line 1;
EI Shielding line 2; EI Shielding line 3

2800 wide 65 35 EI Sheathing line 1; EI Sheathing line 2; LCH Degassing;
LCH Jacketing line 2; LCH Shielding line 5

2500 45 39 EI CDCC 1; EI CDCC 3; LCH CDCC 2

2240 92 55 EI Drumtwister 2; EI Sheathing line 1; EI Sheathing line 3;
EI Shielding line 4; LCH Drumtwister 4

1800 65 57 EI Drumtwister 1; EI Insulation line 1; EI Insulation line 2;
EI Shielding line 3

Table 5.2: Overview of the available reels per type (values are changed regarding con-
fidentiality).
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5.4 Scalability and Performance Optimization

Putting scalability in the context of the BAP it is difficult to create a larger or smaller
instance of an initial manufacturing environment. Since the model is highly depen-
dent on the characteristics of the machine network. For example, if a machine is either
added or removed it requires updating various product flows and the corresponding
constraints. In addition, the flow dispersion levels need to be updated and if a ma-
chine is added its characteristics also need to be known. However, it should be pos-
sible to make this process very user-friendly by creating a form in the digital model
that allows the user to add or remove machines. The arrays indicating product flows
between machines and throughput constraints should then automatically be updated.
Looking at the problem from another perspective it is very easy to adjust the num-
ber of available reels that can be used as buffer. Moreover, if a certain parameter is
changed over time then this is also very easily updated. For example, if a processing
time or reel conversion constant is changed for a machine then this is easily updated
in the model making it very flexible.

Regarding performance optimization, it can immediately be stated that the great-
est improvement algorithm is a very efficient algorithm regarding computational time.
One of the improvements that can be made over the presented tabu search algorithm
is to provide the model with an initial solution that is already performing relatively
well compared to the majority of other suitable solutions. This can be done by first per-
forming a variable neighbourhood search or other algorithm that looks widely across
the solution space. By then giving this initial solution to the tabu search algorithm the
algorithm could find the same solution with fewer iterations than it would otherwise
have taken without this improved initial solution. This same method could also be ap-
plied to the simulated annealing algorithm. An improved initial solution would pos-
sibly guide the simulated annealing algorithm in a direction with improved solutions.
However, this algorithm does depend on randomness meaning that the computational
time varies before it arrives at an optimal solution. For the experiments, multiple ini-
tial buffer allocations have been tested in order to provide these algorithms with an
already improved buffer allocation compared to the current approach. Regarding the
greatest improvement algorithm, there are no algorithmic improvement opportunities
since it requires checking every possibility before adding a single item of WIP.

5.5 Summary

To summarize, this chapter provided elaborate insights into the solution approach
regarding the different algorithms. It is explained why various generative methods
could pose a suitable approach and the choice for a specific evaluative method is sub-
stantiated. Pseudocodes are stated that give a clear idea of how the corresponding
algorithm can be put to use in the context of a BAP. This approach indicates which of
the generative methods is the most suitable for the environment at X. Furthermore, the
integration of data is discussed on how the data is gathered and in what way it affects
the buffer allocation. In addition, the solution provided insights in why an optimiza-
tion algorithm would be more suitable for the situation at X. Lastly, the scalability of
the BAP in this manufacturing facility is put up for discussion together with potential
performance improvements of the algorithms.
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Experimental Setup

In this chapter the experimental setup is outlined for assessing which solution ap-
proach is the best suited for the BAP variant at X. Crucial elements such as the data
collection and pre-processing (Section 6.1) are discussed and the experimental scenar-
ios (Section 6.2) are stated. Furthermore, the software and computational environment
(Section 6.3) used are elaborated upon. Thereafter, the matters of parameter tuning
(Section 6.4), performance metrics (Section 6.5), and experimental procedure (Section
6.6) are covered. Lastly, a data sensitivity is presented (Section 6.7). The goal of this
chapter is to establish a foundation upon which the effectiveness of the different solu-
tion approaches can be assessed.

6.1 Data Collection and Pre-processing

First, the average service rates for all machines had to be determined. This meant that
historical data had to be acquired that indicated the processing times per processed
cable reel. This historical data is acquired from the ERP system at X. Before the data
is retrieved, first a decision needs to be based on the time period over which the ser-
vice rates will be approximated. This decision is mostly based on consistency and the
entire manufacturing system being operational. The consistency has to do with every
machine having the same parts and processing parameters over this time period. For
example, a sheathing machine could have its extruder replaced enabling it to process
more cable per unit of time. These instances affect the average service rate. In addi-
tion, some of the machines shown in the network in Figure 2.7 are reasonably new
(less than a year). Consequently, it is only possible to take a time period in which
these machines are fully operational. Taking these factors into account, a time period
concerning six months was left.

Knowing the time period over which data could be gathered, all the information
could be retrieved from the ERP system. However, this data is not immediately usable
it first needs some filtering before the correct and adequate data is acquired. For each
produced reel by a machine in the given time period, it should be known what type
of cable it was, how long it took to process the cable, and how long it took to set the
process up. This was done by creating a code in Excel VBA that would automatically
loop through all the produced reels and determine the required information. This
filter would also consider things like maintenance procedures out of the raw data. The
number of reels per cable type per machine can be found in Appendix C. In addition,
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the average processing time was also determined.
Besides the service rates, there is other data to be acquired. This includes the OEEs,

scheduled time percentages, reel conversion constants, and the flow dispersion. These
parameters could not all be purely based on historical data. For example, for the flow
dispersion, the data is partly based on experience and expectation. The historical data
does not predict how the product flow is going to look in the future. In addition,
the historical data also includes exceptions in which different routings were followed.
These exceptions should be neglected when determining the general product flow.
In Table 6.1 the dispersion for all the product flows that are visualized in Figure 2.7
are indicated. The percentage represents the proportional output leading from the
machine before the arrow to the machine after the arrow. It should be noted that all
flows leading from one machine add up to 100%.

Machine 1 Machine 2 Percentage Machine 1 Machine 2 Percentage
EI CDCC 1 → EI Degassing 100% EI Sheathing line 3 → EI Sheathing line 3 15%
EI CDCC 3 → EI Degassing 100% EI Sheathing line 3 → EI Shielding line 4 40%
EI Conform line 1 → EI CDCC 1 55% EI Sheathing line 3 → Exit 45%
EI Conform line 1 → EI CDCC 3 20% EI Sheathing line 9 → Exit 100%
EI Conform line 1 → LCH CDCC 2 25% EI Shielding line 1 → EI Sheathing line 1 70%
EI Conform line 2 → EI CDCC 1 10% EI Shielding line 1 → EI Sheathing line 2 25%
EI Conform line 2 → EI CDCC 3 65% EI Shielding line 1 → EI Sheathing line 9 5%
EI Conform line 2 → LCH CDCC 2 25% EI Shielding line 2 → EI Sheathing line 1 40%
EI Degassing → EI Shielding line 1 69% EI Shielding line 2 → EI Sheathing line 2 30%
EI Degassing → EI Shielding line 2 1% EI Shielding line 2 → EI Sheathing line 9 30%
EI Degassing → EI Shielding line 3 20% EI Shielding line 3 → EI Drumtwister 2 50%
EI Degassing → LCH Shielding line 5 10% EI Shielding line 3 → Exit 50%
EI Drumtwister 1 → EI Sheathing line 1 55% EI Shielding line 4 → EI Sheathing line 1 10%
EI Drumtwister 1 → EI Sheathing line 3 45% EI Shielding line 4 → EI Sheathing line 3 90%
EI Drumtwister 2 → EI Sheathing line 1 25% LCH Degassing → LCH Shielding line 5 100%
EI Drumtwister 2 → EI Sheathing line 2 75% LCH CDCC 2 → LCH Degassing 100%
EI Insulation line 1 → EI Drumtwister 1 70% LCH Shielding line 5 → EI Sheathing line 9 15%
EI Insulation line 1 → EI Shielding line 3 30% LCH Shielding line 5 → LCH Drumtwister 4 40%
EI Insulation line 2 → EI Drumtwister 1 100% LCH Shielding line 5 → LCH Jacketing line 2 45%
EI Sheathing line 1 → EI Shielding line 4 10% LCH Drumtwister 4 → LCH Jacketing line 2 100%
EI Sheathing line 1 → Exit 90% LCH Jacketing line 2 → Exit 100%
EI Sheathing line 2 → Exit 100%

Table 6.1: Overview of the flow dispersion (values are changed regarding confiden-
tiality).

Machine Arrival rate
EI Conform line 1 0.053
EI Conform line 2 0.091
EI Insulation line 1 0.374
EI Insulation line 2 0.132

Table 6.2: Arrival rates in sys-
tem (values are changed re-
garding confidentiality).

In Table 6.3 the other machine parameters
can be seen. Since it is difficult to predict how
the OEE of each machine is going to behave in
the future it is mainly based on historical data.
However, for future calculations, this can easily
be adjusted. The proportion of scheduled time is
based on historical data in which the number of
scheduled shifts was divided by the maximum
number of possible shifts in the given time pe-
riod. The reel conversion constants are purely
based on experience for colleagues since these
can often differ for a machine, depending on the production order size and customer
wishes. Therefore, the presented values are based on the input of employees. In the
last column, the service rates that are presented indicate the number of reels that can
be processed per hour by the corresponding machine. Furthermore, the arrival rates
for the first machines in the production sequences can be seen in Table 6.2. These
arrival rates indicate the arrival of new production orders per hour.
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Machine OEE Scheduled Reel conversion Service rate
EI CDCC 1 95% 97% 2.7 0.597
EI CDCC 3 85% 96% 2.7 0.385
EI Conform line 1 83% 97% 1 0.197
EI Conform line 2 55% 92% 1 0.390
EI Degassing 100% 100% 1 0.014
EI Drumtwister 1 61% 45% 1 0.516
EI Drumtwister 2 59% 91% 2 0.540
EI Insulation line 1 89% 54% 1 0.658
EI Insulation line 2 40% 39% 1 0.473
EI Sheathing line 1 84% 95% 2 0.732
EI Sheathing line 2 66% 48% 2 0.479
EI Sheathing line 3 88% 59% 2 0.756
EI Sheathing line 9 75% 87% 2 0.657
EI Shielding line 1 86% 98% 1 0.450
EI Shielding line 2 90% 64% 1 0.279
EI Shielding line 3 90% 76% 1 0.545
EI Shielding line 4 50% 31% 1 0.344
LCH CDCC 2 90% 90% 2.7 0.132
LCH Degassing 100% 100% 1 0.149
LCH Drumtwister 4 78% 91% 2 0.028
LCH Jacketing line 2 75% 95% 2 0.890
LCH Shielding line 5 86% 98% 1 0.348

Table 6.3: Overview of the machine parameters (values are changed regarding confi-
dentiality).

6.2 Experimental Scenarios

In order to assess the performance of all proposed algorithms an experimental scenario
will need to be set up. This scenario will reflect the production environment at X at the
moment of writing this report. By putting the algorithms to work on this scenario a
better idea of how these algorithms would work in a real-life situation is created. The
parameters used for this scenario are presented in the tables in the previous section.
In the case of tabu search and the greatest improvement algorithm, a single run would
be satisfactory, since these algorithms would end up at the same buffer allocation pro-
vided that the parameters have not been changed. However, the simulated annealing
algorithm includes randomness. Consequently, multiple runs are required to get a re-
liable result. This also means that every time the company wants to redetermine the
buffer allocation it is required to perform these multiple runs. The minimum required
number of runs is determined later on in Section 6.6.

Another scenario of interest would be the situation in which all machines would
perform optimally and can be active all the time. Consequently, the parameters OEE
and scheduled time would be equal to 100% for all machines. It is interesting for the
company to know how the buffer allocation changes when all machinery functions
optimally. Besides the fact that this would provide an indication of the maximum
achievable output of the manufacturing facility, it also provides insights into how the
allocation of reels shifts between machines. The company can then assess if the avail-
able space at each production line is sufficient to store the allocated number of reels.
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6.3 Software and Computational Environment

Regarding the software for the buffer allocation model various options exist. Even
though a high-level programming language like Python would be more efficient in
solving this problem the choice was made to use Excel VBA programming. The main
reason for this software tool is the familiarity it has among the employees of X. It
would take additional time to get to know another programming language or soft-
ware to be able to use it throughout the facility. The company does not wish to invest
this additional time and prefers the use of Excel VBA. Consequently, the buffer allo-
cation model is made using Excel VBA and the dashboard is also created in Excel.
The hardware being used for the experiments is a Lenovo Thinkpad P51 from 2017. It
is equipped with an Intel Core i7-7700HQ CPU clocked at 2.80 GHz and an NVIDIA
Quadro M1200 graphics card. The total RAM memory equals to 16.0 GB.

6.4 Parameter Tuning

Besides the parameters that are presented in Section 6.1, there are also algorithm-
specific parameters. These parameters affect the performance of the algorithm and
will be further discussed below. Regarding the greatest improvement algorithm, there
are no parameters that can be tuned. Consequently, this algorithm will not be dis-
cussed.

6.4.1 Initial temperature and cooling rate

Firstly, the simulated algorithm depends on various parameters. Both the initial tem-
perature and cooling rate affect the number of solutions that will be assessed and the
probability with which a worse-performing solution. In addition, the initial buffer so-
lution given to the algorithm also affects the algorithm. Since the simulated annealing
algorithm only performs a limited number of iterations the initial buffer solution has
an influence on the fact that the algorithm will or will not find the optimal buffer al-
location. However, the randomness of the simulated annealing algorithm also affects
this probability but this randomness is not a parameter that can be tuned. Both the
initial temperature and cooling rate are tuned by keeping all other parameters con-
stant and performing experiments with various values for the initial temperature and
cooling rate. It should be mentioned that while the initial temperature is tuned the
cooling rate is constant and vice versa. The performance indicators that will be tuned
upon are the expected output in reels per hour and the running time of the algorithm
in seconds. In Table 6.4 the results of the tests can be seen. For the initial temperature
variation the cooling rate was kept constant at 0.999 and for the cooling rate variation
the initial temperature was kept constant at 10,000.

In order to get a more reliable result each variation has been ran ten times in order
to reduce the effect of randomness. Reviewing the results from the initial tempera-
ture and cooling rate variations it can be seen that increasing the initial temperature
leads to an increase in run time. This is also the case when the cooling rate is in-
creased however, increasing the cooling rate leads to a significantly larger increase in
run time since the incremental steps shown in the table lead to more iterations than
the incremental steps regarding the initial temperature. Furthermore, it should also
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Initial temp. Throughput Run time Cooling rate Throughput Run time
100 0.81819 7.128 0.99 0.81819 1.232

1,000 0.81815 9.421 0.999 0.81816 11.745
10,000 0.81821 11.769 0.9999 0.81821 121.135

100,000 0.81815 14.056 0.99999 0.81828 1312.961

Table 6.4: Tests for initial temperature and cooling rate.

be mentioned that the throughput is not significantly changed when either the initial
temperature or cooling rate is increased. Consequently, the choice was made to use an
initial temperature of 10,000 and a cooling rate of 0.9999.

6.4.2 Tabu list size and number of iterations

Regarding the tabu search algorithm, the tabu list size is one of the tuneable parame-
ters besides the maximum number of iterations. The tabu list size indicates the number
of solutions that can be stored in the tabu list. These stored solutions are forbidden for
the algorithm to visit again while they remain in the tabu list. Consequently, the larger
the tabu list size the lower the chance that the tabu search algorithm will visit previ-
ously assessed solutions again thus lowering the probability of ending up in a local
optimum. The maximum number of iterations is also a parameter that can be tuned.
This parameter indicates the maximum number of iterations that can be performed by
the algorithm. Various tabu list sizes and maximum number of iterations have been
tried. The results of these tests can be seen below in Table 6.5. For the tabu list size
increments the maximum number of iterations was kept constant at 100. In addition,
for the maximum number of iterations, the tabu list size was kept constant at 10.

Tabu size Throughput Run time Max. iterations Throughput Run time
5 0.81855 47.725 10 0.81850 4.711

10 0.81855 51.323 100 0.81855 50.922
15 0.81855 55.856 250 0.81855 124.781
20 0.81855 56.394 500 0.81855 248.839

Table 6.5: Tests for tabu list size and maximum number of iterations.

From the table above it can be concluded that increasing the tabu size or the maxi-
mum number of iterations has little effect on the final throughput of the system. How-
ever, the run time does increase each time the tabu size increases. Moreover, the run
time increases significantly more if the maximum number of iterations is increased.
When the number of iterations increases from 250 to 500 the run time also doubles
approximately. Consequently, the tabu list size will be kept at 10 and the maximum
number of iterations at 2500 to have a run time similar to the simulated annealing
algorithm.

6.4.3 Initial buffer allocation

As was mentioned, the initial buffer allocation affects the performance of the simu-
lated annealing algorithm. Moreover, this initial buffer allocation also affects the per-
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formance of the tabu search algorithm. The initial buffer allocation dictates how many
operations are required to reach an optimal buffer allocation. Consequently, various
buffer allocations are tested to check this effect on both the simulated annealing and
tabu search algorithm. Only a few possible initial buffer allocations have been tested
due to the large solution space. The results of these tests can be seen in Table 6.6. These
instances include scenarios in which most of a single type of reel has been allocated to
a single machine (allocations 2 until 6), an instance in which almost all reels are allo-
cated to specific machines while the rest remains with a single reel (allocation 7), and a
situation that closely resembles a realistic situation (allocation 1). Allocation 1 has been
generated by the greatest improvement algorithm, since this is a constructive heuristic
it is interesting to see if the other two algorithms would find an improvement. The
tests have been conducted with an initial temperature of 10,000 and a cooling rate of
0.9999 for the simulated annealing algorithm. For the tabu search algorithm, the list
size was kept at 10 and the maximum number of iterations was set at 250.

Machine Reel type Alloc. 1 Alloc. 2 Alloc. 3 Alloc. 4 Alloc. 5 Alloc. 6 Alloc. 7
EI CDCC 1 2500 11 11 11 27 11 11 27
EI CDCC 3 2500 11 11 11 1 11 11 1
EI Degassing 2800 51 148 51 51 51 51 148
EI Drumtwister 1 1800 10 10 10 10 10 44 44
EI Drumtwister 2 2240 15 15 15 15 56 15 56
EI Insulation line 1 1800 10 10 10 10 10 1 1
EI Insulation line 2 1800 8 8 8 8 8 1 1
EI Sheathing line 1 2800 13 1 13 13 13 13 1
EI Sheathing line 1 2800 wide 1 1 41 1 1 1 41
EI Sheathing line 1 2240 12 12 12 12 1 12 1
EI Sheahting line 2 2800 8 1 8 8 8 8 1
EI Sheathing line 2 2800 wide 1 1 1 1 1 1 1
EI Sheathing line 3 2800 7 1 7 7 7 7 1
EI Sheathing line 3 2240 8 8 8 8 1 8 1
EI Sheathing line 9 2800 29 1 29 29 29 29 1
EI Shielding line 1 2800 26 1 26 26 26 26 1
EI Shielding line 2 2800 4 1 4 4 4 4 1
EI Shielding line 3 2800 17 1 17 17 17 17 1
EI Shielding line 3 1800 17 17 17 17 17 1 1
EI Shielding line 4 2240 8 8 8 8 1 8 1
LCH CDCC 2 2500 7 7 7 1 7 7 1
LCH Degassing 2800 wide 13 13 1 13 13 13 1
LCH Drumtwister 4 2240 17 17 17 17 1 17 1
LCH Jacketing line 2 2800 wide 17 17 1 17 17 17 1
LCH Shielding line 5 2800 wide 13 13 1 13 13 13 1
Initial throughput 0.81853 0.61476 0.67034 0.66676 0.80245 0.79804 0.39107
Simulated annealing Throughput 0.81853 0.81536 0.80789 0.81077 0.81398 0.81459 0.81368
Simulated annealing Run time 120.43 121.44 121.81 122.52 122.17 121.33 123.23
Tabu search Throughput 0.81855 0.81855 0.81855 0.81855 0.81855 0.81855 0.818028
Tabu search Run time 124.78 122.31 123.99 124.22 125.11 124.78 124.57

Table 6.6: Tests with various initial buffer allocations.

From the table above it can be concluded that the initial buffer allocation does not
significantly affect the run time of the algorithms. However, the initial buffer allocation
does affect the final throughput. It can be seen that between allocations 1 and 3 with
the simulated annealing algorithm, a difference of at least 0.01 reels per hour occurs.
For the tabu search algorithm only allocation 7 made an impact on the final throughput

60



Chapter 6. Experimental Setup

of the system. However, the difference is only marginally. Consequently, the choice
was made to have allocation 1, which resembles a realistic allocation, as the initial
buffer allocation for the experiments.

6.5 Performance Metrics

The performance metrics used in the experiments are similar to the ones used in the
parameter tuning. The performance metrics can be divided into two categories. The
first category has to do with the solution quality, thus telling something about the
expected performance of the found solution. The second category is concerned with
the computational efficiency of the model. The quality of the solution will be measured
by the corresponding throughput of the resulting buffer allocation. This throughput is
measured in produced reels per hour. The company desires to achieve a throughput
level as high as possible. The computational efficiency of the model will be measured
by the run time of the various algorithms. The shorter the run time, the better an
algorithm performs provided that solution quality remains constant or even improves.

6.6 Experimental Procedure

For the experiments the parameter settings that are outlined in Section 6.4 will be used
for the simulated annealing and tabu search algorithms. Furthermore, each algorithm
is run ten times in order to ensure an average run time is established. The simulated
annealing algorithm also requires more than one replication due to the included ran-
domness in the algorithm which affects the final result after each replication. Conse-
quently, a multitude of replications are required to create a reliable output value. The
scenario that is given to the algorithms represents the order intake over a period of
about six months. The results of each algorithm are compared to each other as well as
the actual achieved output over these six months. Based on the determined buffer al-
location, corresponding output, and the run time of each algorithm a recommendation
is made for the company.

6.7 Data Sensitivity

In order to assess the impact of data uncertainties a sensitivity analysis is conducted.
With this analysis it was possible to review the effect of certain data types on the solu-
tion performance. The results of this analysis can be seen in Table 6.7. First, a baseline
was generated with all the parameters and variables previously described. The fol-
lowing data parameters are changed to assess the impact; OEE, scheduled time, RC,
arrival rates, and service rates. Each time one of these parameters was adjusted all the
other parameters were kept at their baseline values. For the OEE and scheduled time
the values were set at 100%, while the other parameters were simply doubled.

The values in the table indicate the throughput of the corresponding buffer alloca-
tion found by the algorithm. This throughput indicates the number of produced reels
per hour. From these values, it can be concluded that all data parameters show an im-
provement in the solution quality if their values are increased. However, some of the
parameters show a greater sensitivity than others. The greatest improvement is seen
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Algorithm Baseline OEE (100%) ST (100%) RC (x2) Arrival rates (x2) Service rates (x2)
Simulated annealing 0.81823 0.81913 1.48891 1.60481 1.16859 0.81975

Tabu search 0.81855 0.81930 1.50148 1.63846 1.18793 0.81976

Greatest improvement 0.81853 0.81930 1.50094 1.64049 1.18343 0.81976

Table 6.7: Corresponding throughput levels with the different parameter settings.

when the reel conversion constants are doubled. The corresponding throughput also
doubles compared to the baseline performance. Unfortunately, doubling these con-
stants is not feasible. This would mean that all machines would suddenly double their
added value, which is unlikely. The second and third most influential data parameters
are the scheduled time and arrival rates. The arrival rate increases the utilization of
all machines, while the increase in active time means additional output over a certain
time period. The OEE and arrival rates have the least impact on the solution quality.
This is due to the decrease in machine utilization. Consequently, the formula shown
in 5.1 will not lead to an increase in throughput.

6.8 Summary

In this chapter, the outlines for the experimental procedure are presented. Beginning
with the data collection and pre-processing the parameters are highlighted that are re-
quired to be able to determine a buffer allocation. Thereafter, the experimental scenar-
ios are elaborated in which two scenarios were discussed. The first one is the current
situation, while the second situation would indicate the performance in a more ideal
situation in which all machines never fail and are always active.

In addition, the use of Excel VBA is substantiated and the corresponding hard-
ware used for the experiments is highlighted. Thereafter, the parameter tuning phase
was discussed in which the algorithm-specific parameters are tuned for a better perfor-
mance of the solution. For the experiments themselves, the various KPIs are explained
and the experimental procedure is covered. Lastly, the sensitivity of the data parame-
ters is tested and analyzed. This gave insight into the effect of certain parameters on
the solution quality.

With the experimental setup and procedures in place, it was possible to conduct
the actual experiments and evaluate the performance of each algorithm. The following
chapters will show and discuss the acquired results from these experiments. The goal
is to understand the effectiveness of the proposed solution.
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Chapter 7

Results and Discussions

This chapter presents the results, comparisons, and analyses of the conducted exper-
iments. These results contribute to assessing the proposed solution for addressing
the buffer allocation problem (BAP) variant encountered at X. First, a baseline is es-
tablished for the current situation (Section 7.1), after which a more optimal scenario
is reviewed (Section 7.2). Thereafter, a comparison is made between the current ap-
proach at X regarding buffer allocation and the proposed buffer allocation (Section
7.3). Lastly, the findings are further discussed and elaborated upon in Section 7.4.

7.1 Baseline Performance

To establish a benchmark for the proposed buffer allocation the algorithms have been
applied to a real-life situation at X. This scenario includes the actual system perfor-
mance over a period of six months, such as the OEEs, scheduled time, arrival rates,
service rates, and reel conversion constants. The results for this baseline are plot-
ted in Figure 7.1. A set of ten replications, in which the calculation and algorithm
are repeated, was run in order to get a reliable result for the simulated annealing
algorithm. The vertical axis indicates the throughput in reels per hour for the cor-
responding buffer allocation. Appendix D shows how the number of replications is
determined.

Figure 7.1: Solution qualities of the algorithms per replication.
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In addition to the performance of the buffer allocations found by the algorithms,
the run time is an algorithm-specific performance indicator. The run time of each algo-
rithm is also taken into account for the final decision regarding the choice of algorithm.
The corresponding running times to the replications performed for the baseline can be
seen in Figure 7.2.

Figure 7.2: Run time of the algorithms per replication.

In the table below the throughput and average running time over the ten replica-
tions for each algorithm can be seen. Again the throughput is measured in reels pro-
duced per hour for the corresponding buffer allocation. For the simulated annealing
algorithm the average throughput over the ten replications was taken.

Simulated annealing Tabu search Greatest improvement
Throughput [reels/hour] 0.81853 0.81855 0.81853
Run time [sec.] 121.76 124.38 1.33

Table 7.1: Results for the baseline experiments.

7.2 Scenario-Specific Analysis

Besides the real-life situation, another scenario was taken into account for the exper-
iments. In this scenario all machinery performs optimally, meaning an OEE of 100%.
In addition, all machines would be available all the time, meaning the proportion of
scheduled time is equal to 100%. This could provide meaningful insights into how
the buffer allocation would shift in a more optimal scenario. Should the efficiency or
active time increase for the machinery then X is able to anticipate how to shift the WIP
in order to maximize their throughput. Again for these experiments, ten replications
were performed. The results of these replications can be seen in the graph in Figure
7.3. Both the results from the simulated annealing and tabu search algorithms are
constant for every replication which is expected. It should be mentioned that the grey
line indicating the greatest improvement performance is beneath the orange line of the
tabu search algorithm and the blue line indicating the simulated annealing algorithm
includes randomness.
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Figure 7.3: Solution qualities for optimal scenario.

The corresponding running times for the replications performed in this scenario
can be seen in Figure 7.4. Again the three different algorithms have distinguishable
running times. The throughput and average running times for the different algorithms
are summarized in Table 7.2. The throughput for the simulated annealing algorithm is
again an average over the ten replications. The results itself will be further discussed
in Sections 7.3 and 7.4.

Figure 7.4: Running times for optimal scenario.

Simulated annealing Tabu search Greatest improvement
Throughput [reels/hour] 1.50722 1.50722 1.50722
Run time [sec.] 122.17 124.23 1.32

Table 7.2: Results for the scenario-specific experiments.
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7.3 Comparison with Current Approach

Comparing the results acquired from the baseline experiment to the actual achieved
throughput over those same six months it can be concluded that all algorithms achieve
an increase in average throughput per hour. This is indicated in Table 7.3. All algo-
rithms indicate that an increase of at least 17% in average throughput should be pos-
sible once the buffers are allocated according to their solution. Extrapolating these
values for a week means that per week an additional ∼20 reels can be produced.

Current approach Simulated annealing Tabu search Greatest improvement
Throughput 0.69579 0.81853 0.81855 0.81853
Increase 17.64% 17.64% 17.64%

Table 7.3: Comparison between current approach and proposed solution.

The other major benefit of the proposed approach cannot be quantified through
numbers. As was explained in Section 2.4, the current production planning strategy
is mainly focused with scheduling the machines that have the largest amount of WIP
that is waiting to be processed by those machines. This WIP is measured in machine
hours or average machining time per reel. Using this strategy the throughput is not
necessarily maximized. Instead, the proposed solution aims to have an efficient allo-
cation of buffers as possible such that each machine that is scheduled has the lowest
probability of running out of WIP. Consequently, the scheduled machines can there-
fore process more cables since there is a lower risk of those machines having to wait
for cables that can be processed by that machine. This effect can also be seen due to
the increase in throughput shown in Table 7.3. Therefore, having this guideline itself
is a significant benefit that cannot be quantified since the model is very versatile and
can be used to model various situations.

7.4 Discussion of Findings

In this discussion section, a critical examination of the experimental results is per-
formed through an evaluation of the proposed solution that addresses the BAP variant
at X. This in-depth discussion highlights both the strengths and limitations of the pro-
posed solution, thereby establishing an understanding of its applicability and impact.
The key components being discussed are; analysis of performance metrics, strengths
and limitations, interpretation of scenario-specific results, sensitivity analysis, and the
practical implications and applicability.

7.4.1 Performance Metrics Analysis

Looking at the results summarized in Tables 7.1 and 7.2 it can be seen that all algo-
rithms are very close to each other regarding the throughput per hour. However, the
randomness included in the simulated annealing algorithm does play a factor in the
decision for a preferable algorithm. Due to this randomness, the algorithm is inconsis-
tent in determining a suggested buffer allocation. Therefore, the usability of this algo-
rithm as a guideline for production planning is lower compared to the other two. In

66



Chapter 7. Results and Discussions

addition, the solutions found by the simulated annealing algorithm always performed
worse compared to the solution of the tabu search algorithm.

The main difference between the other two algorithms is the running time. Where
the greatest improvement algorithm performs steadily below the two-second mark,
the tabu search algorithm takes on average between 122 and 125 seconds. This is a
rather significant difference in the running time of a factor ∼93. It could be argued
however that if the total number of to be allocated reels increases the running time for
the greatest improvement algorithm also increases, while the tabu search algorithm
running remains constant for the same tabu list size and maximum iterations. Still,
the running time of 124 seconds can be regarded as reasonable since it is significantly
lower than the 12+ hours it would otherwise have taken if it had been solved exactly.
However, if the company wants to quickly analyze different scenarios the greatest
improvement algorithm would be more suitable.

7.4.2 Strengths of the Proposed Solution

There are multiple strengths associated with this new approach for X to tackle their
BAP variant. Firstly, the running time of the model is still within a workable limit
such that it can be applied on a daily basis or even more frequently. This allows the
company to quickly adapt or predict new scenarios. In addition to the relatively low
running time, all the algorithms also indicate an increase in throughput should the
buffers be allocated in this manner.

Furthermore, the employee responsible for the production planning does not have
to think of a strategy on its own since the presented model can be used as a guideline.
Consequently, decisions regarding which machines to schedule in the upcoming shifts
or where to create an additional buffer are made more easily. To help in this decision-
making process a dashboard with an overview of the entire manufacturing system is
made that is able to show the current, target, and minimum buffer for each machine.
An example of this dashboard can be seen in Appendix E.

Lastly, the presented model enables the company to predict how the buffer alloca-
tion would change if certain characteristics of the manufacturing system change. By
changing certain parameters such as the OEE or service rates for example the company
can simulate how the new buffer allocation would look like and how the correspond-
ing throughput changes. Moreover, it is also possible to see what effect an increase or
decrease of incoming orders has on the buffer allocation and corresponding through-
put by changing the arrival rates. This enables the company to better prepare for
future situations.

7.4.3 Limitations and Areas for Improvement

There are some limitations and areas for improvement still included in the presented
model. Firstly, while most of the parameters can be easily changed in the model it
is still a rather complex process if one would want to remove or add new machines
in the digital model. If a machine is removed or added then this would require to
reroute, delete, or add all the linked product flows to this machine. Consequently,
the equations regarding the throughput and utilization for the involved machines will
need to be updated. This is significantly more work than just changing a single value
and is also more prone to debugging.
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A similar case occurs if one would want to add or remove an additional reel type.
This means that the method that checks if a proposed allocation is valid will need
to be changed such that it includes the constraints regarding the new reel type. For
future improvements, the process of changing the number of machines or reel types
could be more simplified. This could be done by automatically adding or removing
equations and constraints if one would change these characteristics. The user would
simply have to tell how a new machine would fit in the manufacturing system and
provide the flow dispersion values. This is the same for the reel type in which the user
provides the knowledge about which machines are able to use the new reel type and
how many are available for allocation.

7.4.4 Interpretation of Scenario-Specific Results

In addition to the scenario representing the current situation, another scenario was
inserted in the model to see how the buffer allocation and corresponding throughput
would change. This scenario would represent a near-optimal situation in which all
machines are 100% operational and active all the time. In Table 7.2 it can be seen that
in this scenario the throughput increases significantly compared to the current real-
life situation, the number of reels produced per hour more than doubles. Besides this
increase in throughput, it is also interesting to see how the buffer allocation changes
between these scenarios. Table 7.4 shows the total number of stored reels per machine
for both situations. Furthermore, it is also interesting to see the differences between
the tabu search and greatest improvement algorithms. The simulated annealing algo-
rithm is not considered in this case since it does not return the same buffer allocation
consistently.

Machine Tabu search Greatest improvement
Current situation Optimal scenario Current situation Optimal scenario

EI CDCC 1 12 11 11 11
EI CDCC 3 11 12 11 12
EI Degassing 53 64 51 59
EI Drumtwister 1 11 12 10 14
EI Drumtwister 2 15 15 15 15
EI Insulation line 1 13 11 12 12
EI Insulation line 2 8 6 8 6
EI Sheathing line 1 16 30 26 34
EI Sheathing line 2 10 8 9 7
EI Sheathing line 3 12 29 15 36
EI Sheathing line 9 37 24 29 19
EI Shielding line 1 27 22 26 20
EI Shielding line 2 4 3 4 3
EI Shielding line 3 36 19 34 18
EI Shielding line 4 8 8 8 8
LCH CDCC 2 6 6 7 6
LCH Degassing 13 16 13 16
LCH Drumtwister 4 14 13 14 13
LCH Jacketing line 2 18 15 17 15
LCH Shielding line 5 12 12 13 12

Table 7.4: Buffer allocation in each scenario for both the tabu search and greatest im-
provement algorithms.
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Moreover, the simulated annealing algorithm frequently finds a solution that is
not an improvement over the solution of the greatest improvement algorithm. The
first difference when going from the current situation to the optimal scenario is a shift
of reels from the machines "EI Sheathing line 9" and "EI Shielding line 3" to the ma-
chines "EI Sheathing line 1" and "EI Sheathing line 3". This is both the case for the tabu
search and the greatest improvement algorithm. These are all machines that produce
final products that leave the system, so when all machines are fully efficient and al-
ways operational the buffers for these machines will be more evenly spread. Another
change is the increase in buffer for the "EI Degassing". Again this is the case for both
algorithms. The reason for this is that this machine already has a very high OEE and
active time compared to the other machines. Consequently, the relative increase in
throughput is smaller than that of the other machines and thus requires an increase in
buffer to able to reliably supply subsequent machines according to Equation 5.1.

A noticeable difference between the tabu search and the greatest improvement al-
gorithm is the allocated buffers at "EI Sheathing line 1" and "EI Sheathing line 9" in the
current situation, 16 and 37 compared to 26 and 29 respectively. A possible reason for
this difference could be due to algorithm characteristics. The greatest improvement
algorithm does not visit this solution since it first encounters bigger improvements if
buffers are added to "EI Sheathing line 1" while the tabu search algorithm does visit
these neighbouring solutions.

7.4.5 Robustness and Sensitivity Analysis

From the data sensitivity analysis conducted in Section 6.7 it became clear that some
parameters have a bigger influence on the throughput than others. The most influ-
ential parameters are the reel conversion constants that determine how many output
reels there are compared to input reels. If all these constants double then the final
throughput would also roughly double. However, this would not lead to an increase
in turnover because the cable would just be divided over multiple reels. Therefore,
this parameter is not worth improving. The two parameters following up are worth it.
Both the proportion of active time for each machine and the arrival rates of new orders
significantly influence the throughput. These parameters could be improved by hav-
ing additional personnel such that more machines can be operated in each shift and
attracting more production orders from clients. Increasing the OEE and service rates
for each machine also increases the throughput, but marginally compared to the pre-
viously two mentioned parameters. Once the arrival rates exceed the service rate for
example, then it would make sense to increase the service rate otherwise the system
would overflow with orders. The increasing service rate would have a bigger impact
at that moment.

7.4.6 Practical Implications and Real-World Applicability

Regarding the practicality of the model, there are very few adjustments required in
order for it to be usable in the daily operations of X. Employees for whom this model
is of use will need a short tutorial about how the tool works, what can be changed,
and how to operate it. The fact that very little training and adaptions are required is
another benefit of this proposed solution. Without any additional costs, the production
planning has a guideline and modelling tool in order to tackle the BAP at X. The only
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practical implication that could be improved is the user interface. This interface should
provide a clear and comprehensive overview of all the buffers as well as the parameter
tab in which the user is able to make adjustments to the model.

7.5 Summary

In conclusion, this chapter displays the significant findings derived from the results
acquired through experiments. It indicates that the proposed solution improves the
current situation at X at the moment of writing this report. In addition, the findings are
put up for discussion in order to make decisions about which algorithm performs best,
the strengths of the proposed solution, limitations, and what is required for a practical
application of the model. In the subsequent chapter, a comprehensive overview of
the findings is presented together with the final recommendations, possible future
research gaps, and the final remarks.
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Chapter 8

Conclusions and Recommendations

This concluding chapter covers the key insights, findings, and recommendations from
the conducted research of the BAP variant encountered at X. In addition, several con-
clusions can be drawn from this new approach compared to the current situation at the
company. Lastly, various possible future research directions are suggested together
with the final remarks which conclude this report.

8.1 Summary of Findings

This section provides a comprehensive yet concise overview of the results and cor-
responding analysis derived from the experiments. The main findings that were ac-
quired from this CRMH-BAP are as follows:

• From the conducted experiments it became clear that both the tabu search algo-
rithm and greatest improvement algorithm pose as a viable generative algorithm
in order to tackle the BAP variant at X. Due to its randomness and lack of per-
formance regarding solution quality the simulated annealing algorithm is not
considered suitable.

• Compared to the current approach applied by the company the presented solu-
tion reliably indicates that there is still room for improvement regarding through-
put. According to the model, an increase in throughput of 17% should be possi-
ble.

• From the optimal scenario it became clear that an even further increase in through-
put is possible should certain parameters be improved. Should the proportion of
active time or OEE increase then the model also shows an increase in output for
the manufacturing system.

• In addition to the increase in throughput, the optimal scenario also gave insight
into how the buffer allocations shift between the machines when parameters are
changed. This knowledge can be very useful for the company in order to increase
its adaptability.
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8.2 Conclusions

In this section, the derived overarching conclusions from this CRMH-BAP at X are
presented. The conducted research highlighted the following critical aspects:

• Besides the throughput KPI that was mainly focused on the model also high-
lights other factors of the manufacturing. For example, it is able to show the
utilizations of each machine which enables the company to quickly determine
the bottleneck in the system.

• The presented model is able to determine the buffer allocation for various scenar-
ios, which increases its flexibility. Whether dealing with fluctuating arrival rates
of production orders or a reduced number of available reels, the model is able to
redetermine the corresponding buffer allocation it considers as most efficient.

• The model consistently provides buffer allocations that surpass the performance
of the current approach regarding production planning. Providing this knowl-
edge about room for improvement is a valuable asset for the company.

• Besides indicating the room for improvement the model also poses as a valuable
tool for the production planners. The tool can act as a guideline that helps the
production planners make decisions regarding which machines to schedule on a
short-term basis.

8.3 Recommendations

The recommendations section outlines actionable suggestions based on the research
findings and insights. The following recommendations are proposed for X:

• Implementation: A complete implementation is recommended in order to im-
prove the throughput as much as possible. Additional insight into the perfor-
mance of the manufacturing system can also be gathered through modelling
various scenarios.

• Operational Enhancements: In order to improve the throughput even further it
is recommended to improve the active time and OEE for each machine. Other
factors such as additional production orders would also improve the perfor-
mance of the system however, these are not in control of X.

• Integration with IT Infrastructure: It is crucial that the model is integrated with
the company’s ERP system in order to get the most recent and reliable data. This
step ensures real-time monitoring and seamless adaptation to changing condi-
tions.

• Continuous Monitoring and Evaluation: It is recommended to redetermine the
buffer allocation with up-to-date parameters on a monthly basis. In addition, as
a guideline, the model could be consulted on a daily/weekly basis in order to
determine the production strategy.
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• Training and Knowledge Transfer: A short tutorial is recommended for pro-
duction planners who want to use the model. It is essential to know how the
parameters can be changed and how the VBA codes work for future improve-
ments.

8.4 Future Research Directions

In this section, promising future research directions regarding the BAP variant at X are
presented. The following promising research directions were found:

• Effect of Parameters: Further exploring the effect of data parameters on the
buffer allocation and corresponding throughput. Developing an accompanying
strategy in order to achieve these improved parameters.

• Multi-Objective Optimization: Investigating the possibility of achieving the
same throughput while minimizing the number of used reels.

• Expansion Possibilities: Look into the opportunity of expanding the current ma-
chinery with additional production capacity. Determine what type of machine
would have the most effect on the throughput.

• Further Automation: Explore the integration of upcoming technologies such as
artificial intelligence (AI). This could further automate the process of creating a
production planning strategy.

These research directions could further improve the ongoing solving of the BAP at
X and further improve the daily operations.

8.5 Final Remarks

In this final section, a profound gratitude towards Company X is expressed for provid-
ing the opportunity to work on this challenging variant of the BAP. This collaboration
allowed for contributions to further explore these types of problems while providing
additional insight into the daily operations at the company. In addition to the com-
pany, all other stakeholders who have been of help in this research are thanked.

This chapter concludes the exploration of the capacitated and restricted machine
hours buffer allocation problem at X, concerning its challenges, proposed approach,
actionable recommendations, and opportunities for further research. The aim is to
provide an additional guideline for the daily operations at the company while provid-
ing new knowledge about this BAP variant. The world of manufacturing logistics is
explored further with this additional tool.
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Appendix A

Example Branch and Bound

Figure A.1: Branch and bound for BAP example.
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Figure A.2: Branch and bound for BAP example, continued.
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Appendix B

VBA Codes

B.1 Objective Function

Listing B.1: Objective function
’ Func t i on f o r c a l c u l a t i n g t h r o u g h p u t
Function throughput ( act iveTime As Double , rho As Double , s e r v i c e R a t e As Double , b u f f e r A l l o c a t i o n As I n t e g e r ) As Double

throughput = activeTime * s e r v i c e R a t e * (1 − (1 − rho ) / (1 − rho ^ ( b u f f e r A l l o c a t i o n + 1 ) ) )
End Function

’ O b j e c t i v e f u n c t i o n
Function Object iveFunct ion ( b u f f e r A l l o c a t i o n As Variant ) As Double

’ V a r i a b l e s
Dim parameters As Worksheet
Dim f lowDispersion As Worksheet
Dim s e r v i c e R a t e s ( ) As Variant ’ Array with a l l s e r v i c e r a t e s
Dim OEEs ( ) As Variant ’ Array with a l l OEEs
Dim activeTime ( ) As Variant ’ Array with a c t i v e t ime p e r c e n t a g e s
Dim ree lConvers ions ( ) As Variant ’ Array with r e e l c o n v e r s i o n c o n s a n t s
Dim rho As Double ’ V a r i a b l e used f o r u t i l i z a t i o n
Dim degassingHKS As I n t e g e r ’ Degass ing c a p a c i t y in Ci ty A
Dim degassingLCH As I n t e g e r ’ Degass ing c a p a c i t y in Ci ty B
Dim maxRho As Double ’Max a l l o w e d u t i l i z a t i o n

’ S e t P a r a m e t e r s
Set parameters = Worksheets ( " Parameters " )
Set f lowDispersion = Worksheets ( " Flow dispers ion " )
s e r v i c e R a t e s = Appl icat ion . Transpose ( parameters . Range ( "Q34 : Q55" ) . Value ) ’ Machines a r e in a l f a b e t i c o r d e r
OEEs = Appl icat ion . Transpose ( parameters . Range ( " L34 : L55 " ) . Value )
act iveTime = Appl icat ion . Transpose ( parameters . Range ( "M34 : M55" ) . Value )
ree lConvers ions = Appl icat ion . Transpose ( parameters . Range ( " L7 : L28 " ) . Value )
degassingHKS = parameters . Range ( " P20 " ) . Value
degassingLCH = parameters . Range ( " P21 " ) . Value
maxRho = 0 .9999

’CL 1
Dim thCL1 As Double
rho = parameters . Range ( "Q7" ) . Value / ( s e r v i c e R a t e s ( 3 ) * OEEs ( 3 ) )
thCL1 = OEEs ( 3 ) * throughput (CDbl ( act iveTime ( 3 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 3 ) ) , Int ( b u f f e r A l l o c a t i o n ( 3 ) ) )

’CL 2
Dim thCL2 As Double
rho = parameters . Range ( "Q8" ) . Value / ( s e r v i c e R a t e s ( 4 ) * OEEs ( 4 ) )
thCL2 = OEEs ( 4 ) * throughput (CDbl ( act iveTime ( 4 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 4 ) ) , Int ( b u f f e r A l l o c a t i o n ( 4 ) ) )

’ ISO 1
Dim thISO1 As Double
rho = parameters . Range ( "Q9" ) . Value / ( s e r v i c e R a t e s ( 8 ) * OEEs ( 8 ) )
thISO1 = OEEs ( 8 ) * throughput (CDbl ( act iveTime ( 8 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 8 ) ) , Int ( b u f f e r A l l o c a t i o n ( 8 ) ) )

’ ISO 2
Dim thISO2 As Double
rho = parameters . Range ( "Q10" ) . Value / ( s e r v i c e R a t e s ( 9 ) * OEEs ( 9 ) )
thISO2 = OEEs ( 9 ) * throughput (CDbl ( act iveTime ( 9 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 9 ) ) , Int ( b u f f e r A l l o c a t i o n ( 9 ) ) )

’CDCC 1
Dim thCDCC1 As Double
rho = reelConvers ions ( 1 ) * ( thCL1 * f lowDispersion . Range ( " F6 " ) . Value + thCL2 * f lowDispersion . Range ( " F9 " ) . Value ) / _

( s e r v i c e R a t e s ( 1 ) * OEEs ( 1 ) )
thCDCC1 = OEEs ( 1 ) * throughput (CDbl ( act iveTime ( 1 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 1 ) ) , Int ( b u f f e r A l l o c a t i o n ( 1 ) ) )

’CDCC 3
Dim thCDCC3 As Double
rho = reelConvers ions ( 2 ) * ( thCL1 * f lowDispersion . Range ( " F7 " ) . Value + thCL2 * f lowDispersion . Range ( " F10 " ) . Value ) / _

( s e r v i c e R a t e s ( 2 ) * OEEs ( 2 ) )
thCDCC3 = OEEs ( 2 ) * throughput (CDbl ( act iveTime ( 2 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 2 ) ) , Int ( b u f f e r A l l o c a t i o n ( 2 ) ) )

’ Degass ing HKS
Dim thDegassingHKS As Double
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rho = reelConvers ions ( 5 ) * ( thCDCC1 * f lowDispersion . Range ( " F4 " ) . Value + thCDCC3 * f lowDispersion . Range ( " F5 " ) . Value ) / _
( s e r v i c e R a t e s ( 5 ) * degassingHKS * OEEs ( 5 ) )

thDegassingHKS = OEEs ( 5 ) * throughput (CDbl ( act iveTime ( 5 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 5 ) ) * degassingHKS , _
Int ( b u f f e r A l l o c a t i o n ( 5 ) ) )

’ Degass ing LCH
Dim thDegassingLCH As Double
rho = reelConvers ions ( 1 9 ) * ( thCDCC2 * f lowDispersion . Range ( " P4 " ) . Value ) / ( s e r v i c e R a t e s ( 1 9 ) * degassingLCH * OEEs ( 1 9 ) )
thDegassingLCH = OEEs ( 1 9 ) * throughput (CDbl ( act iveTime ( 1 9 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 1 9 ) ) * degassingLCH , _

Int ( b u f f e r A l l o c a t i o n ( 1 9 ) ) )

’ SL 1
Dim thSL1 As Double
rho = reelConvers ions ( 1 4 ) * ( thDegassingHKS * flowDispersion . Range ( " F12 " ) . Value ) / ( s e r v i c e R a t e s ( 1 4 ) * OEEs ( 1 4 ) )
thSL1 = OEEs ( 1 4 ) * throughput (CDbl ( act iveTime ( 1 4 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 1 4 ) ) , Int ( b u f f e r A l l o c a t i o n ( 1 4 ) ) )

’ SL 2
Dim thSL2 As Double
rho = reelConvers ions ( 1 5 ) * ( thDegassingHKS * flowDispersion . Range ( " F13 " ) . Value ) / ( s e r v i c e R a t e s ( 1 5 ) * OEEs ( 1 5 ) )
thSL2 = OEEs ( 1 5 ) * throughput (CDbl ( act iveTime ( 1 5 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 1 5 ) ) , Int ( b u f f e r A l l o c a t i o n ( 1 5 ) ) )

’ SL 3
Dim thSL3 As Double
rho = reelConvers ions ( 1 6 ) * ( thISO1 * f lowDispersion . Range ( " F21 " ) . Value + thDegassingHKS * _

flowDispersion . Range ( " F14 " ) . Value ) / ( s e r v i c e R a t e s ( 1 6 ) * OEEs ( 1 6 ) )
thSL3 = OEEs ( 1 6 ) * throughput (CDbl ( act iveTime ( 1 6 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 1 6 ) ) , Int ( b u f f e r A l l o c a t i o n ( 1 6 ) ) )

’ SL 5
Dim thSL5 As Double
rho = reelConvers ions ( 2 2 ) * ( thDegassingHKS * flowDispersion . Range ( " F15 " ) . Value + thDegassingLCH * _

flowDispersion . Range ( " K22 " ) . Value ) / ( s e r v i c e R a t e s ( 2 2 ) * OEEs ( 2 2 ) )
thSL5 = OEEs ( 2 2 ) * throughput (CDbl ( act iveTime ( 2 2 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 2 2 ) ) , Int ( b u f f e r A l l o c a t i o n ( 2 2 ) ) )

’DTW 1
Dim thDTW1 As Double
rho = reelConvers ions ( 6 ) * ( thISO1 * f lowDispersion . Range ( " F20 " ) . Value + thISO2 * f lowDispersion . Range ( " F22 " ) . Value ) / _

( s e r v i c e R a t e s ( 6 ) * OEEs ( 6 ) )
thDTW1 = OEEs ( 6 ) * throughput (CDbl ( act iveTime ( 6 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 6 ) ) , Int ( b u f f e r A l l o c a t i o n ( 6 ) ) )

’DTW 2
Dim thDTW2 As Double
rho = reelConvers ions ( 7 ) * ( thSL3 * f lowDispersion . Range ( " K18 " ) . Value ) / ( s e r v i c e R a t e s ( 7 ) * OEEs ( 7 ) )
thDTW2 = OEEs ( 7 ) * throughput (CDbl ( act iveTime ( 7 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 7 ) ) , Int ( b u f f e r A l l o c a t i o n ( 7 ) ) )

’DTW 4
Dim thDTW4 As Double
rho = reelConvers ions ( 2 0 ) * ( thSL5 * f lowDispersion . Range ( " P6 " ) . Value ) / ( s e r v i c e R a t e s ( 2 0 ) * OEEs ( 2 0 ) )
thDTW4 = OEEs ( 2 0 ) * throughput (CDbl ( act iveTime ( 2 0 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 2 0 ) ) , Int ( b u f f e r A l l o c a t i o n ( 2 0 ) ) )

’M 1
Dim thM1 As Double
’ D i f f e r e n t s e r v i c e r a t e due t o l o o p
rho = reelConvers ions ( 1 0 ) * ( thSL1 * f lowDispersion . Range ( " K12 " ) . Value + thSL2 * f lowDispersion . Range ( " K15 " ) . Value + _

thDTW1 * flowDispersion . Range ( " F16 " ) . Value + thDTW2 * flowDispersion . Range ( " F18 " ) . Value ) / _
( ( 1 / (1 / s e r v i c e R a t e s ( 1 0 ) + flowDispersion . Range ( "K5" ) . Value * 1 / s e r v i c e R a t e s ( 1 0 ) ) ) * OEEs ( 1 0 ) )

thM1 = OEEs ( 1 0 ) * throughput (CDbl ( act iveTime ( 1 0 ) ) , minimum( rho , maxRho ) , 1 / (1 / CDbl ( s e r v i c e R a t e s ( 1 0 ) ) + _
f lowDispersion . Range ( "K5" ) . Value * 1 / CDbl ( s e r v i c e R a t e s ( 1 0 ) ) ) , Int ( b u f f e r A l l o c a t i o n ( 1 0 ) ) )

’M 2
Dim thM2 As Double
rho = reelConvers ions ( 1 1 ) * ( thSL1 * f lowDispersion . Range ( " K13 " ) . Value + thSL2 * f lowDispersion . Range ( " K16 " ) . Value + _

thDTW2 * flowDispersion . Range ( " F19 " ) . Value ) / ( s e r v i c e R a t e s ( 1 1 ) * OEEs ( 1 1 ) )
thM2 = OEEs ( 1 1 ) * throughput (CDbl ( act iveTime ( 1 1 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 1 1 ) ) , Int ( b u f f e r A l l o c a t i o n ( 1 1 ) ) )

’M 3
Dim thM3 As Double
’ D i f f e r e n t s e r v i c e r a t e due t o l o o p
rho = reelConvers ions ( 1 2 ) * ( thDTW1 * flowDispersion . Range ( " F17 " ) . Value ) / ( ( 1 / (1 / s e r v i c e R a t e s ( 1 2 ) + 1 / _
s e r v i c e R a t e s ( 1 2 ) * ( f lowDispersion . Range ( "K8" ) . Value + flowDispersion . Range ( "K9" ) . Value ) ) ) * OEEs ( 1 2 ) )
thM3 = OEEs ( 1 2 ) * throughput (CDbl ( act iveTime ( 1 2 ) ) , minimum( rho , maxRho ) , 1 / (1 / CDbl ( s e r v i c e R a t e s ( 1 2 ) ) + 1 / _

CDbl ( s e r v i c e R a t e s ( 1 2 ) ) * ( f lowDispersion . Range ( "K8" ) . Value + flowDispersion . Range ( "K9" ) . Value ) ) , Int ( b u f f e r A l l o c a t i o n ( 1 2 ) ) )

’M 9
Dim thM9 As Double
rho = reelConvers ions ( 1 3 ) * ( thSL1 * f lowDispersion . Range ( " K14 " ) . Value + thSL2 * f lowDispersion . Range ( " K17 " ) . Value + _

thSL5 * f lowDispersion . Range ( " P5 " ) . Value ) / ( s e r v i c e R a t e s ( 1 3 ) * OEEs ( 1 3 ) )
thM9 = OEEs ( 1 3 ) * throughput (CDbl ( act iveTime ( 1 3 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 1 3 ) ) , Int ( b u f f e r A l l o c a t i o n ( 1 3 ) ) )

’ JA 2
Dim thJA2 As Double
rho = reelConvers ions ( 2 1 ) * ( thSL5 * f lowDispersion . Range ( " P7 " ) . Value + thDTW4 * flowDispersion . Range ( " P8 " ) . Value ) / _

( s e r v i c e R a t e s ( 2 1 ) * OEEs ( 2 1 ) )
thJA2 = OEEs ( 2 1 ) * throughput (CDbl ( act iveTime ( 2 1 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 2 1 ) ) , Int ( b u f f e r A l l o c a t i o n ( 2 1 ) ) )

’ SL 4
Dim thSL4 As Double
rho = reelConvers ions ( 1 7 ) * ( thM1 * f lowDispersion . Range ( "K5" ) . Value + thM3 * flowDispersion . Range ( "K9" ) . Value ) / _

( s e r v i c e R a t e s ( 1 7 ) * OEEs ( 1 7 ) )
thSL4 = OEEs ( 1 7 ) * throughput (CDbl ( act iveTime ( 1 7 ) ) , minimum( rho , maxRho ) , CDbl ( s e r v i c e R a t e s ( 1 7 ) ) , Int ( b u f f e r A l l o c a t i o n ( 1 7 ) ) )

’ The o b j e c t i v e f u n c t i o n i s d e f i n e d be low
Object iveFunct ion = thSL3 * f lowDispersion . Range ( " K19 " ) . Value + thM1 * flowDispersion . Range ( "K6" ) . Value + _

thM2 * flowDispersion . Range ( "K7" ) + thM3 * flowDispersion . Range ( " K10 " ) . Value + thM9 * flowDispersion . Range ( " K11 " ) + _
thJA2 * f lowDispersion . Range ( " P9 " )

End Function
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B.2 Valid Solution

Listing B.2: Validate solution
’ Func t i on f o r c h e c k i n g i f s o l u t i o n i s v a l i d
Function v a l i d S o l u t i o n (BA( ) As Variant ) As Boolean

’ V a r i a b l e s
Dim parameters As Worksheet
Dim checkVal id i ty As Boolean
Dim i As I n t e g e r
Dim limHKS As I n t e g e r ’ R e e l c a p a c i t y l i m i t in Ci ty A
Dim reelsHKS As I n t e g e r ’ V a r i a b l e f o r number o f r e e l s in Ci ty A
Dim limLCH As I n t e g e r ’ R e e l c a p a c i t y l i m i t in Ci ty B
Dim reelsLCH As I n t e g e r ’ V a r i a b l e f o r number o f r e e l s in Ci ty B
Dim l im2800 As I n t e g e r ’Maximum number o f 2800 t y p e r e e l s t o be a l l o c a t e d
Dim r e e l s 2 8 0 0 As I n t e g e r ’ V a r i a b l e f o r number o f a l l o c a t e d 2800 t y p e r e e l s
Dim lim2800wide As I n t e g e r ’Maximum number o f 2800 wide t y p e r e e l s t o be a l l o c a t e d
Dim reels2800wide As I n t e g e r ’ V a r i a b l e f o r number o f a l l o c a t e d 2800 wide t y p e r e e l s
Dim l im2500 As I n t e g e r ’Maximum number o f 2500 t y p e r e e l s t o be a l l o c a t e d
Dim r e e l s 2 5 0 0 As I n t e g e r ’ V a r i a b l e f o r number o f a l l o c a t e d 2500 t y p e r e e l s
Dim l im2240 As I n t e g e r ’Maximum number o f 2240 t y p e r e e l s t o be a l l o c a t e d
Dim r e e l s 2 2 4 0 As I n t e g e r ’ V a r i a b l e f o r number o f a l l o c a t e d 2240 t y p e r e e l s
Dim l im1800 As I n t e g e r ’Maximum number o f 1800 t y p e r e e l s t o be a l l o c a t e d
Dim r e e l s 1 8 0 0 As I n t e g e r ’ V a r i a b l e f o r number o f a l l o c a t e d 1800 t y p e r e e l s

’ I n i t i a l i z e
Set parameters = Worksheets ( " Parameters " )
checkVal id i ty = True
limHKS = parameters . Range ( " P24 " ) . Value
limLCH = parameters . Range ( " P25 " ) . Value
lim2800 = parameters . Range ( " P26 " ) . Value
lim2800wide = parameters . Range ( " P27 " ) . Value
lim2500 = parameters . Range ( " P28 " ) . Value
lim2240 = parameters . Range ( " P29 " ) . Value
lim1800 = parameters . Range ( " P30 " ) . Value

’ Determine c a b l e r e e l s p e r l o c a t i o n
reelsHKS = 0
For i = 1 To 22

reelsHKS = reelsHKS + BA( i ) ’ A l l r e e l s in Ci ty A
Next i
reelsHKS = reelsHKS − BA( 3 ) − BA( 4 ) ’ CL1 and CL2 do not consume r e e l s

reelsLCH = 0
For i = 23 To 27

reelsLCH = reelsLCH + BA( i ) ’ A l l r e e l s in Ci ty B
Next i

’ Determine t h e number o f c a b l e r e e l s p e r t y p e
r e e l s 2 8 0 0 = BA( 5 ) + BA( 1 0 ) + BA( 1 3 ) + BA( 1 5 ) + BA( 1 7 ) + BA( 1 8 ) + BA( 1 9 ) + BA( 2 0 )
reels2800wide = BA( 1 1 ) + BA( 1 4 ) + BA( 2 4 ) + BA( 2 6 ) + BA( 2 7 )
r e e l s 2 5 0 0 = BA( 1 ) + BA( 2 ) + BA( 2 3 )
r e e l s 2 2 4 0 = BA( 7 ) + BA( 1 2 ) + BA( 1 6 ) + BA( 2 2 ) + BA( 2 5 )
r e e l s 1 8 0 0 = BA( 6 ) + BA( 8 ) + BA( 9 ) + BA( 2 1 )

’ V a l i d i t y c h e c k
I f reelsHKS > limHKS Then

checkVal id i ty = Fa l se
E l s e I f reelsLCH > limLCH Then

checkVal id i ty = Fa l se
E l s e I f r e e l s 2 8 0 0 > lim2800 Then

checkVal id i ty = Fa l se
E l s e I f reels2800wide > lim2800wide Then

checkVal id i ty = Fa l se
E l s e I f r e e l s 2 5 0 0 > lim2500 Then

checkVal id i ty = Fa l se
E l s e I f r e e l s 2 2 4 0 > lim2240 Then

checkVal id i ty = Fa l se
E l s e I f r e e l s 1 8 0 0 > lim1800 Then

checkVal id i ty = Fa l se
End I f

For i = 1 To 27 ’ Every b u f f e r n e e d s t o be a b o v e 0
I f BA( i ) < 1 Then

checkVal id i ty = Fa l se
End I f

Next i

’ S t o r e r e s u l t
v a l i d S o l u t i o n = checkVal id i ty

End Function
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B.3 Simulated Annealing Algorithm

Listing B.3: Simulated annealing
’ Sub f o r t h e s i m u l a t e d a n n e a l i n g a l g o r i t h m
Public Sub SimulatedAnnealing ( )

’ V a r i a b l e s
Dim T As Double ’ Current t e m p e r a t u r e
Dim Tmin As Double ’ Minimal t e m p e r a t u r e b e f o r e t e r m i n a t i o n o f a l g o r i t h m
Dim alpha As Double ’ C o o l i n g r a t e , c o n s t a n t be tween 0 and 1
Dim currentBA ( ) As Variant ’ Current b u f f e r a l l o c a t i o n from which a new n e i g h b o u r i s d e r i v e d
Dim nextBA ( ) As Variant ’ Next b u f f e r a l l o c a t i o n t o be a s s e s s e d
Dim bestBA ( ) As Variant ’ B e s t b u f f e r a l l o c a t i o n found so f a r
Dim currentEnergy As Double ’ P e r f o r m a n c e o f c u r r e n t b u f f e r a l l o c a t i o n
Dim nextEnergy As Double ’ P e r f o r m a n c e o f nex t b u f f e r a l l o c a t i o n
Dim bestEnergy As Double ’ P e r f o r m a n c e o f t h e b e s t b u f f e r a l l o c a t i o n
Dim a c c e p t a n c e P r o b a b i l i t y As Double ’ D i f f e r e n c e in p e r f o r m a n c e be tween nex t and c u r r e n t b u f f e r a l l o c a t i o n
Dim randomBufferUP As I n t e g e r ’ Random b u f f e r t o be i n c r e a s e d by 1
Dim randomBufferDOWN As I n t e g e r ’ Random b u f f e r t o be r e d u c e d by 1
Dim validCandidate As Boolean ’ B o o l e a n i f g e n e r a t e d c a n d i d a t e s o l u t i o n i s v a l i d
Dim s o l u t i o n s T r i e d As I n t e g e r ’ Number o f t e s t e d s o l u t i o n s
Dim parameters As Worksheet

Set parameters = Worksheets ( " Parameters " )

’ I n i t i a l t e m p e r a t u r e and c o o l i n g r a t e
T = 1000
alpha = 0 . 9 9
Tmin = 0 . 1

’ I n i t i a l v a l u e s f o r b e s t s o l u t i o n
currentBA = Applicat ion . Transpose ( parameters . Range ( " T34 : T60 " ) . Value )
currentEnergy = Objec t iveFunct ion ( currentBA )
bestBA = currentBA
bestEnergy = currentEnergy
s o l u t i o n s T r i e d = 0

’ Main s i m u l a t e d a n n e a l i n g l o o p
While T > Tmin

’ G e n e r a t e a c a n d i d a t e s o l u t i o n
validCandidate = Fa l se
While validCandidate = Fa l se

randomBufferUP = Rnd ( ) * 26 + 1 ’ Ther e a r e 27 mach ines
randomBufferDOWN = Rnd ( ) * 26 + 1

nextBA = currentBA
nextBA ( randomBufferUP ) = nextBA ( randomBufferUP ) + 1
nextBA ( randomBufferDOWN ) = nextBA ( randomBufferDOWN ) − 1

I f randomBufferUP = randomBufferDOWN Or randomBufferUP = 3 Or randomBufferDOWN = 3 Or randomBufferUP = 4 Or _
randomBufferDOWN = 4 Then ’ B u f f e r s 3 and 4 a r e conform e x t r u s i o n l i n e s and don ’ t have a b u f f e r
validCandidate = Fa l se

E l s e I f v a l i d S o l u t i o n ( nextBA ) = Fa l se Then
validCandidate = Fa l se

E l s e I f nextBA ( randomBufferUP ) < 1 Or nextBA ( randomBufferDOWN ) < 1 Then
validCandidate = Fa l se

Else
validCandidate = True

End I f
Wend

nextEnergy = Objec t iveFunct ion ( nextBA )

’ C a l c u l a t e t h e a c c e p t a n c e p r o b a b i l i t y
a c c e p t a n c e P r o b a b i l i t y = Exp ( ( currentEnergy − nextEnergy ) / T )

’ Accep t t h e nex t s o l u t i o n with a c c e p t a n c e p r o b a b i l i t y
I f nextEnergy > currentEnergy Or Rnd ( ) < a c c e p t a n c e P r o b a b i l i t y Then

currentBA = nextBA
currentEnergy = nextEnergy

End I f

’ Update t h e b e s t s o l u t i o n i f n e e ded
I f currentEnergy > bestEnergy Then

bestBA = currentBA
bestEnergy = currentEnergy

End I f

’ Coo l down t h e t e m p e r a t u r e
T = T * alpha

’ Update t r i e d s o l u t i o n s
s o l u t i o n s T r i e d = s o l u t i o n s T r i e d + 1

Wend

p r i n t B u f f e r s bestBA
End Sub
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B.4 Tabu Search Algorithm

Listing B.4: Tabu search
’ Func t i on f o r compar ing a r r a y s in t h e tabu l i s t
Function compareArrays ( arr1 ( ) As Variant , a r r2 ( ) As Variant ) As Boolean

Dim i As I n t e g e r

’ Check i f t h e y a r e o f t h e same l e n g t h
I f UBound ( a r r1 ) <> UBound( a r r2 ) Then

compareArrays = Fa l se
Exi t Function

End I f

’ Compare e a c h e l e m e n t
For i = LBound ( a r r1 ) To UBound( a r r1 )

I f arr1 ( i ) <> arr2 ( i ) Then
compareArrays = Fa l se
Exi t Function

End I f
Next i

’ I f e v e r y e l e m e n t i s t h e same
compareArrays = True

End Function

’ Sub f o r t h e tabu s e a r c h a l g o r i t h m
Public Sub TabuSearch ( )

’ D e c l a r e v a r i a b l e s
Dim currentBA ( ) As Variant ’ Current b u f f e r a l l o c a t i o n from which a new n e i g h b o u r i s d e r i v e d
Dim currentBestBA ( ) As Variant ’ Current b e s t b u f f e r a l l o c a t i o n n e i g h b o u r
Dim nextBA ( ) As Variant ’ Next b u f f e r a l l o c a t i o n t o be a s s e s s e d
Dim bestBA ( ) As Variant ’ B e s t b u f f e r a l l o c a t i o n found so f a r
Dim currentEnergy As Double ’ Throughput o f c u r r e n t b u f f e r a l l o c a t i o n
Dim currentBestEnergy As Double ’ Throughput o f c u r r e n t b e s t found n e i g h b o u r
Dim nextEnergy As Double ’ Throughput o f b u f f e r a l l o c a t i o n t o be a s s e s s e d
Dim bestEnergy As Double ’ Throughput o f b e s t b u f f e r a l l o c a t i o n found so f a r
Dim t a b u L i s t As Object ’ Tabu l i s t in which p r e v i o u s v i s i t e d n e i g h b o u r s a r e s t o r e d
Dim tabuSize As I n t e g e r ’Maximum number o f t abu b u f f e r a l l o c a t i o n s t h a t may be s t o r e d in t h e tabu l i s t
Dim i t e r a t i o n As I n t e g e r ’ Current i t e r a t i o n f o r t h e a l g o r i t h m
Dim maxI tera t ions As I n t e g e r ’Maximum number o f i t e r a t i o n s t h a t can be p e r f o r m e d a f t e r t e r m i n a t i o n
Dim i As I n t e g e r ’ Index o f b u f f e r t o be i n c r e a s e d by 1
Dim j As I n t e g e r ’ Index o f b u f f e r t o be r e d u c e d by 1
Dim k As I n t e g e r ’ Index t o l o o p through tabu l i s t
Dim n o t I n L i s t As Boolean ’ B o o l e a n f o r c h e c k i n g i f n e i g h b o u r i s not in tabu l i s t
Dim parameters As Worksheet

’ I n i t i a l i z a t i o n
Set t a b u L i s t = CreateObject ( " System . C o l l e c t i o n s . ArrayList " )
Set parameters = Worksheets ( " Parameters " )
tabuSize = 10
i t e r a t i o n = 1
maxI tera t ions = 100
currentBA = Applicat ion . Transpose ( parameters . Range ( " T34 : T60 " ) . Value )
currentEnergy = Objec t iveFunct ion (dummyBA)
bestBA = currentBA
bestEnergy = currentEnergy
t a b u L i s t . I n s e r t 0 , currentBA

’ Tabu a l g o r i t h m
While i t e r a t i o n <= maxI tera t ions

currentBestEnergy = 0

’ Loop ing through a l l n e i g h b o u r s
For i = 1 To UBound ( currentBA )

For j = 1 To UBound( currentBA )
I f i <> j And i <> 3 And j <> 3 And i <> 4 And j <> 4 Then ’CL 1 and CL 2 don ’ t have b u f f e r s

nextBA = currentBA
nextBA ( i ) = nextBA ( i ) + 1
nextBA ( j ) = nextBA ( j ) − 1
nextEnergy = Objec t iveFunct ion ( nextBA )
n o t I n L i s t = True

For k = 0 To t a b u L i s t . Count − 1
I f compareArrays ( nextBA , t a b u L i s t . Item ( k ) ) = True Then

n o t I n L i s t = Fa l se
End I f

Next k

I f v a l i d S o l u t i o n ( nextBA ) = True And nextEnergy > currentBestEnergy And n o t I n L i s t = True Then
currentBestBA = nextBA
currentBestEnergy = nextEnergy

End I f

End I f
Next j

Next i

currentBA = currentBestBA
currentEnergy = currentBestEnergy

t a b u L i s t . I n s e r t 0 , currentBA
I f t a b u L i s t . Count > tabuSize Then

t a b u L i s t . RemoveAt tabuSize
End I f
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I f currentEnergy > bestEnergy Then
bestBA = currentBA
bestEnergy = currentEnergy

End I f

i t e r a t i o n = i t e r a t i o n + 1
Wend

p r i n t B u f f e r s bestBA
Ens Sub

B.5 Greatest Improvement Algorithm

Listing B.5: Greatest improvement
’ Sub f o r t h e g r e a t e s t improvement a l g o r i t h m
Public Sub GreatestImprovement ( )

’ V a r i a b l e s
Dim currentBA ( ) As Variant ’ Current b u f f e r a l l o c a t i o n from which a new n e i g h b o u r i s d e r i v e d
Dim nextBA ( ) As Variant ’ Next b u f f e r a l l o c a t i o n t o be a s s e s s e d
Dim bestBA ( ) As Variant ’ B e s t b u f f e r a l l o c a t i o n found so f a r
Dim currentEnergy As Double ’ Throughput o f c u r r e n t b u f f e r a l l o c a t i o n
Dim nextEnergy As Double ’ Throughput o f b u f f e r a l l o c a t i o n t o be a s s e s s e d
Dim bestEnergy As Double ’ Throughput o f b e s t b u f f e r a l l o c a t i o n found so f a r
Dim val id As Boolean ’ B o o l e a n t o c h e c k i f t h e r e a r e s t i l l r e e l s t o a l l o c a t e
Dim n o F u r t h e r I t e r a t i o n s As Boolean ’ B o o l e a n t o s t o p a l g o r i t h m
Dim i As I n t e g e r

’ I n i t i a l i z a t i o n
currentBA = Array ( 1 , 1 , 999 , 999 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 )
currentBA = Applicat ion . Transpose ( Appl icat ion . Transpose ( currentBA ) )
currentEnergy = Objec t iveFunct ion ( currentBA )
bestBA = currentBA
bestEnergy = currentEnergy
va l id = Fa l se
n o F u r t h e r I t e r a t i o n s = Fa l se

’ G r e a t e s t improvement a l g o r i t h m
While n o F u r t h e r I t e r a t i o n s = Fa l se

va l id = Fa l se
For i = 1 To UBound ( nextBA )

I f i <> 3 And i <> 4 Then ’ The conform e x t r u s i o n l i n e s do not have a b u f f e r
nextBA = bestBA
nextBA ( i ) = nextBA ( i ) + 1
I f v a l i d S o l u t i o n ( nextBA ) = True Then

nextEnergy = Objec t iveFunct ion ( nextBA )
va l id = True

I f nextEnergy >= currentEnergy Then
currentBA = nextBA
currentEnergy = nextEnergy

End I f

E l s e I f i = UBound( nextBA ) And val id = Fa l se Then
n o F u r t h e r I t e r a t i o n s = True

End I f
End I f

Next i
I f n o F u r t h e r I t e r a t i o n s = Fa l se Then

bestBA = currentBA
bestEnergy = currentEnergy

End I f
Wend

p r i n t B u f f e r s bestBA
End Sub
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Appendix C

Machine Productivity

Machine Single core Triple core
Reels Average time [min.] Reels Average time [min.]

EI CDCC 1 297 190 372 237
EI CDCC 3 336 191 595 271
EI Conform line 1 663 323 510 253
EI Conform line 2 113 344 255 227
EI Degassing - 4320 - 4320
EI Drumtwister 1
EI Drumtwister 2 454 111
EI Insulation line 1
EI Insulation line 2
EI Sheathing line 1 637 73 305 68
EI Sheathing line 2 193 184 40 107
EI Sheathing line 3
EI Sheathing line 9 1192 79
EI Shielding line 1 1004 133
EI Shielding line 2 39 215
EI Shielding line 3 208 88
EI Shielding line 4
LCH CDCC 2 700 980
LCH Degassing - 4320 - 4320
LCH Drumtwister 4 135 140
LCH Jacketing line 2 95 49 883 342
LCH Shielding line 5 315 195 76 104

Table C.1: Number of produced reels over a period of six months (values are changed
regarding confidentiality).
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Appendix D

Minimum Replications

The minimum number of replications is determined by first conducting several repli-
cations and storing the required indicator, which is the throughput in this case. There-
after, the moving average and variance are calculated. The corresponding T-value to
the degrees of freedom is also calculated. The Chi-square value is calculated by using

the formula T ·
√

Var
DOF . The maximum error was set at 0.05, which was immediately

achieved. However, as rule of thumb a minimum of 10 replications is used.

Rep. Throuhgput Mean Variance T-value Chi-square Error
1 0.81823 0.81823
2 0.81796 0.81809 3.68·10−8 12.7062 0.00172 0.00211
3 0.81805 0.81808 1.89·10−8 4.3027 0.00034 0.00042
4 0.81828 0.81813 2.29·10−8 3.1824 0.00024 0.00029
5 0.81815 0.81813 1.73·10−8 2.7764 0.00016 0.00020
6 0.81802 0.81812 1.59·10−8 2.5706 0.00013 0.00016
7 0.81797 0.81810 1.64·10−8 2.4469 0.00012 0.00015
8 0.81817 0.81811 1.48·10−8 2.3646 0.00010 0.00012
9 0.81832 0.81813 1.80·10−8 2.3060 0.00010 0.00013

10 0.81841 0.81816 2.38·10−8 2.2622 0.00011 0.00014

Table D.1: Data to determine minimum number of replications.

Figure D.1: Relative error after each additional replication.
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Appendix E

Guideline Visualization

Figure E.1: Dashboard with all buffer allocations.
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