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Abstract

An experimental investigation has been performed, studying bubble phase and emulsion phase behavior in a gas-solid fluidized bed using non-invasive optical techniques. The fluidized bed setup, consisting of two pseudo-2D beds, was operated at various conditions, varying both the bed aspect ratio and the superficial gas velocity. The bed consists of Geldart B glass beads. Experiments were performed by recording images of the bed with a high-speed camera. The images were analyzed by commercial (PIV) and in-house developed software (DIA).

Particle Image Velocimetry has been used to analyze the behavior of the emulsion phase. A method has been implemented to verify that the image recording scheme yielded reproducible time-averaged flow patterns. Also, a vector field stitching program was delivered. In addition, a method is developed to correct for raining particles through bubbles, which severely influence the time-averaged emulsion phase flow pattern. The correction algorithm showed an obvious upward particle flow, whereas the raw PIV results barely yielded any upflow of particles at all. Even after correction, upflow of particles is less pronounced than the downflow. Adaptations of the correction algorithm have been proposed to solve this issue.

Corrected time-averaged emulsion phase flow patterns were obtained at 28 different operating conditions. It was shown that the upflow of particles is found along the bubble path, from the lower wall region to the top-center region in the bed. The velocity of the particles increased severely with increasing gas flow.

A Digital Image Analysis (DIA) algorithm has been developed, capable of measuring bubble properties from an image series. The program was validated and yields accurate and reproducible results.

The DIA program was used to investigate relations for bubble size, velocity and aspect ratio. A theoretical relation, predicting the bubble diameter in a pseudo-2D bed was adapted to include the bed width. The velocity of the bubbles in a pseudo-2D bed can be described as \( u_b = K_B \sqrt{gd_b} \), in which \( K_B \) is a value between 0.6 and 0.7. Moreover, a relation between the bubble aspect ratio and the rise velocity has been observed.

An attempt has been made to describe the bubble-particle phase interaction. By accounting for the average bubble rise velocity, diameter, aspect ratio and frequency of bubbles, it was shown that the trend of the lateral velocity distribution at a single height of the emulsion phase can be predicted. More studies are required to adapt the proposed correlation to yield the expected absolute emulsion phase velocity.
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## Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$</td>
<td>Catchment area</td>
<td>$m^2$</td>
</tr>
<tr>
<td>$A_b$</td>
<td>Aspect ratio of a bubble</td>
<td>—</td>
</tr>
<tr>
<td>$A_{bed}$</td>
<td>Cross sectional area of the bed</td>
<td>$m^2$</td>
</tr>
<tr>
<td>$AF$</td>
<td>Acceleration factor</td>
<td>—</td>
</tr>
<tr>
<td>$Ar$</td>
<td>Archimedes number</td>
<td>—</td>
</tr>
<tr>
<td>$c$</td>
<td>Proportionality constant ($\sim 2$)</td>
<td>—</td>
</tr>
<tr>
<td>$d_{32}$</td>
<td>Sauter mean diameter</td>
<td>m</td>
</tr>
<tr>
<td>$d_b$</td>
<td>Bubble diameter</td>
<td>m</td>
</tr>
<tr>
<td>$d_{b,0}$</td>
<td>Initial bubble diameter</td>
<td>m</td>
</tr>
<tr>
<td>$d_{b,max}$</td>
<td>Maximum bubble diameter</td>
<td>m</td>
</tr>
<tr>
<td>$d_p$</td>
<td>Particle diameter</td>
<td>m</td>
</tr>
<tr>
<td>$d_{bed}$</td>
<td>Bed diameter / width</td>
<td>m</td>
</tr>
<tr>
<td>$d_x, d_y$</td>
<td>Horizontal, vertical span of a bubble</td>
<td>m</td>
</tr>
<tr>
<td>$d_v, d_s$</td>
<td>Volume, surface diameter</td>
<td>m</td>
</tr>
<tr>
<td>$f_b$</td>
<td>Bubble frequency</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>$f_i$</td>
<td>Fraction of tracer particles ($\equiv 1$)</td>
<td>—</td>
</tr>
<tr>
<td>$F_I$</td>
<td>In-plane particle loss correction factor</td>
<td>—</td>
</tr>
<tr>
<td>$F_O$</td>
<td>Out-of-plane particle loss correction factor</td>
<td>—</td>
</tr>
<tr>
<td>$F_T$</td>
<td>Parameter for particle shape</td>
<td>—</td>
</tr>
<tr>
<td>$F_{\Delta}$</td>
<td>Velocity gradient in interrogation area</td>
<td>—</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational constant</td>
<td>m$\cdot$s$^{-2}$</td>
</tr>
<tr>
<td>$h, h_{bed}$</td>
<td>Fixed (unfluidized) bed height</td>
<td>m</td>
</tr>
<tr>
<td>$i$</td>
<td>Position on digital image</td>
<td>px</td>
</tr>
<tr>
<td>$I$</td>
<td>Intensity matrix</td>
<td>—</td>
</tr>
<tr>
<td>$I', I''$</td>
<td>First, second image</td>
<td>—</td>
</tr>
<tr>
<td>$\langle I \rangle$</td>
<td>Overall/Average image intensity</td>
<td>—</td>
</tr>
<tr>
<td>$j$</td>
<td>Position on digital image</td>
<td>px</td>
</tr>
<tr>
<td>$k$</td>
<td>Position on digital image</td>
<td>px</td>
</tr>
<tr>
<td>$K_B$</td>
<td>Bubble rise velocity constant</td>
<td>—</td>
</tr>
<tr>
<td>$\ell$</td>
<td>Emulsion phase velocity vector (identical to $u$)</td>
<td>m$\cdot$s$^{-1}$</td>
</tr>
<tr>
<td>$M$</td>
<td>Conversion factor $\text{px} \rightarrow \text{mm}$</td>
<td>mm$\cdot$px$^{-1}$</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of bubbles, number of classes</td>
<td>—</td>
</tr>
<tr>
<td>$N$</td>
<td>Interrogation zone size</td>
<td>px</td>
</tr>
<tr>
<td>$N_1, N_2$</td>
<td>Position of bubble nose</td>
<td>—</td>
</tr>
<tr>
<td>$N_f$</td>
<td>Number of vector fields</td>
<td>—</td>
</tr>
<tr>
<td>$N_I$</td>
<td>Number of particles in interrogation area</td>
<td>—</td>
</tr>
<tr>
<td>$N_x, N_y$</td>
<td>Total number of pixels in horizontal, vertical direction</td>
<td>px</td>
</tr>
<tr>
<td>$P$</td>
<td>Perimeter</td>
<td>m</td>
</tr>
<tr>
<td>$r$</td>
<td>Lateral or radial position</td>
<td>m</td>
</tr>
</tbody>
</table>
### Symbols (continued)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_a$</td>
<td>Range for local average px</td>
</tr>
<tr>
<td>$r_{b,2D/3D}$</td>
<td>2D, 3D radius of bubble m</td>
</tr>
<tr>
<td>$\bar{R}$</td>
<td>Correlation peak</td>
</tr>
<tr>
<td>$R_D$</td>
<td>Displacement peak</td>
</tr>
<tr>
<td>$S_b$</td>
<td>Surface of bubble in a pseudo-2D bed m$^2$</td>
</tr>
<tr>
<td>$SF$</td>
<td>Collin's Size Factor</td>
</tr>
<tr>
<td>$t$</td>
<td>Pseudo-2D bed thickness m</td>
</tr>
<tr>
<td>$T$</td>
<td>Threshold intensity</td>
</tr>
<tr>
<td>$u_0$</td>
<td>Superficial gas velocity m·s$^{-1}$</td>
</tr>
<tr>
<td>$u_b$</td>
<td>Bubble rise velocity m·s$^{-1}$</td>
</tr>
<tr>
<td>$u_{g,p}$</td>
<td>Gas velocity through the particle phase m·s$^{-1}$</td>
</tr>
<tr>
<td>$u_{mb}$</td>
<td>Minimum bubble superficial gas velocity m·s$^{-1}$</td>
</tr>
<tr>
<td>$u_{mf}$</td>
<td>Minimum fluidization gas velocity m·s$^{-1}$</td>
</tr>
<tr>
<td>$u_p$</td>
<td>Predicted particle velocity m·s$^{-1}$</td>
</tr>
<tr>
<td>$u_z$</td>
<td>Vertical particle phase velocity m·s$^{-1}$</td>
</tr>
<tr>
<td>$\mathbf{u}$</td>
<td>Bubble velocity vector m·s$^{-1}$</td>
</tr>
<tr>
<td>$x,z$</td>
<td>Lateral, Axial position px, mm</td>
</tr>
<tr>
<td>$x_c, y_c$</td>
<td>Average horizontal, vertical displacement px</td>
</tr>
<tr>
<td>$z$</td>
<td>Vertical position above distributor m</td>
</tr>
</tbody>
</table>

### Greek Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon^*$</td>
<td>Binary porosity matrix</td>
</tr>
<tr>
<td>$\varepsilon_m$</td>
<td>Porosity of a fixed bed</td>
</tr>
<tr>
<td>$\varepsilon_{mf}$</td>
<td>Porosity at minimum fluidization gas velocity</td>
</tr>
<tr>
<td>$\varepsilon_{2D\cdot3D}$</td>
<td>Porosity in a pseudo-2D / 3D bed</td>
</tr>
<tr>
<td>$\phi_s$</td>
<td>Sphericity factor</td>
</tr>
<tr>
<td>$\phi_{v,b}$</td>
<td>Volumetric bubble flow, Visible bubble flow m$^3$·s$^{-1}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Bulk viscosity kg·m$^{-1}$·s$^{-1}$</td>
</tr>
<tr>
<td>$\mu_g$</td>
<td>Gas viscosity kg·m$^{-1}$·s$^{-1}$</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Ratio between observed bubble flow and excess gas flow</td>
</tr>
<tr>
<td>$\rho_g$</td>
<td>Density of gas kg·m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>Density of particle kg·m$^{-3}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>$\vartheta$</td>
<td>Wall influence parameter</td>
</tr>
<tr>
<td>$\theta_d$</td>
<td>Angle between leading and trailing bubble $^\circ$</td>
</tr>
</tbody>
</table>

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBM</td>
<td>Discrete Bubble Model</td>
</tr>
<tr>
<td>CARPT</td>
<td>Computer Aided Radioactive Particle Tracking</td>
</tr>
<tr>
<td>DIA</td>
<td>Digital Image Analysis</td>
</tr>
<tr>
<td>DPM</td>
<td>Discrete Particle Model</td>
</tr>
<tr>
<td>CRiB</td>
<td>Counter Raining in Bubbles</td>
</tr>
<tr>
<td>FBR</td>
<td>Fluidized Bed Reactor</td>
</tr>
<tr>
<td>GB</td>
<td>Glass Beads</td>
</tr>
<tr>
<td>MFC</td>
<td>Mass Flow Controllers</td>
</tr>
<tr>
<td>PE</td>
<td>Polyethylene</td>
</tr>
<tr>
<td>PEPT</td>
<td>Positron Emission Particle Tracking</td>
</tr>
<tr>
<td>PIV</td>
<td>Particle Image Velocimetry</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>SMD</td>
<td>Sauter Mean Diameter</td>
</tr>
<tr>
<td>TFM</td>
<td>Two-Fluid Model</td>
</tr>
<tr>
<td>VIA</td>
<td>Validation of Image Acquisition sequence</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

In this chapter, first the basic principles of fluidization will be discussed. Then, the use of fluidization in industry is outlined, followed by the scope of the project. The last section of this chapter defines the goals of this project.

1.1 Gas-Solid Fluidization

Fluidization is a phenomenon transforming a fixed bed of particles, which has static behavior, to a dynamic state. This is done with an upward fluid flow through the bed. In industry, fluidization is performed in Fluidized Bed Reactors (FBR). These are used in a wide field, e.g. for the polymerization of olefins, drying of starch and combustion of coal, but even the cinema popcorn machine uses the principle of fluidization[1;2]. A particle system in fluidized behaves like a liquid. For example, the surface remains horizontally when the bed is tilted, and objects with a higher density than that of the bed sink into the bed.

Fluidized bed reactors show an excellent mass and heat transfer due to rapid mixing of the particles. Therefore, it is often used in large scale operations. Moreover, it responds slowly to changes in temperature and provides an excellent gas-solid contact. Its disadvantages are nonuniform particle residence time, erosion of the vessel and internals due to the solid phase and a low gas conversion rate[3].

In this thesis, gas-solid fluidization is considered. Gas is distributed over the column in which the particle bed is present. Although depending on the process, this is normally done by a bottom plate with gas inlets distributed over the surface of the distributor. The particles experience a drag force induced by the gas flow. At low gas flow rates, the gas flows through the interstitial volume between the particles (packed bed state, figure 1.1a). Increasing the superficial gas velocity makes the particles to move further apart; the bed expands as the voidage between the particles grows larger. Bed expansion continues until the gas flow rate reaches a certain value. When the gravitational force equals the drag force of the gas on the particles, particles start to float (figure 1.1b). This gas flow rate is called the minimum fluidization gas velocity, \( u_{mf} \).

At gas flow rates above \( u_{mf} \), bubbles start to form above the distributor as shown in figure 1.1c. The bubbles rise through the particle phase due to the buoyancy force. Bubbles grow larger while rising due to gas entrainment and coalescence. Depending on the particle classification, bubbles may also break-up. The existence of bubbles in a fluidized bed causes mixing of the particles. The bubbles induce a stirring action and convective particle transport through the bed. More on this topic will be discussed in chapter 2.

Different forms of fluidization are known. Increasing the gas flow beyond minimum fluidization velocity results in a bubbling fluidized bed. However, if the column size causes
1.2 Project Scope

Gas-solid fluidized beds are widely employed in the (petro) chemical industry. This research is performed in the scope of polymerization reactor systems. Together with the liquid slurry process and the solution process, the fluidized bed process is commonly used. An example of a gas phase olefin polymerization process is the so-called UNIPOL™ process, depicted in figure 1.1. The gas phase polymerization process produces polyethylene (PE) with large ranges of both product densities and molecular weight distribution[5]. Monomer gas is fed through the bottom of the column, fluidizing the polymer particles and acting as a reagent. Heat removal is an important issue for this process, because the polymerization reaction is highly exothermic and the temperature should not exceed the melting point of PE. The produced heat is transported through the reactor by solids mixing (convective heat transport), and can be removed by emerging gas and cooling at the walls. Alternatively, it is possible to remove heat by operating FBR in condensed mode, i.e. the monomer is partly added to the reactor as a liquid, which is evaporated by the heat of the polymerization reaction. Despite this solution, heat transfer through the solids phase is a key factor to further improve heat removal. Insight in the macroscopic circulation patterns will be beneficial for a higher efficiency heat removal, and therefore the production can be optimized.

One way to obtain information on the detailed behavior of fluidized beds is modelling the particle- and gas phase behavior. In the field of computational fluid dynamics, large steps are made in the creation of a model which predicts industrial scale fluidized bed behavior. Apart from its industrial relevance, these models provide a fundamental understanding of the different phenomena in the fluidized bed reactor. Despite the enor-
mous progression in computing power, models of a full-scale reactor predicting the flow in the smallest detail are still outside limits. However, closure relations of the detailed flow structures can be obtained by small-scale simulations, and provided to large-scale models.

Different approaches of modelling the two-phase flow are therefore performed. At the highest detail level, lattice-Boltzmann simulations are performed to provide closure relations for the drag force of the gas on the particles\cite{5}. Small systems can be simulated in the Discrete Particle Model (DPM), which is used to model the trajectories of individual particles by Newton’s second law of motion (e.g. Van Der Hoef et al.\cite{6}). Particles are the discrete entities, through which the gaseous phase flow is solved using the volume-averaged Navier-Stokes equations. A larger scale approach involves modelling of the particle phase as a continuum. A Two-Fluid Model was designed by Kuipers et al.\cite{7}, considering the particle phase and the gaseous phase as interpenetrating Newtonian fluids. A Discrete Bubble Model (DBM) of a bubble column was adapted to model fluidized bed hydrodynamics\cite{4,8}. In this model, the bubbles are modelled as the discrete entities which can collide and coalesce. The particle phase flow is solved using the Navier-Stokes equations.

In order to validate the models, experiments must be performed to verify the hydrodynamics predicted by the models with experimental data. The qualitative flow pattern of the particle phase is already known, but quantitative information on particle phase flow is still scarce. The interaction between the two phases has also not been quantified yet. Raising the question, what influence bubble movement has on the particle phase.

\section*{1.3 Project Goals}

To improve our understanding of macroscopic circulation patterns of the particulate phase and the coupling between the two phases, a thorough investigation on both particle and bubble phase is required. Experiments are performed using Particle Image Velocimetry (PIV), used to obtain time-averaged circulation patterns of the particle phase. Parameters of interest here are the superficial gas velocity and bed aspect ratio.
1.3. PROJECT GOALS

The flow patterns can be used to obtain the particle flow through the bed in axial and lateral directions.
Bubble behavior and the influence of the bubbles on the particle phase is investigated using a newly developed computer program. This program detects bubbles and extracts bubble properties from images of a pseudo-2D fluidized bed. Bubble properties of primary interest are position, size and velocity.
The project goals can be summarized into the creation and combination of two non-invasive analysis techniques (PIV and DIA) to study particle and bubble behavior in a pseudo-2D fluidized bed simultaneously. The focus will lay on understanding these phases and their influence on each other.
Chapter 2

Theory

2.1 Introduction

This project focuses on obtaining fundamental information on the hydrodynamics of the emulsion phase, the behavior of the bubble phase and bubble-emulsion phase interaction in a bubbling gas-solid fluidized bed. Literature available on these subjects will be discussed here.

Two parts can be distinguished in this chapter. The first part discusses parameters which influence the emulsion phase behavior, followed by an outline of the experimental method (PIV) used to measure the hydrodynamics of the emulsion phase. The second part concerns correlations predicting the behavior of the bubble phase. Consequently, a method to experimentally acquire bubble phase behavior non-invasively (DIA) is discussed. At the end of this chapter a short outline on 2D - 3D conversion is given.

2.2 Emulsion phase behavior

2.2.1 Hydrodynamics

The particulate phase in a bubbling fluidized bed can be considered as a flowing continuum. The flow is induced by bubble movement. In the wake behind a bubble, particles are dragged upward along the bubble path as shown in figure 2.1a. Particles stream down along the sides of the bubble. Because bubbles mainly form at the lower wall region and have the tendency to move towards the center of the bed as they rise, the main upward flow of particles is expected between the core and the wall region.

Various flow patterns have been defined for different bed aspect ratios and superficial gas velocities. For example, it is stated\textsuperscript{[3]} that at low gas flow rates and shallow beds, particles flow upward along the wall and down through the center of the bed. This pattern is reversed at higher gas flow rates and aspect ratios which approach unity. Moreover, in deep beds a second vortex ring emerges which, especially at high gas flow rates, dominates the overall particle circulation pattern\textsuperscript{[1:3:9]}. This pattern can be found in figure 2.1b.

Particle classification

In 1973, Geldart\textsuperscript{[10]} proposed a method to classify particles based on their size (diameter, \(d_p\)) and the difference between the density of the gas and the particles, \((\rho_p - \rho_g)\), based on experimental data. Four groups are distinguished, conveniently named Geldart A, B, C and D particles, which are displayed in figure 2.2.1. Particles of class C are cohesive powders, and are difficult to fluidize due to the strong interparticle force.
2.2. EMULSION PHASE BEHAVIOR

Channeling of gas is likely to occur in these particle systems. Class A consists of small and/or low density particles. They are easily fluidized. Geldart B particles are sand-like, and are also easy to fluidize. The main difference between class A and B particle types is that bubbles in Geldart A particle systems are restricted in their size due to break-up. The largest particles are grouped as Geldart D particles, which are difficult to fluidize, particularly in deep beds [3,10].

Besides, the gas flow through bubbles is different in these particle systems. In Geldart A and B particles, gas flow through the bubbles circulates and forms a cloud around the bubbles. In Geldart D systems, the gas mainly goes through the bubbles, and flows upward.

The scope of this project comprises olefin polymerization reactors, in which the particle size depends on the residence time of a catalytic particle in the reactor. Particles in these types of reactors range typically from 0.25 to 1.0 mm [1]. The polyolefin particles are therefore mainly found in the Geldart B region.

The minimum fluidization gas velocity depends strongly on the chosen particles. To calculate the minimum fluidization velocity $u_{mf}$, the following relation is proposed in Kunii and Levenspiel (1991) [3,11]:

$$u_{mf} = \left( \frac{\mu_g}{\rho_g d_p} \right) \left( \sqrt{(27.2)^2 + 0.0408 Ar - 27.2} \right)$$  \hspace{1cm} (2.1)

where the Archimedes number $Ar$ is defined as:

$$Ar = \frac{d_p^2 \rho_g (\rho_p - \rho_g) g}{\mu_g^2}$$  \hspace{1cm} (2.2)

In this project, $u_{mf}$ is determined experimentally in a pseudo-2D bed by a pressure drop experiment. This is discussed in section 4.2.4.
Figure 2.2: The Geldart classification of particles for air at ambient conditions (from Kunii and Levenspiel (1991)\cite{1}).

**Particle Tracking**

The measurement of emulsion phase flow in a fluidized bed can be performed with particle tracking techniques. These techniques are non-intrusive, and can be performed in relatively large 3D beds. Positron Emission Particle Tracking (PEPT) and Radioactive Particle Tracking (RPT) methods are most often used in this respect. In RPT, a $\gamma$-ray emitting particle is followed through the emulsion phase in three directions by $\gamma$-ray detectors. PEPT uses particles which emit positrons due to $\beta$-decay. When a positron and an electron meet, they annihilate and convert their masses into energy, which is released by electromagnetic radiation. Two $\gamma$-rays are emitted almost exactly back-to-back. The trajectory is called the annihilation vector. If two $\gamma$-rays are detected within the resolving time window, this vector is determined. The particle is positioned at the intersection of several vectors.

Apart from its radioactive properties, a tracer particle is identical to the other particles in the bed. By recording the trajectory of the particle, time averaged results can be obtained, as well as the fluctuations in particle position in relatively large setups. However, instantaneous total flow behavior cannot be studied, as only a single particle is labelled\cite{12}. Stein et al.\cite{13} performed PEPT experiments in cylindrical beds with Geldart B particles. They found ascending particles in the core region, downflow at the wall region and particles in the bubble trajectory, move both up and downward. They also mention that the average emulsion phase upward velocity is about half of the bubble velocity, independent of the superficial gas velocity. This conclusion however, is based on the calculated bubble velocity and diameter, using theoretical equations.

This result was confirmed by Mostoufi and Chaouki\cite{14}. They performed RPT experiments in order to investigate particle flow structures in a fluidized bed, and they too found ascending particle clusters in the center of the bed, whereas descending clusters were mostly found in the wall region. The authors also related emulsion phase motion to the velocity of a rising bubble. It was noted that particles in the wake of the bubble ascend proportional to the velocity of the bubble. The bubble velocity however, was not measured directly, but rather obtained from theoretical relations.

The hydrodynamics of the emulsion phase, and parameters of influence, were discussed in this section. Particle tracking experiments are able to visualize aspects of particle phase flow in a non-intrusive way. Bubble properties, necessary to classify the interaction between the phases, are often obtained with relations from literature.
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2.2.2 Particle Image Velocimetry

Particle Image Velocimetry (PIV) is an experimental method to obtain instantaneous macroscopic flow patterns of a system. PIV is a non-intrusive, optical technique, originally developed to study flows in liquid or liquid-gas systems. These systems usually work with tracer particles that are injected in the flow of interest. In this case, PIV is performed to study the flow of the emulsion phase, first performed by Bokkers[4] and later by Link[15]. In the case of PIV on granular media, tracer particles are not always needed as the particles themselves are being tracked[16–18]. A drawback of using an opaque system such as a fluidized bed, is that visual access can only be obtained at the wall. Hence, a pseudo-2D bed is required to measure the macroscale circulation patterns in the fluidized bed.

The emerging instantaneous patterns can be used to obtain the time-averaged particle circulation pattern through the whole bed. In addition, instantaneous flow fields can be used to gain detailed insight in other complex phenomena, such as the flow around rising bubbles. In this project, PIV calculations are performed using DaVis software from LaVision. This section covers the basics of PIV. Appendix A discusses design rules that have to be taken into account, which are specified in literature.

The basic principle of PIV consists of spatial cross-correlation of two consecutive images. Thereby an instantaneous flow pattern is obtained of the entire photographed area. To obtain good resolution, the images are divided in so-called interrogation zones. For each interrogation zone, individual correlation between the two images is performed. An example is given in figure 2.3a, where a pattern on the first image (solid area) is compared to three equal sized areas on the second image (the solid, dashed and fine-dashed areas). This results in spatial cross-correlation peaks (figure 2.3b) for every interrogation zone. The highest value indicates the most likely displacement of that particular interrogation zone. There are several parameters that influence the displacement peak $R_D(x,y)$:

$$R_D(x,y) = N_I \cdot F_I(x,y) \cdot F_O \cdot F_T(x,y) \cdot F_\Delta(x,y)$$  \hspace{1cm} (2.3)

PIV only determines the movement in a 2D plane. Therefore, particles moving out of the plane (i.e. perpendicular to the field of view, $F_O$) and particles moving out of the interrogated area parallel to the field of view ($F_T(x,y)$) account for a loss of correlation. The error caused by these parameters can be minimized by decreasing the delay between the two images. The shape of the peak is influenced by the shape of the particles ($F_T(x,y)$) and the velocity distribution in the interrogation zone ($F_\Delta(x,y)$). The spatial cross-correlation of the images is calculated with equation 2.4.

$$\hat{R}[x,y] = \frac{1}{N_x N_y} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} (I'[i,j] - \langle I \rangle) (I''[i+x,j+y] - \langle I \rangle)$$  \hspace{1cm} (2.4)

Note that the overall image intensity $\langle I \rangle$ is subtracted from both images before cross-correlation takes place. This reduces the background correlation. Obviously, PIV can only be used to obtain information on particle phase flow. The coupling between the two phases is accomplished by separate measurements to investigate the bubble phase flow under identical conditions. Analogue to the discussion of the particle phase, the next sections will outline bubble phase behavior, followed by a description of the measurement method.
2.3 Bubble behavior

2.3.1 Gas phase transport

When the superficial velocity is raised above the minimum bubble superficial gas velocity \( u_{mb} \), bubbles start to form just above the distributor. In the case of Geldart B particles, \( u_{mb} \) is found at a superficial gas velocity \( u_0 \) slightly exceeding the minimum fluidization velocity. At these conditions, bubbles start to form, causing circulation patterns of the solids\(^3\). On average, bubbles move as depicted in figure 2.1a, from the lower wall regions towards the center of the bed as they rise.

The two-phase theory of fluidization states that the excess gas flow, i.e. \((u_0 - u_{mf})\), is visible as rising bubbles. The observed bubble flow ratio to the two-phase expected bubble flow can be expressed as:

\[
\psi = \frac{\text{observed bubble flow}}{\text{excess flow from 2 phase theory}} = \frac{\phi_{v,b}}{(u_0 - u_{mf}) A_{\text{bed}}} \quad (2.5)
\]

However, numerous experiments have shown that the observed bubble flow is less than the excess flow. Hence, the transport of gas through the bed must be described by additional means besides bubbles. Geldart\(^{19}\) proposes three mechanisms by which the gas moves through the bed: interstitial gas flow through the particle phase, gas flow by the rising bubbles and superimposed gas flow through bubbles. Gera et al.\(^{20}\) have investigated the through flow of gas between two interacting bubbles. They also found that the path between two bubbles taken by the gas has a lower porosity than elsewhere in the bed, which is attributed to the superimposed gas flow. For Geldart B particles and \( h/d_{\text{bed}} \approx 1 \), the ratio of eq. 2.5 is therefore not 1, but is rather determined at \( \psi = 0.65^{1;3} \).
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2.3.2 Bubble properties

Several relations have been proposed to describe bubble properties in a fluidized bed. Besides its size, the velocity of a bubble can be predicted, as well as parameters which define the shape of a bubble.

Bubble size

Bubbles grow due to gas entrainment and coalescence. Bubbles shrink due to gas leakage and break up. Bubble size and growth depend strongly on the particle type that is used. Using very small particles restricts the maximum size of the bubbles rigorously (the roof collapses in small particle systems), whereas bubbles in Geldart B and D particle systems seem to grow without limits. The bubble diameter is commonly expressed as the equivalent diameter of a spherical bubble (for 3D beds) or a circular shape (in pseudo-2D systems). A number of correlations are found in literature to describe the bubble diameter $d_b$ in a fluidized bed.

The Darton relation gives the bubble diameter as a function of the height above the distributor plate:

$$d_b = 0.54 \left( u_0 - u_{mf} \right)^{0.4} \left( z + 4 \sqrt{A_0} \right)^{0.8} g^{-0.2} \tag{2.6}$$

in which $4 \sqrt{A_0} = 0.03$ m for a porous plate. This correlation is derived for 3D fluidized beds and Geldart B particle types. Mori and Wen describe bubble growth as:

$$d_b = d_{b,max} - (d_{b,max} - d_{b,0}) \cdot e^{\frac{-0.3z}{\sqrt{A_{bed}}}} \tag{2.7a}$$

in which the maximum bubble diameter $d_{b,max}$ can be calculated with eq. 2.7b:

$$d_{b,max} = 0.65 \left[ \frac{\pi^2}{4} d_{bed} (u_0 - u_{mf}) \right]^{0.4} \tag{2.7b}$$

and the initial bubble diameter $d_{b,0}$ above a porous plate distributor is expressed as:

$$d_{b,0} = 0.376 \left( u_0 - u_{mf} \right)^2 \tag{2.7c}$$

Alternatively, the Hilligardt-Werther correlation is described as follows:

$$d_b = d_{b,0} \left( 1 + 27 \left( u_0 - u_{mf} \right) \right)^{1/3} \left( 1 + 6.4z \right)^{1/2} \tag{2.8}$$

where $d_{b,0} = 0.0085$ for Geldart B particles in a 3D bed. Lim et al. suggest:

$$d_b = \left[ \frac{8 \left( u_0 - u_{mf} \right) \left( 2^{3/4} - 1 \right)}{\pi c g^{1/2}} \right]^{2/3} \tag{2.9a}$$

using an initial bubble size of:

$$d_{b,0} = \left[ \frac{8 \left( u_0 - u_{mf} \right) A_0}{\sqrt{\pi g \lambda}} \right]^{2/3} \tag{2.9b}$$

with $A_0 = 5.6 \cdot 10^{-5}$ for a porous plate distributor. The Darton (2.6), Mori-Wen (2.7) and Hilligardt-Werther (2.8) equations are valid for a 3D bubbling fluidized bed. Alternatively, one could use the relation of Shen et al. This relation is valid for a pseudo-2D fluidized bed, and was obtained from DIA experiments. Note that the equation is analogue to the Darton relation with a higher coefficient and different powers. Their experimental data and the proposed relation is given in figure 2.4a. The correlation is given as:

$$d_b = 0.89 \left( \left( u_0 - u_{mf} \right) \left( z + 3.0A_0/t \right) \right)^{2/3} g^{-1/3} \tag{2.10}$$

in which $t$ equals the thickness of the pseudo-2D bed.
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Figure 2.4: (a) The relation of Shen et al. [23] fitted to experimental data (b) The radial distribution of bubble-gas flow. From Werther (2002)[1].

Bubble Rise Velocity

As bubbles grow, they rise faster through the bed. Depending on the bubble diameter, the terminal velocity of a single unhindered spherical-cap gas bubble can be expressed with the Davies and Taylor expression [3]:

\[ u_b = K_B \sqrt{gd_b} \]  \hspace{1cm} (2.11)

In 3D beds, the value of the bubble rise velocity constant \( K_B \) is commonly set to 0.711. The value for \( K_B \) is still under debate for 2D cases. It is reported that \( K_B \approx 0.50 \) or even 0.41 for 2D bubbles [24:25]. However, also higher constants are obtained, e.g. by Shen et al. who derived a value of 0.8 - 1.0 [23]. It is found that equation 2.11 describes bubble velocities within a 30% range. The large range is due to breakup and coalescence which alters the bubble diameter significantly [25].

The velocity of a swarm of bubbles can be described with an extended form of the Davies–Taylor expression (eq. 2.11):

\[ u_b = (u_0 - u_{mf}) + K_B \sqrt{gd_b} \]  \hspace{1cm} (2.12)

In order to account for wall effects, Werther [1] proposed a relation that includes the bed diameter:

\[ K_B = 0.711 \cdot \varphi \]  \hspace{1cm} (2.13a)

where:

\[ \varphi = \begin{cases} 3.2d_{bed}^{0.33} & 0.05 \leq d_{bed} \leq 1 \text{ m} \\ \sqrt{2d_{bed}} & 0.1 \leq d_{bed} \leq 1 \text{ m} \end{cases} \quad \text{for Geldart A particles} \\
\sqrt{2d_{bed}} & 0.1 \leq d_{bed} \leq 1 \text{ m} \end{cases} \quad \text{for Geldart B particles} \]  \hspace{1cm} (2.13b)

Another way to incorporate wall influences on the bubble rise velocity is to include a size-factor (SF) in the Davies–Taylor relation (2.11), as proposed by Collins (1967) [26]:

\[ u_b = K_B \sqrt{gd_b(SF)} \]  \hspace{1cm} (2.14a)

which represents the rise velocity of a single, isolated bubble[27]. The size factor decreases as the ratio between the bubble diameter \( d_b \) and bed diameter \( d_{bed} \) increases:
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\[
SF = \begin{cases} 
1 & \text{for } \frac{d_b}{d_{bed}} < 0.125 \\
1.13 \exp \left( -\frac{d_b}{d_{bed}} \right) & \text{for } 0.125 < \frac{d_b}{d_{bed}} < 0.6 \\
0.496 \left( \frac{d_b}{d_{bed}} \right) & \text{for } \frac{d_b}{d_{bed}} > 0.6 
\end{cases}
\] (2.14b)

The velocity of a bubble is also dependent on the presence of other bubbles. Krishna and Van Baten (2001) proposed a relation to include bubble acceleration imposed on a bubble by using the Davies-Taylor-Collins equation (2.14a) as a basis.

\[
u_b = u^0_b(AF) = K_B \sqrt{g d_b(SF)(AF)}
\] (2.15a)

In this equation \(AF\) is the acceleration factor expressed as:

\[
AF = 1.64 + 2.7722(u_0 - u_{g,p})
\] (2.15b)

Here, \(u_{g,p}\) equals the gas velocity through the particle phase interstitially. It is worth mentioning that the interstitial gas flow apparently does not depend on the size of the bubbles and distance between the bubbles. However, one would expect it based on the superimposed gas flow as discussed by Gera et al.\[20\].

**Bubble shape**

In A and B types of particles, the shape of a bubble is usually a spherical cap (at atmospheric pressure)\[9\]. Interaction between bubbles is known to change the properties of a bubble. Besides common bubble parameters such as velocity, direction and size, the shape of a bubble is also distorted as a result of its presence close to another bubble. A tailing bubble accelerates under influence of a leading bubble in the direction of the leader. In this process, the leading bubble is flattened whereas the tailing bubble is elongated in the direction of the leader as a result of increased gas flow in that direction.

The shape of a bubble can be characterized with two different parameters. The first one is the aspect ratio \(A_b\), that can be described by the horizontal and vertical span \(d_x\) and \(d_y\), as shown in figure 2.5:

\[
A_b = \frac{d_y}{d_x}
\] (2.16)

The second shape characteristic parameter is the sphericity factor \(S\). The sphericity is obtained by dividing the circumference of a circle with equivalent diameter \(d_b\) by the detected circumference (perimeter) \(P\) of a bubble:

\[
S = \frac{\pi d_b}{P}
\] (2.17)

\[Figure 2.5: \text{Bubble aspect ratio}\]
The distribution of these parameters was investigated by Lim et al. [28] and Caicedo et al. [29]. Results of Lim et al. are given in figure 2.6. This figure shows that the majority of the bubbles have an aspect ratio of 1, whereas the mean sphericity is found to be about 0.9. These parameters were measured at 10 cm above the distributor plate at a superficial gas velocity of 4\(u_{mf}\). Caicedo et al., however, find lower sphericity values of about 0.7 and aspect ratios mainly above 1. The difference with the work of Lim et al. is the superficial velocity, which Caicedo et al. set to 1.4\(u_{mf}\). Apparently, a lower superficial gas velocity gives rise to vertically stretched bubbles. However, this would not be expected as bubble-bubble interaction is more likely to occur in systems with higher superficial gas velocity. Various bubble properties have been discussed in this section. These properties can be investigated by digital image analysis; an algorithm capable of analyzing a series of images in order to extract the information needed. Main issues on digital image analysis algorithms described in literature are outlined in the following section.

### 2.3.3 Digital Image Analysis

Digital image analysis (DIA) is performed to investigate bubble parameters such as the position, velocity and size from a series of digital images in a freely bubbling pseudo-2D fluidized bed. The obtained data are used to determine relations describing the bubble behavior by statistical analysis.

A DIA program generally obtains an image and preprocesses it. Consequently, it segmentates the two phases (emulsion and bubble phase) by comparing the gray level of every pixel with a threshold value. In a postprocessing step, bubble properties are determined.

The advantage of DIA is that it is capable of measuring at a high resolution, has a potential high degree of automation and the flow pattern is not disturbed by probes or sensors. However, similar to PIV, visual access to the bed is required. Therefore, images are taken from a pseudo-2D fluidized bed.

Pioneers in the field of DIA on fluidized beds are Lim and Agarwal et al. [28;30;31]. But also other groups [23;25] have described their algorithm in literature. This section outlines important characteristics of DIA programs described in literature. Of particular interest are the definitions of bubble position and the method of bubble tracking on subse-
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The development of the DIA software used in this research is described in section 3.2.

Phase segmentation step

Lim and Agarwal et al. place the light source behind a pseudo-2D bed. The bubbles they record are therefore seen as light objects, whereas the opaque particle phase is not illuminated. They used a threshold for the segmentation process, which was defined as the minimum between the peaks of a bimodal gray value histogram. For their algorithm, images should have high contrast between the phases and homogeneous lighting. Shen et al.\cite{23} determined a constant threshold by analysis of a whole image series. Mudde et al.\cite{25} used an adaptive threshold value, determined by analysis of the variation of gray values in the image. They preprocessed the images before segmentation is performed.

DIA postprocessing

The position of a bubble is usually set to the center of gravity and the size (projected area of the bubble) is equivalent to the adjacent bubble pixels. The position of a bubble on subsequent frames is used to measure the velocity. The bubble velocity measurement is based on the shift of the center of gravity between two consequent frames. The displacement of a bubble must be within a predescribed range. If multiple bubbles fulfill this criteria, the smallest positive displacement is used for the velocity measurement\cite{25}. In most cases in literature, a video camera was used, which had a fixed frame rate of 25 fps (frames per second) with a fixed delay between the images of 40 ms or 20 ms. Between 2000\cite{28} and 10000\cite{23} images were used for statistical analysis. Other parameters, such as the gas hold-up, the aspect ratio and the shape factor were also detected in the algorithms discussed\cite{23;25;30}. As mentioned in section 2.3.2, the distribution of the shape factor and aspect ratio was measured\cite{28;29}. However, the velocity dependence of the aspect ratio is not yet investigated, although it is proposed that the aspect ratio might be of significant influence on the bubble velocity\cite{30}. It was also found that bubbles smaller than the depth of the pseudo-2D bed are not fully visible because they do not stretch from the front to the back wall, as pointed out by Lim et al.\cite{28}. Therefore, bubbles that are smaller than the bed depth, are not taken into account.

DIA and PIV are used with images that are obtained from a pseudo-2D fluidized bed. In order to interpretate results for three dimensional reactor systems, the wall effects in a pseudo-2D systems are outlined in the following section.

2.4 Pseudo-2D to 3D

The geometry of a pseudo-2D fluidized bed restricts the multiphase flow in one dimension, which influences the flow behavior. For example, bubbles in a pseudo-2D bed rise slower as compared to identical frontal diameter bubbles in a 3D bed\cite{10;25}. Also, the observed $u_{mf}$ is usually larger for a 2D bed as compared to a 3D bed. In this section, first the effect on the particle phase will be discussed. Then a number of methods are given to convert bubble properties between the two geometries.

Particle phase

Compared to a cylindrical (3D) reactor, a pseudo-2D fluidized bed has a large internal surface area to volume ratio. Using a two-fluid model, Kobayashi et al.\cite{32} showed that the circulation of solids in a rectangular bed is similar to the circulation in a cylindrical
bed. Villa-Briongos et al.\cite{33} provide a scaling method that is based on deterministic chaos theory. They define a geometry independent Kolmogorov entropy based on fluctuations at the bed surface, under the assumption that these fluctuations provide a measure for the hydrodynamics throughout the entire bed. It was found that for Geldart B and D type particles, the hydrodynamics of 2D and 3D systems are qualitatively comparable.

Concerning the porosity of the particle phase, Link assumes a relation to calculate the porosity in a 3D fluidized bed with data obtained from a pseudo-2D bed by:

$$\varepsilon_{3D} = (\varepsilon_{2D})^2$$

This relation is obtained analytically by assuming that the particle configuration in a 3D bed is equivalent to the particle configuration at the front plate of a 2D bed.

**Bubble phase**

Predicting the diameter of a bubble in a 3D bed with experimental pseudo-2D data is modelled in several ways. First of all, the Sauter Mean Diameter (SMD) of a pseudo-2D bubble could be used to transform the volume/surface ratio to a spherical bubble. The SMD is defined as:

$$\text{SMD} = \overline{d_{32}} = \sum_{i} \frac{d_{i}^3}{d_{i}^2}$$

in which \(i\) is the number of bubbles, \(d_s\) is the surface diameter and \(d_v\) is the volume diameter. In the case of bubbles in a pseudo-2D bed, it is argued that bubbles are of cylindrical shape, with the ‘top’ and ‘bottom’ of the cylinder found at the frontal and back plate. The surface area which is able to expand is the curved surface of this cylinder. The surface diameter \(d_s\) can therefore be set to the area allowed to expand through the bed:

$$d_s = \sqrt{\frac{S_b}{\pi}} = \sqrt{\frac{\pi d_b t}{\pi}} = \sqrt{d_b t}$$

in which \(t\) equals the depth of the column, and \(d_b\) the diameter of the 2D bubble. The volume diameter \(d_v\) can now be described as:

$$d_v = \left(\frac{6V_p}{\pi}\right)^{\frac{1}{3}} = \left(\frac{6\left(\frac{1}{2}\pi d_b^2 t\right)}{\pi}\right)^{\frac{1}{3}} = \left(1.5d_b^2 t\right)^{\frac{1}{3}}$$

Geldart (1970)\cite{19} has found that due to out-of-line coalescence, bubbles in a 3D bed typically grow larger than in a 2D bed under comparable conditions. The diameter can be calculated for an idealized case, without accounting for side-wall effects and out-of-line coalescence, with the data obtained from a pseudo-2D fluidized bed using images and probes simultaneously. The bubble concentration in a 2D bed and the point bubble frequency obtained from the probes describe a relation for the bubble concentration in a 3D bed:

$$\left(n_{3D}\right)_{\text{ideal}} = 1.5 \frac{n_{2D}^2}{f_{2D}}$$

$$\left(d_b\right)_{3D} = \left(\frac{u_g - u_{mf}}{8 \left(n_{3D}\right)_{\text{ideal}} \frac{n_f}{\varepsilon}}\right)^{1/3}$$

It follows that the number of bubbles in 2D and 3D geometries are related to each other.
This section has shown that information obtained from pseudo-2D could be used to predict 3D bed behavior. The hydrodynamics have been investigated by simulations and by studying the bed surface fluctuations, whereas bubble size can be transformed using the SMD, or by adopting the technique used by Geldart, measuring the bubble number in a certain region and the bubble point frequency measured by a probe.
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Application Development

3.1 Introduction

Several programs have been developed to analyze, validate and post-process the experimental results. The programs are written in the C programming language. This chapter will discuss the development of these program and describe the way they programs work.

First, the development of the Digital Image Analysis (DIA) program is described in section 3.2. DIA is used to analyze digital images of the bed, separate the bubbles from the emulsion phase and determine bubble properties such as size, location and velocity. A post-processing method to correct PIV measurements is proposed in section 3.3. In section 3.4 the Stitch program is discussed. This program combines multiple time-averaged PIV vector plots for cases in which the bed could not be recorded as a whole. In section 3.5, a program is described, which is able to determine if the proposed camera settings for PIV are adequate.

Because of the large amount of programs and methods used in this research, a Data Flow Diagram is given in the final section, presenting the strong interaction between the different programs.

3.2 Digital Image Analysis

Digital Image Analysis (DIA) is widely used to obtain detailed bubble property information in fluidized beds [23;25;28:30:31]. The obtained data, such as size, position and velocity, are used to determine correlations for bubble size, growth and velocity. Besides distinguishing between the bubble and emulsion phase, the program accounts for wall detection and removal, detection of the freeboard and eliminating distortions such as shadows and/or inhomogeneous lighting. In this section the main functions are discussed.

3.2.1 Preprocessing and phase segmentation

The basic function of the DIA program is its capability to separate the emulsion phase and bubble phase. DIA processes images in which the emulsion phase has a higher intensity and bubbles (background) have a lower intensity. The actual separation is performed by an adaptive intensity threshold, i.e. a cutoff value which determines for every pixel whether it represents the bubble or emulsion phase.

Before the separation is performed, the images need to be preprocessed. It was found that after preprocessing, the gray values in the images consist of a bimodal intensity
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Figure 3.1: (a) An example of an original grayscale input image, (b) the representation of the image by the program after normalization (c) detection of the local average, (d) the original image corrected for inhomogeneous illumination (e) the binary frame resulting from phase segmentation, (f) edge detection to obtain the circumference of a bubble (g) representation of the equivalent bubble diameter as circles

distribution, which is necessary for reliable phase separation. Note that, on the contrary to most DIA algorithms described in literature, the light source is not behind the bed, but in front of it. The reason is that the DIA program must also be able to process images obtained for PIV analysis and therefore, it is required that the dense phase is illuminated thoroughly.

DIA starts with importing a bitmap (.bmp) image into an intensity matrix \( I_{i,j} \). Color images are transformed to grayscale, and the intensity of the image is normalized to \( 0.0 \leq I_{i,j} \leq 1.0 \). As an example, the photograph shown in figure 3.1a is imported into DIA. For a better visualization, a full color spectrum is assigned to numbers between 0 and 1 (i.e. after normalization), instead of the grayscale spectrum. The result is given in figure 3.1b.

The walls of the reactor on the picture are automatically detected or manually assigned, and removed from the image, leaving the bed and freeboard for further analysis. The freeboard above the bed is automatically detected by a discrete edge detection algorithm (see figure 3.1c, for further explanation see appendix B). This part of the image will be marked and disregarded in functions calculating the (local) average or normalization. An intensity gradient can be seen in figure 3.1b, caused by inhomogeneous lighting. This effect is removed by subtracting a (semi)-local average from the image, resulting in figure 3.1d. Pixels within a predefined range \( r_a \) are averaged. See the expression below.

\[
\text{Avg}_{i,j} = \frac{\sum_{x=i-r_a}^{i+r_a} \sum_{y=j-r_a}^{j+r_a} I_{x,y}}{r_a^2}
\]  

\text{(3.1a)}
in which currently $r_a$ is set to:

$$r_a = 0.25N_x$$ \hspace{1cm} (3.1b)

in which $i$ and $j$ are the pixel coordinates and $N_x$ is the image width in pixels. Note that for certain pixels near the edge of the image, it is inevitable that $x$ or $y$ points to a location outside the image borders. Of course, pixels outside the image borders are disregarded. Also, pixels on the freeboard are disregarded in this function.

The final preprocessing step accounts for smoothing the granular phase. The image is blurred using a $5 \times 5$ mask. This results in a more uniform phase separation because the edges of particles are filtered out. The histogram of the image is now bimodal due to the preprocessing steps.

Segmentation can take place, using an image dependent threshold $T = 0.9 \times \langle I \rangle$, in which $\langle I \rangle$ is the average image intensity. Pixel intensities below $T$ represent a bubble and are set to 0, other pixels are set to 1. Different threshold values were tested to obtain the best performance in phase segmentation. The result of phase segmentation is shown in figure 3.1e.

The walls of the reactor display a shadow at the walls and bottom, causing these areas to be mistaken as bubbles. A function is implemented to remove these shadows. Now the phase segmentation is completed.

### 3.2.2 Bubble properties

Obtaining bubble information is performed in a postprocessing step. First, bubbles are numbered by tagging adjacent bubble pixels. By counting the total amount of pixels in a single bubble, the program determines the visible surface area $S_b$. The equivalent bubble diameter is then determined by (see e.g. Mudde et al.\cite{25}):

$$d_b = \sqrt{4S_b/\pi}$$ \hspace{1cm} (3.2)

The $d_b$ can be used to draw equivalent circular bubbles (figure 3.1g). The position of a bubble is placed at its center of gravity. Using consecutive images, the velocity of a bubble can be determined if the bubble is also present on a previous image. Two bubbles on subsequent images are linked if the change in position and size of the bubble fulfills the following criteria: the bubble cannot grow or shrink more than 50% of its original size, and the bubble cannot move more than $0.5d_b$. If a bubble breaks up or if bubbles coalesce, the velocity of the new bubbles is set to zero.

The aspect ratio and sphericity of the bubbles are determined as discussed in section 2.3.2. A Sobel edge detection algorithm is used to obtain the bubble edges (figure 3.1f), which are equivalent to the perimeter, needed for the sphericity. It was found that a $5 \times 5$ convolution mask performed much better than a smaller mask.

The final step is to write the data to a text file which is used for further analysis.

### 3.2.3 Validation of DIA

To validate the DIA measurements of bubble size, position, velocity, aspect ratio, perimeter and the bubble tracking system, four image series were created and imported into DIA. DIA should be able to detect numerous shapes. Circles and rectangles were drawn on the images to verify that these shapes were being detected correctly. For these particular shapes it is easy to obtain the surface area and circumference, needed for further validation.

In three series the bubble was not only moving, but was also changing in size. The estimated diameter of the bubble are presented in a parity plot (figure 3.2b). The other parameters discussed in figure 3.2 are validated using the same method. It was found that the size, position and velocity are determined successfully.
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Figure 3.2: (a) An example of a synthetic image with known bubble properties to validate DIA. The other images are parity plots: (b) diameter; (c) Bubble position; (d) Bubble velocity; (e) Bubble aspect ratio; (f) Perimeter (circumference).

3.3 PIV Raining Particles Correction

PIV produces instantaneous vector fields, based on the particle movement inside an interrogation zone. PIV however, does not determine how many particles are actually correlated in the interrogation zone, i.e. the amount of particles flowing in that particular interrogation zone. A PIV post-processing method is proposed in this section, correcting the original instantaneous PIV flow fields for the amount of particles in this interrogation zone.

For the correction, results of the DIA program (described in section 3.2) are used. The program combining called CRiB, which is an acronym for “Correction for Raining In Bubbles”.

3.3.1 Particle raining

For the time-averaged emulsion phase velocity, PIV results for high packed areas of the bed are of more importance for the macroscopic circulation patterns than areas with few particles. The problem becomes apparent when one studies particles falling through the bubbles (raining); relatively to the emulsion phase, few particles fall through a bubble. The particles falling through the bubble have a large downward velocity whereas the high packed emulsion phase moves quite slower. This can be seen in figure 3.3b. These large downward velocities have a vast impact on the time-averaged result. A correction is therefore necessary to eliminate vectors based on relatively few particles, to obtain experimental results with a higher reliability. The PIV software has several functions to filter the data. Vectors which point in a different direction than its neighbors can be changed in order to yield a smooth vector field, e.g. a median filter. Also, it is possible to disregard vectors which deviate substantially from the average. For example, a vector at a location \( i, j \) can be ignored in the time-average calculation when its length is outside
the limits of $\text{AVG}_{i,j} \pm 2 \cdot \text{RMS}_{i,j}$. However, it is argued that this type of filtering is uncontrolled, because the filter only depends on the velocity, and not the amount of particles on which the velocity is based. Therefore, valuable data may be disregarded or, perhaps even worse, erroneous vectors are still taken into account for the time-averaged result.

### 3.3.2 Correction outline

In order to determine whether a vector must be accounted for in the time-average result, the particle density must be determined for every PIV interrogation zone. Link$^{[15]}$ used a particle detection system to obtain the porosity of a spout-fluid bed using coarse particles. A similar approach is used here, however the used particle type is much smaller. Although the particles on PIV images have to be individually distinguishable, the exact number of particles is hard to determine automatically for small particle systems. One may suggest using the average intensity of an interrogation zone as an estimate for the number of particles in that particular zone. However, a linear relation between the intensity and the packing degree cannot be assumed.

On the contrary, the binary frame provided by DIA can be used to classify every pixel in a single phase (figure 3.1e). The frame is denoted as a matrix $\varepsilon^\ast_{i,j}$, in which 0 represents the bubble phase, and 1 the emulsion phase. (Note that the values of $\varepsilon^\ast_{i,j}$ are swapped as compared to the conventional porosity $\varepsilon_{i,j}$.) The matrix is used as a reference to determine for every instantaneous vector whether it belongs to the bubble phase, and should thus be disregarded, or to the emulsion phase in which case no correction is needed, or somewhere in between.

This correction algorithm basically assumes that there are no particles present in a bubble. Also, it assumes that the emulsion phase has a constant density.

### 3.3.3 Correction algorithm

PIV vectors are computed based on an interrogation zone of size $N \times N$ pixels. All the pixels in that zone are averaged to obtain the correction factor $\varepsilon^\ast$ using the DIA information. The correction factor is multiplied with vector $u$:

$$u^\ast_{i,j} = u_{i,j} \times \varepsilon^\ast_{i,j}$$

(3.3a)

in which

$$\varepsilon^\ast_{i,j} = \frac{1}{N^2} \sum_{p=i-\frac{N}{2}}^{i+\frac{N}{2}} \sum_{q=j-\frac{N}{2}}^{j+\frac{N}{2}} \varepsilon^\ast_{p,q}$$

(3.3b)

In this equation, $u^\ast_{i,j}$ represents the corrected vector, and $u_{i,j}$ the original vector. By using the average of the entire interrogation zone, vectors based on the bubble-particle interface are still partly considered, whereas the correction factor of an interrogation zone completely within a bubble is set to zero. On the other hand, an interrogation zone consisting of solely emulsion phase pixels leaves the original vector untouched.

Not all vectors on the corrected vector fields should account as a complete vector in the time-averaged result. For instance, imagine a vector based on an interrogation zone with $\varepsilon^\ast_{i,j} = 0$ (i.e. a bubble). The corrected velocity for the emulsion phase then gives $u^\ast_{i,j} = 0$. It is undesired that this velocity is accounted in the time averaged result, because the emulsion phase is not present in the interrogation zone. Therefore, the corrected vectors participate in the time average only for the amount of particle phase pixels they represent. Vectors in bubbles should not be included in the time-averaged result and vectors based on the emulsion phase should be taken into account fully.

But, if only a part of the interrogation zone consists of particles, the vector should be
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**Figure 3.3:** The yellow arrows denote particle phase movement. As a reference, the velocity of the bubble (0.34 m/s) is given in red. **(a)** An image pair of a single bubble is used to perform PIV calculations, **(b)** gives the PIV velocity vectors for the image pair, **(c)** shows the result of phase discretization by DIA and **(d)** the instantaneous flow field after correction. PIV was performed using interrogation zones of 64 pixels, with an overlap of 50% and the median filter turned on.
considered partially in the time-averaged result. Therefore, the corrected time-averaged velocity $\mathbf{u}$ on position $i,j$ over $N_f$ vector fields is calculated by:

$$
\mathbf{u}_{i,j}^* = \frac{1}{N_f} \sum_{f=1}^{N_f} \mathbf{e}_{f,i,j} \cdot \mathbf{u}_{f,i,j}
$$

(3.4)

### 3.4 Stitch program

The Stitch program combines multiple PIV time-averaged flow fields. This is necessary in situations in which the bed cannot be photographed as a whole, due to restrictions on the spatial resolution (see Appendix A). In these cases, PIV image series have to be recorded sequentially of different areas of the bed, which in total cover the full bed area.

Seemless stitching can only be performed when the time-averaged vector fields are fully developed. A new vector grid is created by bilinear interpolation of the original results. Multiple vectors on the interpolated grid, due to overlap of the original series, are averaged.

#### 3.4.1 Outline of the Stitch Program

The macroscopic particle circulation pattern of a large bed area is obtained by recording several PIV image series. The camera is moved perpendicular to the bed in order to obtain a full overview. The grid of vectors on two adjoining time-averaged flow patterns, each of a different part of the bed, are not necessarily in line with each other due to
shifting of the camera. Therefore, the stitch program initializes by defining a new grid over the entire bed domain. A part of the overlap area is shown in figure 3.4a, and it can be seen that the two time-averaged results provide their vectors on a different grid. The program uses a bilinear interpolation scheme to derive vectors on the interpolated grid. This is performed for all original time-averaged vector plots independently. Overlapping vectors are now defined at the same location on the interpolated grid. After interpolation, the program determines which interpolation grid vectors are defined more than once (overlap), and averages their velocity components. The new vectors in the overlap area is given in figure 3.4b. Figure 3.4c gives the result of stitching two vector fields.

The result of the Stitch program was validated by synthetic vector plots. Furthermore, it must be mentioned that the bilinear interpolation algorithm used by the stitch program may not be used to obtain a higher resolution than originally obtained by PIV. Throughout this thesis, the number of vectors was significantly reduced.

### 3.5 Verification of Image Acquisition scheme

In this research, PIV is performed to obtain a time-averaged flow field of the emulsion phase. The time-averaged result can be obtained from multiple instantaneous flow fields. These flow fields emerge from PIV image pairs. The Verification of Image Acquisition scheme-program (VIA) determines whether the number of image pairs, and timer and shutter settings used for PIV experiments are sufficient to produce reproducible time-averaged results. Basically, the program compares the accumulating average vector length of an increasing number of frames, and compares it to an independently determined long-term average. The emerging instantaneous flow patterns all together must yield a constant time-averaged result, and should not be subject to change when taking more instantaneous flow patterns into account.

#### 3.5.1 Algorithm

Instantaneous vector plots (frames) are obtained from the DaVis program after it has performed the PIV calculations. These files are loaded into a matrix with a size of $N_i$ frames times $N_j$ vectors (frames are numbered with $i$, vectors are numbered with $j$). The vector length $\ell_{i,j}$ is calculated with vector components in the x-direction ($u$) and z-direction ($v$):

$$
\ell_{i,j} = \sqrt{u_{i,j}^2 + v_{i,j}^2} \quad (3.5)
$$

The accumulating average of the length of vector $j$ is the average of the length at current frame $i_c$, and all preceding frames $\{i_c - 1, i_c - 2, \ldots, 1\}$.

$$
\bar{\ell}_{i_c,j} = \frac{\sum_{i=1}^{i_c} \ell_{i,j}}{i_c} \quad (3.6)
$$

The deviation of this average value $\bar{\ell}_{i_c,j}$ from a long term time-average (here denoted by $\bar{\ell}_{\infty,j}$) is used to estimate the reliability of the measurement series. $\bar{\ell}_{\infty,j}$ should be measured independently at identical experimental conditions and over a sufficiently long period, it accounts for the ‘true’ average velocity for vectors at position $j$. The standard deviation of the time average of frames $\{i_c - 1, i_c - 2, \ldots, 1\}$ compared to the long-term average velocity can be defined as:

$$
\sigma_{i_c,j} = \sqrt{\frac{1}{i_c} \sum_{i=1}^{i_c} \left(\bar{\ell}_{i,j} - \bar{\ell}_{\infty,j}\right)^2} \quad (3.7)
$$
The program calculates the sum of standard deviations of all vectors in a frame $i_c$, and divides it by the number of vectors on that frame ($N_j$), yielding the average standard deviation up to a frame $i_c$.

$$\bar{\sigma}_{i_c} = \frac{\sum_{j=1}^{N_j} \sigma_{i_c,j}}{N_j} \quad (3.8)$$

The program yields a file containing $\bar{\sigma}_{i_c}$ for all $i$, which can be plotted as a function of $i$. Note that this involves the deviation of the vector length, similar to the RMS value, and does not contain information on the direction of the vector.

### 3.5.2 Example

Two PIV experiments at different conditions were analyzed by the VIA program. In both cases, 4 image series were taken of 700 image pairs each. The superficial gas velocity was set at $1.5u_{mf}$ and $3.5u_{mf}$. Other parameters can be found in table 3.1. From the four imaging series, an average of three times 700 instantaneous vector fields was used to obtain the long term average flow pattern, and one series was used to calculate the accumulating average. Image pairs were taken at 4Hz, resulting in a total measurement time of 3 minutes.

It is shown that 700 instantaneous vector fields are yielding accurate time-averaged results with a low standard deviation from the long-term average at different conditions. The evolution of the standard deviation over an increasing number of instantaneous vector plots, is given in figure 3.5.

Figure 3.5 also gives the deviation from the long-term average of the $3.5u_{mf}$ measurement series corrected for raining particles. It was shown that the deviation decreases. This confirms the expectations because the relatively large velocity vectors of raining particles are filtered out, hence the vectors taken into account are of more uniform length.

It can be expected that for image series from the top of the bed (i.e. with the freeboard in the field of view), the standard deviation will be higher due to more rigorous particle displacement when a bubble erupts at the surface. For the experiments however, we are not interested in the movement of the particles in the freeboard area. Besides, the fact that the standard deviation does not vary much after a certain amount of images is of more importance than the absolute value of the eventual standard deviation, provided that the standard deviation is of course reasonably low (preferably in the magnitude of mm/s).

### 3.6 Data Flow Diagram

The Data Flow Diagram, given in figure 3.6 shows the exchange of data between the programs. The first entity is the camera (1), which records images using the exposure and time delay settings. The images are saved on a harddisk. The images are generally created for a single purpose: either emulsion phase or bubble information measurements can be performed. Therefore, the data flow can go in two directions from here. PIV images are imported into the DaVis program (2) which calculates velocity vectors with an image pair. The images are also imported into a stripped version of the DIA program (5), which creates binary frames from the first image of a PIV image pair. The instantaneous velocity vector field and the binary frame are imported into the CRiB program (6), which requires both data series to correct for raining particles. After the correction, the time-averaged result is exported from the CRiB program. These frames can be stitched (4), if necessary, to obtain the time-averaged flow field of the entire bed. Note that the Stitch program can also handle time-averaged results directly exported
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<table>
<thead>
<tr>
<th>Property</th>
<th>Series #1</th>
<th>Series #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superficial gas velocity</td>
<td>$1.5u_{mf}$</td>
<td>$3.5u_{mf}$</td>
</tr>
<tr>
<td>Bed width</td>
<td>0.15 m</td>
<td>0.30 m</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>3.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Time delay within image pair</td>
<td>5.0 ms</td>
<td>3.0 ms</td>
</tr>
<tr>
<td>Exposure time</td>
<td>1 ms</td>
<td>0.8 ms</td>
</tr>
<tr>
<td>Area of reactor photographed</td>
<td>Bottom</td>
<td>Left bottom</td>
</tr>
<tr>
<td>Particles</td>
<td>400-600 $\mu$m glass beads</td>
<td>400-600 $\mu$m glass beads</td>
</tr>
<tr>
<td>Number of vectors / frame</td>
<td>1280</td>
<td>5120</td>
</tr>
<tr>
<td>Average absolute velocity on</td>
<td></td>
<td></td>
</tr>
<tr>
<td>long term average plot</td>
<td>0.104 m/s</td>
<td>0.261 m/s</td>
</tr>
<tr>
<td>Average standard deviation of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>frames #1 – #700 ($\sigma_{700}$)</td>
<td>$4.3 \times 10^{-3}$ m/s</td>
<td>$0.29 \times 10^{-3}$ m/s</td>
</tr>
<tr>
<td>Relative standard deviation</td>
<td>0.41%</td>
<td>0.113 %</td>
</tr>
</tbody>
</table>

Table 3.1: Minimum PIV time test parameters

Figure 3.5: Evolution of the average standard deviation over an increasing number of instantaneous vector plots taken into account to derive the time-averaged result. The measurements were performed at $u_0 = 1.5u_{mf}$ and an aspect ratio of 3 in the 15 cm wide bed, and $3.5u_{mf}$ with an aspect ratio of 0.5 in the 30 cm wide bed, both with glass beads of size $d_p = 400 - 600 \mu$m. Also, the effect of correcting for raining particles is shown for the $3.5u_{mf}$ case.
Figure 3.6: The Data Flow Diagram between the different programs
from DaVis program (3), i.e. without correcting for raining particles (gray area). However, this route is not used, as correction has to take place on current results. 

The second path is used for images taken to investigate bubble phase behavior. The images are imported into the full version of the DIA program (7). The program is started after some experimental setup settings are assigned, e.g. the time delay between images and the reactor width. The exported data is used to obtain correlations of bubble phase behavior.
Chapter 4

Experiments

4.1 Introduction

Experimental data are acquired by photographing a pseudo-2D fluidized bed. The experimental setup will be discussed first in section 4.2.1. Obviously, the camera is an important part of the setup. The settings used for the camera are discussed in section 4.2.2. The images are imported into the appropriate program which performs the calculations. PIV calculations are performed using commercial software. The settings of the PIV software are discussed in section 4.2.3. The glass beads used in the experiments were analyzed. The result is given in section 4.2.4. Finally, an overview of the different investigated parameters is given in section 4.3.

4.2 Experimental setup

4.2.1 Pseudo-2D fluidized bed

The setup contains two pseudo-2D beds with different bed widths which are operated separately. The wide bed has a width of \( d_{\text{bed}} = 0.30 \text{ m} \), the small bed is 0.15 m wide. In both cases, the depth of the pseudo-2D bed is 0.015 m. The behavior of both phases is observed through the glass front plate.

The fluidizing gas is compressed air from the local air network. A buffer vessel is used to maintain a constant pressure. The gas inflow is supplied to the distributor by two inlets. Both inlet streams are controlled using two parallel mass flow controllers (MFC); for low gas flow rates, the 20 l/min MFCs are used. At higher superficial gas velocities, the 100 l/min MFCs are used. The MFC calibration was verified several times as experiments with the setup were spread over time and it was found that the calibration maintained to be valid during the experiments. In all cases, the left and right gas inlet were set at equal gas flow rates. The gas from both inlets is combined in a chamber below the fluidized bed, in which air is pre-distributed over the column width. At the top of this chamber, the distribution plate performs the actual gas distribution over the bed.

Steam is added to the gas stream before it reaches the inlet chamber. A relative humidity of \( \sim 60\% \) is necessary to prevent the formation of static electricity. Due to static electricity, particles start to clog, which influences the macroscopic behavior severely. The humidity of the gas at the top of the fluidized bed is measured after a few minutes of stabilization time. If the desired humidity is reached, measurements can be performed.
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Figure 4.1: A schematic representation of the experimental setup. The gas feed is set by mass flow controllers. The camera is placed in front of the bed and can move parallel to the bed both horizontally and vertically. Direct lighting is required for high quality images.

Accuracy of the gas flow

An error is made in the superficial gas flow due to changes in the environment. A deviation of the air temperature of $2^\circ$C is found to cause an error in the gas flow of about 0.2%. Moreover, the MFCs can vary unknowingly by 0.1. This causes an error of about 0.3%. In total, the gas flow could therefore deviate by 0.5%.

4.2.2 Camera settings

A LaVision ImagerPro high-speed CCD (charge-coupled device) camera is used to record images from the bed. The camera has a maximum resolution of $1024 \times 1280$ pixels and contains 2GB of internal memory. An IEEE 1394 FireWire connection is used for data transfer. The camera shutter is controlled by an oscillator connected to the computer. Motion blurring can be prevented by setting a short exposure time. Consequently, the amount of light that reaches the sensor is reduces. Therefore, two 500 W Halogen lights on each side of the setup are used to illuminate the bed. Also, the aperture of the camera can be used to achieve a high contrast on the images, at the cost of a loss of depth of field.

PIV images

PIV image pairs are taken at 4 Hz, i.e. every second 4 image pairs are recorded. The exposure time is set to 0.8 ms, with an effective time delay of 3 ms between the images.
of a pair. Using this scheme, the camera is able to record for 3 minutes. Whether the scheme yields a truthful time-average flow field was investigated in section (3.5).

DIA images

Bubble behavior experiments are recorded from a larger distance, to obtain a full view of the entire bed. Therefore, the CCD sensor size is adjusted to contain solely the bed. By declining the resolution of the sensor, images require less memory and therefore, more images can be recorded. The number of images recorded varies between 1424 images (full sensor utilized) up to over 10000 images. Most series are recorded twice under similar conditions. This data will be used to verify the reproducibility of the results. In order to track bubbles, images are recorded with a uniform time delay rather than in pairs. The time delay was set to 10 ms. A delay of 50 ms causes bubbles to move too far between the images, which caused trouble with the tracking system in the DIA program. Using a delay of 2 ms on the other hand, results in a short total measurement time, which is not desired.

4.2.3 PIV Settings

PIV was performed using the DaVis software from LaVision. Correlation of interrogation windows was performed in multi-pass mode; first, a ballpark estimate is made by an interrogation window of 128×128 pixels. Consequently the window size was decreased to 32×32 pixels with 50% window overlap to obtain the eventual resolution. Spatial cross-correlation patterns (e.g. figure 2.3b) were checked visually in a random way to verify whether the correlation peak $R_D$ exceeded the random correlation significantly, i.e. whether the dislocation could be determined with high precision.

For PIV measurements, the maximum resolution of the camera is used, to cover an area as large as possible whilst keeping particles distinguishable. As stated in the PIV design rules (Appendix A), a single particle has to be represented in diameter by at least 3–4 pixels. Although the photographed area may vary slightly due to repositioning the camera, the recordings generally cover 0.12×0.15 m. The number of image series for a single measurement varies between 1 and 15, depending on the size of the bed. For the wide bed, three image series were recorded in lateral direction and in axial direction, up to five series were required. The small bed could be recorded from wall to wall, but depending on the aspect ratio and superficial gas velocity, several image series above each other were required. The image series were recorded with an overlap area of at least 0.02 m. After correction for the overlap of image series, a single vector field attributes approximately 58×74 vectors to the whole flow field.

4.2.4 Particles

The particles used in the experiments are glass beads, considered as model-particles. The density of the particles is $\rho_{\text{glass}} = 2500 \text{ kg m}^{-3}$, which indicates that a particle size as low as $\sim 100 \mu\text{m}$ could be chosen to remain in the Geldart B range (figure 2.2.1). Due to the fact that PIV images should encapsulate a single particle in at least 3–4 pixels (see appendix A), a diameter range of 400 $\leq d_p \leq 600 \mu\text{m}$ is chosen. Particles in olefin polymerization reactors range from 0.25-1 mm\cite{1}, and therefore these particles are within the range of the project scope.

The glass beads are produced by SiLibeads, with an indicated particle diameter range from 0.4 to 0.6 mm. This was verified by laser diffraction, using a Sympatec HELOS system. A cumulative distribution function shows the diameter of two samples in figure 4.2a. It is found that the average diameter is about 485 $\mu\text{m}$.

Equations 2.1 and 2.2 are used to obtain the theoretical minimum fluidization superficial gas velocity. For these glass beads fluidized with air, the Archimedes number is
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Figure 4.2: (a) Cumulative distribution function of the particle diameter of two samples analyzed by laser diffraction. The markers denote the actual measurements. It can be found that the average diameter is about 480 - 490 µm. (b) Experimental determination of \( u_{mf} \) by pressure drop experiment. The blue line was obtained at increasing \( u_0 \), the red line denotes the pressure drop for decreasing superficial gas velocity. The diagonal and horizontal lines cross at 0.18 m/s.

\[
Ar \approx 9805, \text{ and the minimum fluidization velocity was found to be:}
\]

\[
u_{mf} = \left( \frac{1.85 \cdot 10^{-5}}{1.2 \cdot (485 \cdot 10^{-6})} \right) \left( \sqrt{(27.2)^2 + 0.0408 \cdot 9805 - 27.2} \right) = 0.20 \text{ m/s}
\]

For pseudo-2D systems, the minimum fluidization velocity is normally found to be higher than in 3D systems at similar conditions\[19\]. Therefore, \( u_{mf} \) is determined experimentally by a pressure drop experiment. The results are given in figure 4.2b. The diagonal and horizontal data was used to obtain two linear relations, which cross at \( u_{mf} = 0.18 \text{ m/s} \). This is slightly lower than predicted by theory. The constants used in this calculation are based on experimental data of various particle systems, so the difference can be explained by the equation being very general. The experimental value of 0.18 m/s will be used as \( u_{mf} \) from now on. The terminal velocity of a single particle in air was calculated for the average particle diameter and was found to be 1.36 m/s, which is about 7.5 times higher than \( u_{mf} \), a value also found in literature\[34\].

4.3 Summary of operating conditions

For both PIV and DIA experiments, the relative superficial gas velocity, \( u_0/u_{mf} \) is one of the key parameters. This ratio will be varied between 1.5 ≤ \( u_0/u_{mf} \) ≤ 3.5. Two pseudo-2D fluidized beds with a diameter of \( d_{bed} = 0.15 \text{ m} \) and \( d_{bed} = 0.30 \text{ m} \) are operated. These beds are used to determine the influence of the bed width and the aspect ratio. The bed height will be varied between 0.075m and 0.45m. An overview of these parameters is given in table 4.3.
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### Parameter Settings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Settings</th>
</tr>
</thead>
</table>
| Superficial gas velocity \( u_0 \) | \( 1.5u_{mf} \)  
\( 2.0u_{mf} \)  
\( 2.5u_{mf} \)  
\( 3.5u_{mf} \) (not at \( d_{bed} = 0.3 \) m and \( h/d_{bed} = 1.5 \)) |
| Bed diameter \( d_{bed} \)       | 0.15 m  
0.30 m |
| Unfluidized bed height in the wide bed, \( d_{bed} = 0.30 \) m | 0.010 m (\( h/d_{bed} = 0.3 \))  
0.150 m (\( h/d_{bed} = 0.5 \))  
0.300 m (\( h/d_{bed} = 1.0 \))  
0.450 m (\( h/d_{bed} = 1.5 \)) |
| Unfluidized bed height in the small bed, \( d_{bed} = 0.15 \) m | 0.075 m (\( h/d_{bed} = 0.5 \)) (PIV only)  
0.150 m (\( h/d_{bed} = 1.0 \))  
0.300 m (\( h/d_{bed} = 2.0 \))  
0.450 m (\( h/d_{bed} = 3.0 \)) (DIA only) |

**Table 4.1:** Experimental Parameters
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Results and Discussion

This chapter presents the outcome of this investigation. The emulsion phase hydrodynamics are the topic in section 5.1, which includes an investigation of the proposed correction algorithm. Bubble phase data resulting from the DIA program is discussed in section 5.2, where the reproducibility of the results is explored, followed by an analysis of several correlations describing bubble properties. Section 5.3 discusses a proposal to describe the interaction between the two phases.

5.1 Hydrodynamics

A quantitative study of time-averaged particle phase flow patterns has been performed. The investigation comprises of 28 cases, varying bed diameter $d_{\text{bed}}$, unfluidized bed height $h$ and superficial gas velocity $u_0$. The time-averaged PIV results are corrected for raining particles. First, this effect is investigated, presenting a single case. Then, the results of the other cases are presented and discussed.

5.1.1 Correction for Raining Particles

The instantaneous vector fields obtained from PIV are corrected for raining particles in the bubbles. The downward vectors resulting from falling particles are considered as not relevant in this approach. The time-averaged results are calculated with the new instantaneous vector plots.

Figure 5.1 shows a comparison between the original time-averaged result and the result after correction for raining particles. The figure displays the flow field in the wide bed ($d_{\text{bed}} = 0.30$ m) for a superficial gas flow of $2.5u_{mf}$. In order to obtain the flow pattern of the entire bed, 12 image series were measured and stitched.

On the left hand side of the figure, the time-averaged flow pattern of the entire reactor is given. Especially at the center of the top of the bed, the correction algorithm yields a more distinguished upward velocity. Also, an upward flow from the lower right is more pronounced after correction than it is in the original case.

On the right hand side, the vertical time-averaged emulsion phase velocity $u_z$ is given as a function of lateral position (lateral velocity profile), for four different bed heights. The dashed lines mark the $u_z = 0$ line. In these figures, the difference is even more abundant; the original case barely shows an upflow of particles, whereas the corrected case does show an upward flow at all shown axial positions. Note that the downflow of particles at the wall region is barely influenced by the correction algorithm, which was expected as bubbles are mostly present in the center of the bed.

Although no aspirations can be made that this method determines the particle mass
Figure 5.1: The effect of the correction for raining particles. The flow pattern of the entire bed is shown, accompanied by the vertical velocity component at 4 different heights in the bed. Parameters: \(d_{\text{bed}} = 0.30 \text{ m}; u_0 = 2.5u_{mf}; h = 0.30 \text{ m}; (a)+(b)\) The raw data from DaVis, no filters used \((c)+(d)\) The result after correction for raining particles.
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flux, the downflow of the particles in the corrected flow fields is in a much better equilibrium with the upward flow than the uncorrected result. Still, in the downflow regions a higher velocity is observed than in the upflow regions. Also, downflow regions are encountered over approximately 2/3 of the bed area. To conserve continuity, the amount of particles flowing down should equal the amount of particles flowing up. The discrepancy here is probably caused by the current implementation of the correction algorithm. Velocity vectors based on interrogation zones consisting of both bubble phase and emulsion phase pixels are considered only partly. Vectors based on the wake of a bubble are pointed up. However, when a part of the bubble is also visible in the interrogation zone, the velocity of the upflowing particles in the wake is decreased. This can be prevented by using smaller interrogation zones for PIV analysis, or by adapting the correction algorithm. Test cases will have to be performed to investigate an adapted correction algorithm, to make sure that only the desired vectors are disregarded.

The most desirable way is to mark the bubbles on the images before PIV is performed. If the bubbles do not take part in the correlation, only the high packed emulsion phase is considered by PIV, and filtering will not be required anymore. Other cases were also checked for the correction effect. Similar results were found, with an increased axial velocity of the particle phase from the lower wall region to the center-top region of the bed. The correction algorithm has yielded the expected results, and therefore it is concluded here that the proposed correction algorithm provides the high-packed emulsion phase velocity in a more truthful way.

Disregarding raining particles is only allowed when the particle density in high packed areas of the bed is significantly higher than the amount of particles falling through the bubbles. Based on visual inspection and the DIA program, this can be assumed for current experiments. However, for other particle types this might not be true. If many particles fall through the bubbles, the intensity differences between the two phases will disappear, and the correction algorithm will cease to work. If one then still feels the need to correct for falling particles, he has to resort to disregarding large vectors based on velocity rather than on the intensity. In addition, it has to be mentioned that vectors based on very small bubbles are not filtered out. The bubbles go unnoticed through the reactor until they have grown large enough to span from the front to the back plate. It was observed that bubbles reach the minimum diameter, in order to be visible, reasonably low in the bed.

5.1.2 Particle phase flow

The macroscopic particle circulation patterns are studied at different superficial gas velocities and bed aspect ratios. Three cases are presented in figure 5.2. On the left hand side of the figure, the time averaged emulsion phase flow patterns are given. For clarity, the number of vectors in the image has been reduced significantly. On the right hand side, the emulsion phase axial velocity as a function of the lateral position is given at different heights in the bed. The cases presented here are measured in the wide bed ($d_{bed} = 0.30 \text{ m}$), with an unfluidized bed height of 0.45 m. The superficial gas velocity ranges from $1.5u_{mf}$ up to $2.5u_{mf}$. The other cases are given in appendix C, page 58.

Up- and downflow

Figures 5.2(b,d,e) give insight in the development of the lateral velocity profile as a function of height in the reactor. The trend of the lateral velocity profile does not change significantly at higher gas flows. As expected, most systems show a double peak near the distributor plate. This is the result of the bubbles mainly emerging from the lower wall region. At increasing height, the bubbles shift towards the center of the bed. It appears that variation of the unfluidized bed height and the superficial gas flow does not change the path of the bubbles. At low aspect ratios, the upflow through the center
Figure 5.2: Parameters: \(d_{bed} = 0.30\) m; \(h = 0.45\) m; (a)+(b) \(u_0 = 1.5u_{mf}\); (c)+(d) \(u_0 = 2.0u_{mf}\); (e)+(f) \(u_0 = 2.5u_{mf}\).
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will not be encountered, as bubbles erupted at the surface before arriving in the center of the bed. This can be found in e.g. figures C.1 and C.2.

In the three cases presented in figure 5.2, the upflow of particles is encountered at lateral position $0.1 \leq x \leq 0.2$ m, i.e. between one third and two thirds of the bed width, for heights above $z \geq 0.25$ m. In this respect, it is remarkable that in the small bed (see figures C.6, C.7), the upflowing center of the bed seems relatively broader than in the wide bed. This range also approaches approximately 0.1 m. This is due to the relatively larger bubbles compared to the bed diameter. It will be shown later in this chapter that bubbles reach their maximum size (imposed by the bed width) in the small bed, whereas this is not the case in the wide bed.

**Velocity**

In figure 5.2, it is shown that the axial particle velocity increases significantly at increasing gas velocities. This effect is clearly seen in the higher regions in the bed. Not only the upward flow of particles through the center of the bed experiences a higher velocity, but also the downward velocity at the walls. The increased upward flow can be explained by the increasing number and size of bubbles, and the speed with which they travel through the bed. The downward flow at the walls also increases at higher superficial gas velocities.

Downflow of particles is also present at the lower center of the bed. One reason is that the main bubble path leads over the center, as found in literature (figure 2.1). But also, bubbles smaller than the bed thickness form here. The particles stream down along the frontal glass plate, unnoticed by the correction algorithm.

A slight asymmetric profile is observed at low superficial gas velocities. This effect is seen in both the small and the wide column. It is concluded that for low gas flows, the porous distributor plate displays a non-homogeneous gas flow distribution.

Besides, unexpected results are obtained using the small bed and an unfluidized bed height of 0.30 m (figures C.8 and C.9). The circulation profile is very asymmetric, and positive axial particle velocities (i.e. rising particles) are barely encountered at low $u_0$. During the experiments, bubbles high in the bed seemed to disappear due to excessive particle raining, a phenomenon which was not encountered previously at different operating conditions. An example is given in figure 5.3, together with bubbles that are usually encountered. In the cases at relatively high superficial gas velocities, the regime could be said to approach the slugging regime. However, a similar effect is observed at $1.5u_{mf}$. As of yet, the reason for sudden excessive raining at the top of the bed remains undetermined.

PIV measurements have the advantage that the entire flow field can be measured non-invasively. It can be performed in-house, and is therefore easy to perform. Besides, the time of measurement is relatively short, which decreases the chance of fluctuations in operating conditions. However, at this point it cannot be determined whether the emerging particle phase velocity is also valid in a 3D bed. As mentioned in the theoretical section, hydrodynamics were found to be qualitatively comparable between 2D and 3D environments. Using PIV and the correction algorithm, the first step is made in a quantitative comparison between 2D and 3D beds. To obtain 3D data, PEPT or CARPT experiments have to be performed at identical conditions. The experimentally determined flow pattern in 3D can be used to quantify the differences between the geometries. Once insight is gained in the quantitative differences, experiments for bubble-particle interaction studies can be performed in a pseudo-2D bed using PIV and DIA.
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Figure 5.3: Excessive raining through bubbles was observed in the small bed, at heights above 0.2 m. Images are taken of the small bed, visualizing the entire width of the column. The height ranges from 0.2 m to 0.32 m. (a) Normal raining through a bubble; (b) Excessive particle raining.

5.2 Bubble properties measurements

In this section, the data processing of DIA output files is outlined. Then, the reproducibility of the DIA experiments will be investigated. The section concludes with results concerning bubble properties, and the verification of theoretical correlations. Experiments to obtain bubble properties are performed as discussed in the experimental chapter (4). The images were analyzed by DIA. For every image imported in the DIA program, an output file was generated, containing the parameters for every bubble on the image. All files were imported into MATLAB, which was used for further analysis. A script has been written, to analyze the dependence of two given parameters. It will be explained by using an example case, relating the bubble diameter \(d_b\) to the axial position \(z\). For the independent parameter (in this case \(z\)), the minimum and maximum are determined. Then, this range is divided into equal sized classes \(n(z)\), e.g. the horizontal rows in figure 5.4 (disregarding the division of the horizontal axis for now). Consequently, all bubbles are arranged into one of these rows according to the axial position of the bubbles (center of gravity). The average of the dependent variable \(d_b\) is obtained per row, yielding an average value for each class \((d_b(n))\) and the amount of bubbles found in this class. The latter is needed to investigate the distribution of bubbles over the independent parameter.

The division of the independent parameter into classes can be done with any number of classes. However, when the size of a class decreases the amount of data in that class also decreases. Care must be taken that the amount of bubbles in any class is still above about approximately 200 in order to yield statistically reliable results.

5.2.1 Reproducibility

The reproducibility of the results is investigated by analyzing two independent measurement series obtained at identical fluidization conditions. Measurements of the 0.30 m wide bed are used for the analysis. The unfluidized bed height \(h\) in this case is 45 cm, and the superficial gas velocity \(u_0\) was varied between 1.5, 2.0 and 2.5\(u_{mf}\). A single measurement series consisted of 2110 images. The results are discussed below.
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Figure 5.4: The independent parameter is divided into a number of classes. In this figure, the (lateral or axial) position of a bubble to is classified. Every detected bubble is placed in a single class.

Bubble size

Figure 5.5a shows the average bubble diameter $\bar{d}_b$ as a function of the height in the bed. For all $u_0$, the two measurement series do not show great variation up to 0.3 m high and show a steadily rising trend. Thereafter, $\bar{d}_b$ still follows an upward trend up to 0.5 m, but large peaks and gaps become visible at higher superficial gas velocities. This is caused by a low number of bubbles measured in the upper bed region, as can be seen in figure 5.5b. Barely 2% of the recorded bubbles is found at heights above 0.3 m. The reproducibility of bubble diameter measurements has been confirmed, as long as enough data is provided. This has to be checked using the bubble distribution.

Bubble rise velocity

Figures 5.5c and 5.5d show the bubble rise velocity as a function of the diameter. Large fluctuations can be found for bubbles with an equivalent diameter larger than 80 mm. Once more, the answer to this phenomenon is found in the distribution diagram; the number of bubbles with an equivalent bubble diameter above 80 mm approaches zero. However, when comparing the duplicate cases, it is found that up to $d_b = 80$ mm, the data does show identical results.

From the results above, it can be concluded that from 2110 images, DIA yields reproducible data as long as a single class is provided with enough data. The remaining duplicate measurements were also verified in this manner. Good reproducibility was achieved. Henceforth, duplicate data series are not shown in the given graphs for the sake of visibility.

40
Figure 5.5: Reproducibility experiments show that DIA produces similar output for identical conditions. Similar colors represent similar velocities, dashed and solid lines represent the first and second measurement series. Parameters: $d_{bed} = 0.30$ m; $u_0 = 1.5,2.0,2.5u_{mf}$; $h = 0.45$ m; $n = 60$ classes. (a) Bubble diameter $d_b$ as a function of the height $h$ in the bed (b) Relative distribution of bubbles over the height of the reactor (c) Vertical bubble velocity $u_z$ as a function of its diameter $d_b$ (d) Relative distribution of bubbles of a certain diameter.
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Figure 5.6: The relation of Shen et al. is plotted with experimental data. Parameters: $u_0 = 1.5, 2.0, 2.5 u_{mf}$; $h = 0.15$ m; $n = 40$ class. (a) Small pseudo-2D bed (0.15 m) (b) Wide pseudo-2D bed (0.30 m).

5.2.2 Bubble size

From figure 5.5b, it can also be seen that the total number of bubbles observed in the lower region of the bed is smaller for $u_0 = 1.5 u_{mf}$. This can be explained by the fact that a relative large part ($\geq 75\%$) of the gas moves through the interstitial volume of the particle phase. The bubble size distribution broadens at higher superficial gas velocities, caused by coalesce and faster growth at higher superficial gas flows. The sudden decrease of the bubble diameter above 0.5 m is caused by leakage of the bubbles to the freeboard. A similar phenomenon was also observed by Shen et al.\cite{23} as shown in figure 2.4a (page 11). Also, small satellite bubbles are visible when bubbles erupt at the surface, which have a significant influence on the bubble diameter.

The Shen-correlation (eq. 2.10) was checked for agreement with the current results. Figure 5.7 shows that some agreement can be found in case the wide bed was used, but only at low superficial gas velocities. At these conditions, the bubbles experience little wall effects compared to other experiments in the small bed, or at higher superficial gas velocities. The disagreement between the correlation and the experimental data is therefore attributed to the bed width and depth differences between the current experiments, and those of Shen et al. The correlation is based on data obtained in a bed with aperture $0.68 \times 0.07$ m, in which wall effects play a smaller role than in the current setup. Bubbles in a wide bed grow larger at higher superficial gas velocities, whereas they are being constrained in a smaller bed, explaining the main part of the differences. The restriction by the walls is best shown at high superficial gas velocities. Figure D.1 on page 68 shows the distribution of bubble diameter $d_b$ at different heights in both beds. Increasing the bed height causes bubbles to grow larger, because their path through the bed is longer. In the small bed ($d_{bed} = 0.15$ m), the limitation of bubble growth appears as an identical bubble size distribution for bed heights of 0.30 m and 0.45 m. In the wide bed of $d_{bed} = 0.30$ m, bubbles do grow larger when the bed is raised to 0.45 m. Also, the distribution is much broader than in the $d_{bed} = 0.15$ m case at similar bed heights. It is therefore noted that the walls do not only induce a maximum
Table 5.1: Values for coefficient $A$ and power $C$ in different bed sizes.

<table>
<thead>
<tr>
<th>Bed width ($d_{bed}$)</th>
<th>$A$</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shen</td>
<td>0.68 m</td>
<td>0.89</td>
</tr>
<tr>
<td>Wide</td>
<td>0.30 m</td>
<td>0.45</td>
</tr>
<tr>
<td>Small</td>
<td>0.15 m</td>
<td>0.30</td>
</tr>
</tbody>
</table>

bubble size, but also affect the bubble size distribution in the lower diameter range. Appendix D also gives the comparison with the relation of Shen et al. for the other cases. Here, it can also be concluded that the bed in the current setup is too narrow to validate the correlation of Shen et al. Therefore, the correlation of Shen is adjusted to fit the current experimental data.

Bubble diameter correlations
A more generic description of bubble growth seems necessary. By adjusting the Shen-correlation, a attempt has been made to find a new expression which fits current experimental data and still complies with the original Shen-correlation. The generic expression is:

$$d_{b,2D} = A(u_0 - u_{mf}) \left( z + 3\frac{A_0}{t} \right)^C g^{-1/3}$$

(5.1)

in which parameters $A$ and $C$ are the parameters under investigation. These parameters are adjusted to fit the current experimental results. The results are given in table 5.1.

It is assumed that the relation between $d_{bed}$ and $A$ or $C$ is linear. The following expressions can be derived from the data in table 5.1:

$$A = 1.12d_{bed} + 0.124$$

(5.2a)

$$C = 0.318d_{bed} + 0.45$$

(5.2b)

The values for $A$ and $C$ are identical to the original Shen-correlation when a bed diameter of 0.68 m is substituted. The correlation now also fits bubble growth data obtained with the current setup. Results are given in figure D.3, page 70. However, the correlation does not restrict the bubble size, as it predicts that bubbles continue to grow. Therefore it still overestimates the bubble growth in the small bed. It is proposed that a threshold value must be used to restrict bubble growth at a certain point in the bed. An attempt will not be made in this report.

5.2.3 Bubble rise velocity
Investigating the bubble rise velocity equations is best performed with a broad bubble size distribution. These measurements provide enough data over a large $d_b$ range. As shown in figure D.1b, the broadest distribution is obtained with bed heights at $h \geq 0.30$ m. The bubble rise velocity is determined and compared to eq. 2.11 and eq. 2.12. The result is shown in figure 5.7. It is found that the correlation predicting the bubble rise velocity for a single bubble predicts the measured velocities quite well. However, the constant $K_B$, which is set to 0.711 for 3D beds has to be decreased slightly, to approximately $K_B = 0.6$, as is suggested by e.g. Mudde et al. [25]. The correction for wall effects proposed by Werther (eq. 2.13, page 11) incorporates the excess gas flow. This correlation shows less correspondence with experimental results than the correlation
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**Figure 5.7:** The experimental bubble rise velocity data compared to theoretical correlations. The black dashed lines represent the rise velocity for single bubbles; the red dashed lines give the predicted velocity for a swarm of bubbles at 2.5*\text{um}_f*, using Werthers correction for column diameter. Parameters: \( u_0 = 1.5, 2.0, 2.5 \text{u}_m; \ n = 40 \text{ classes}. \) (a) \( d_{bed} = 0.15 \text{ m}; \ h = 0.15 \text{ m}; \) (b) \( d_{bed} = 0.30 \text{ m}; \ h = 0.30 \text{ m}. \)

For a single bubble. Therefore it is noted that Werthers correction is not suitable in its current form for pseudo-2D fluidized beds. The constants in his equation will have to be adapted in order to describe the bubble velocity in a pseudo-2D bed. However, the results are accurately described by a slightly adapted form of the single bubble rise velocity.

Due to the fact that small bubbles are disregarded by DIA, and the amount of bubbles with large diameters are scarce, the data is in the case of a small bed only reliably averaged in the range \( 10 \leq d_b \leq 50 \text{ mm}. \) This range extends to 80 mm in the case of the wide bed. This was verified by analysis of the bubble diameter distribution for these cases.

### 5.2.4 Bubble aspect ratio

Bubble-bubble interaction is observed when two bubbles are close to each other. The gas flows from the bubble at lower axial position to the higher positioned bubble, and the tailing bubble accelerates. Hereby, the leading bubble is flattened whereas the tailing bubble is elongated\[3;9\]. Detecting the aspect ratio of a bubble could give insight in this phenomenon.

The bubble aspect ratio is determined by the horizontal and vertical span of a single bubble. An investigation has shown that the aspect ratio is generally distributed between \( 0.2 \leq A_b \leq 3, \) see figure 5.8a. At low superficial gas velocities, the bubbles are generally more flat than at higher superficial velocities. This is probably caused due to the increasing bubble-bubble interaction at higher superficial gas velocities. It was observed that low aspect ratios were mainly found in relatively small bubbles, whereas tall bubbles (\( A_b \geq 1 \)) appeared to be of all sizes.

As Lim et al. suggested\[30\], a relation could be found between the aspect ratio of a bubble and the rise velocity. As seen in figure 5.8b, the superficial gas velocity barely has an influence on this relation. At this point, the velocity of a bubble for aspect ratio’s between 0 and 2 can be described with a fitted equation:

\[
\text{u}_b = 260 \left( A_b \right)^{0.6} \quad (5.3)
\]
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Figure 5.8: Selected results for aspect ratio studies Parameters: \( u_0 = 1.5, 2.0, 2.5 \) \( u_{mf} \); \( h = 0.15 \) m; \( n = 40 \) classes. (a) The distribution of the aspect ratio at different superficial gas velocities. Approximately 100000 bubbles were detected in each case; (b) The bubble rise velocity as a function of the aspect ratio.

It was found that for all other cases, this relation proved to predict the bubble rise velocity with the detected aspect ratio reasonably well. Figure D.4 on page 70 shows aspect ratio results for the wide bed.

With current results it can be shown that the rise velocity of a bubble and its aspect ratio share a relation. However, this trend has only been given in average terms, and besides bubble-bubble interaction other processes (e.g. break-up) take place. More research is required on the formation of elongated bubbles, before models can actually take advantage of this knowledge. It could be researched, for example, at what inter-bubble distances the bubbles tend to elongate. Only then a suitable correlation can be found to enhance models with shape-varying bubbles.

5.3 Two-way coupling

An investigation between bubble movement and emulsion phase flow gives insight into the relevant parameters for the coupling between the two phases. A method to describe the axial particle phase response to bubble movement is proposed in this section. First, a correlation will be derived. Consequently, experimental data will be used to test the correlation.

Correlation between particle and bubble movement

Experimental data of the time-averaged emulsion phase flow was presented in section 5.1. Because the lateral velocity profile is different at different heights in the bed, a comparison can only be made between bubble phase and emulsion phase at a single height \( z \).

The DIA program was used to obtain the bubble parameters. The lateral and axial position of the bubbles were both divided into classes. A grid was defined as presented in figure 5.4. Every detected bubble was arranged in a single grid cell. A bubble is accounted for if it resides in the class at the axial position of interest. When all bubbles are placed on the grid, the properties of the bubble for every grid cell are averaged.

The particle phase is affected by various bubble properties. First of all, the diameter of a bubble \( d_b \) is of importance. A large bubble drags more particles in its wake than a small
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The bubble does. It also thrusts more particles aside. The wake area however, decreases when a bubble is elongated. Therefore, the aspect ratio $A_b$ of a bubble is of importance to correct for the bubble shape. In addition, the emulsion phase moves faster if the bubble velocity $u_b$ is higher. Finally, the frequency of bubbles in an area is used, as the emulsion phase shows little to no upward movement at locations where bubbles barely exist.

The emulsion phase upward flow $u_p$ at height $z$ as a function of the lateral position $x$ can be described as a combination of these factors:

$$u_p(x, z) \propto \sqrt{\frac{n_b(x, z) d_b(x, z)}{A_b(x, z)}} f_b(x, z)$$ \hspace{1cm} (5.4)

In this thesis, the predicted value for $u_p$ is compared to the time-averaged emulsion phase flow.

**The correlation compared to the emulsion phase velocity**

First, it must be mentioned that $u_p$, obtained from eq. 5.4 is never negative. In fact, this is also true for the bubble properties derived from DIA. As the emulsion phase velocity is obviously also flowing down, hence encountering negative axial velocity, a comparison is made on the observed trend, and not on the absolute values.

For two cases, at two different heights, the experimental results are shown in figure 5.9. DIA information was classified by dividing the horizontal axis into 20 classes, and only accounting bubbles at desired height $z$ up to $z + 30$ mm. After averaging the data per class, the average velocity, diameter, aspect ratio and bubble frequency can be substituted into equation 5.4. It can be seen that the trend of the equation (presented by the dashed lines labelled as ‘Bubble’) is comparable to the measured emulsion phase velocity (solid lines, obtained by PIV) at the same height.

A few remarks can be made based on these figures. First of all, the emulsion phase velocity profile is quite smooth, whereas the DIA result fluctuates severely. This is caused by the scarce availability of DIA information due to arrangement of bubbles into classes. Much of the DIA information has been disregarded because the bubbles were not found at the desired height. A validation of the proposed equation can therefore only be performed accurately with more bubble data.

Attempts have been made to modify equation 5.4 so that it would predict the absolute emulsion phase velocity. Obviously, the resulting velocity $u_p$ from equation 5.4 has to be translated downward in order to yield the negative axial emulsion phase velocity at the walls. As the emulsion phase velocity (either up or down) increases at higher superficial gas velocities, the excess gas flow should be accounted for in the translation. A resulting correlation would look like:

$$u_p(x, z) \simeq F \left( -0.65(u_0 - u_{mf}) + \sqrt{\frac{n_b(x, z) d_b(x, z)}{A_b(x, z)}} f_b(x, z) \right)$$ \hspace{1cm} (5.5)

in which $F$ is an unknown factor. An attempt has been made to obtain a value for $F$, and to acquire verification of the translation step. With the current data, unfortunately, these values remain elusive. Results of the latter equation are therefore not presented here, as they require more study.

The bubble velocity is typically found in the range of $0.1 - 0.7$ m/s. The upward emulsion phase velocity of the equivalent PIV case is about $1/3 - 1/2$ of the bubble velocity. Similar numbers are reported in literature (Stein *et al.*[13]). However, Stein *et al.* did not measure the bubble properties, but they used theoretical relations to obtain them. Besides studying the *average* bubble and emulsion phase velocities, the interaction
between the bubble and particle phase can also be studied from instantaneous flow patterns. Dedicated experiments have to be performed, creating images for both PIV and DIA analysis. A single bubble experiment is performed (see e.g. figure 3.3), but a series of similar experiments are required to quantify the interaction. The flow of particles below the bubble can then be quantified.

In this section, it was shown that it is likely that the average emulsion phase velocity can be determined with results from the DIA program. It would be highly desirable to accurately predict the vertical emulsion phase flow, only with bubble data. Existing correlations are able to predict the bubble properties accurately. If these properties could yield a good description of the emulsion phase, a new model based on phenomenological correlations can be proposed.

Additional experiments, gaining large amounts of data for the DIA program, should be performed in order to investigate the coupling in more detail. It has been investigated which bubble parameters are supposedly of importance when studying the interaction phenomenon.

**Figure 5.9:** The result of eq. 5.4 ('Bubble') compared to the measured emulsion phase velocity in two cases at two heights (a) \( u_0 = 2.5u_{mf} \); \( h = 0.15 \text{ m} \); \( n = 20 \) classes. \( z = 25, 50 \text{ mm} \); (b) \( u_0 = 2.5u_{mf} \); \( h = 0.30 \text{ m} \); \( n = 30 \) classes. \( z = 100, 200 \text{ mm} \).
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Conclusions and Recommendations

6.1 Conclusions

The hydrodynamics of the particle phase and the behavior of the bubble phase in a gas-solid fluidized bed were experimentally investigated using two non-invasive optical techniques. The bed consisted of glass beads in the Geldart B range. The superficial gas velocity was varied between 1.5 and $3.5u_{mf}$, and the aspect ratio of the bed ranges from 0.3 to 2. To conduct the investigation, several programs have been developed as described in this thesis.

A novel method has been proposed to perform PIV analysis on granular systems reliably. Due to particle raining through the bubbles, the raw PIV vector data contains many large downward vectors, based on only a few particles, that have a severe impact on the time-averaged emulsion phase flow pattern. The new method combines two non-invasive measuring techniques. The first technique yields the location of bubbles on an image. The second is PIV, needed to obtain the instantaneous flow pattern. The proposed method combines both results to filter instantaneous vectors that are located in a bubble. The correction algorithm was found to have a significant influence on the emerging time-averaged emulsion phase flow patterns. The method results in a more pronounced upward flow of particles, which is found for all cases.

Several other algorithms supporting PIV analysis were developed. Large bed areas cannot be photographed as a whole due to restrictions on PIV image resolution. The bed behavior can be recorded in several instances. Each instance covers a different part of the full bed, which in total cover the full bed area. The time-averaged flow patterns of the individual instances can be combined by a stitching program. Moreover, a method to investigate the reproducibility of PIV experiments was developed. It was shown that the PIV recording schemes used for this investigation yielded reproducible time-averaged results, when at least 200 instantaneous vector fields are employed.

Using a pseudo-2D setup, the hydrodynamics of the particles was investigated using PIV and the proposed correction algorithm. Downflow was observed at the walls and the upward flow area stretch from the lower wall region up to the center of the bed. The velocity of the particles was shown to increase significantly at increasing superficial gas flow. Increasing the bed height does not influence the main bubble path; at low aspect ratios bubbles erupt at the surface before shifting to the center.
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Furthermore, a digital image analysis algorithm has been developed. The algorithm obtains bubble parameters from a series of images. Among others, it accounts for the position, velocity and shape of the bubbles on the images. The algorithm was validated using synthetic images. Also, the bubble parameters obtained with DIA showed a good reproducibility when importing more than 2000 images into DIA.

The walls of the reactor do not only restrict the bubbles to a maximum size. Changing the bed width also affects the distribution of smaller bubbles. A correlation, describing the bubble growth as a function of the height in a pseudo-2D bed, was obtained from literature. The correlation largely overpredicts the bubble size in the current setup due to differences in bed width. Therefore, the correlation was adapted to fit both the experiments of Shen et al. and the results of the present studies. The adapted correlation shows good agreement with current experiments, however, it has to be verified whether the correlation shows good predictions of other bed sizes.

The bubble rise velocity was best predicted by the equation for a single rising bubble, although with a slightly different coefficient $K_B$ of 0.6. This result confirms literature reports on this subject. Besides, the aspect ratio of a bubble and the rise velocity are shown to be related. The derived equation is found to be valid for different superficial gas flows, bed diameters and aspect ratios.

A proposal has been formulated to study the two phase interaction. Current experiments provide too little data to formulate a generic expression for the coupling. However, the relevant parameters $d_b$, $u_b$, $A_b$ and $j_b$ were identified by observing a similar trend between emulsion phase velocity and the derived equation. The experiments show that the developed DIA program is able to measure a large variety of parameters accurately. PIV results are improved by the correction algorithm. While all the tools needed are complete and have been tested thoroughly, the next step is to study the coupling between the phases in more detail.

6.2 Recommendations

The correction algorithm can be set more strictly, by completely disregarding vectors that are partially based on a low packed bed area. The current implementation still considers these vectors for a part. This might be necessary to prevent the velocity of the wake particles, which adjoin the bubble, to be filtered out. Another way is to decrease the size of a PIV interrogation zone. If a PIV algorithm and the DIA algorithm can be combined in a single program, the bubble areas on the images can be marked before PIV takes place. These parts should then not even take part in the correlation step of PIV. If this is possible, filtering erroneous vectors is not necessary anymore.

The effect of the correction algorithm should be investigated on larger and smaller particle systems. Because PIV gains more and more attention for measurements of granular systems, it is necessary to state new PIV design rules when correction is absolutely necessary, and when conventional PIV might suffice.

This work does not extrapolate the obtained pseudo-2D results, of neither PIV nor DIA, to a 3D geometry. In order to quantify the differences in particle flow for these geometries, experiments have to be performed in 3D beds. The experiments will be performed using the PEPT technique. Experiments should be performed preferably in a bed with $d_{bed} = 0.30$ m. These results suffer the least from an asymmetric flow profile and are obtained at a higher resolution. Also, the effect of wall influences is smaller than experiments in the 0.15 m bed. Once the differences between pseudo-2D and 3D are quantified, experiments investigating the bubble-particle phase interaction in detail can be
6.2. RECOMMENDATIONS

The minimum fluidization velocity of the particles used for this investigation was determined experimentally. The obtained $u_{mf}$ was found to be slightly lower than the theory predicts. For 3D experiments, the $u_{mf}$ should be determined again in a 3D geometry. It should also be investigated why bubbles in the small bed are collapsing, yielding asymmetric and unexpected results.

The adapted Shen-correlation must be tested with different bed diameters. The correlation currently fits results obtained in three beds with a different diameter, but if the equation is generic it should also predict the bubble size in other bed sizes. The same applies to the expression relating the bubble aspect ratio and rise velocity. Once these expressions are validated, the results can be used in model studies.

The coupling between the phases should be investigated thoroughly. By recording images suitable for both PIV and DIA, instantaneous flow patterns and bubble properties can be determined from a single images series. These simulations and experiments can only be performed on a small scale (0.12 x 0.15 m), but can yield valuable information considering the direct bubble-particle phase interaction. Besides instantaneous comparison between the phases, a comparison between the average behavior of bubbles and emulsion phase should take place. The proposed equation for coupling can only be verified using more DIA information than in the current work.

The coupling equation requires bubble parameters that can be obtained using phenomenological correlations. If such a correlation is verified, a new model can be proposed, predicting the emulsion phase behavior from bubble phase input data.
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Appendix A

PIV Design Rules

Many refinements have been made to improve the accuracy of PIV. The velocity bias is an important aspect which has to be dealt with. Also, accuracy on sub-pixel scales has been investigated. Some basic rules needed to perform accurate experiments with PIV are explained in this section.

In order to optimally identify the displacement peak $R_D$, design rules have been specified\cite{17,18,35,36} by Adrian and Keane (e.g.\cite{37}) after Monte Carlo simulations. Westerweel (1997) has summarized them for high image density PIV\cite{17}:

$$N_IF_IF_O > 7 \quad \text{(A.1)}$$

The number of particles in each interrogation area, $N_I$, is multiplied by the in-plane particle loss calculated (see equation A.3b) and the out-of-plane particle movement, $F_O$. Both $F_I$ and $F_O$ should be larger than 0.75. This means that less than one quarter of all particles in an interrogation window are allowed to move out of this window. To calculate $N_I$ we use a cubically packed structure of particles which are being tracked\cite{36}:

$$N_I = \left( \frac{N}{d_p \cdot M} \right)^2 \cdot f_t \quad \text{(A.2)}$$

in which $N$ is the total number of particles, $d_p$ is the diameter of the particles and $M$ a factor to convert pixels to millimeters. The fraction of tracer particles $f_t$ is set to 1 as all particles in the field of view are being tracked.

Fast moving particles or velocity gradients in an interrogation area account for an error termed velocity bias. Because the number of particle-image pairs decreases at higher velocities, the system is biases towards lower velocities (see figure A.1). Dividing the spatial correlation by $F_I(x,y)$ (equation A.3), or the use of window shifting with different sizes compensates for the decrease of interrogation area.

$$R(x,y) = \frac{\hat{R}(x,y)}{F_I(x,y)} \quad \text{(A.3a)}$$

$$F_I(x,y) = \left( 1 - \frac{x-x_c}{N_x} \right) \left( 1 - \frac{y-y_c}{N_y} \right) \quad \text{(A.3b)}$$

Window shifting creates a ballpark estimate of the flow field with large interrogation areas, followed by correlation of smaller areas. Because the general displacement is known, the correlation window can be shifted in the direction of the estimate. As stated before, gradients can also cause a velocity bias. The displacement correlation peak is
broadened as particles in the interrogation window have different velocities. The velocity distribution can be assumed to be Gaussian and the peak can be corrected, ruling out velocity differences within the interrogation zone. To consider uniform displacement however, the following relation has to be taken into account:

\[ M |\Delta u| \Delta t \ll d_t \]  \hspace{1cm} (A.4)

Small interrogation windows might yield mismatched correlation, which is why typically windows of 32x32 or more pixels are chosen\[^{35}\]. A typical error margin for 32x32 pixel windows is estimated to be 0.05 – 0.1 pixels\[^{17}\], which is expected to be adequate for our measurements.

Furthermore, it was determined that a tracked particle should be represented by at least three picture elements (pixels)\[^{36-38}\]. The ultimate spatial resolution of a PIV result is determined by one’s ability to track individual particles\[^{18}\].
Appendix B

Edge Detection

Edge detection is a part of the DIA program. It was initially implemented to separate bubbles from emulsion phase, but it was shown that the edge between bubbles and emulsion phase is a gradient rather than a strong edge. The edge detection can however be used to separate the freeboard from the particles, as this border is usually quite sharp.

The edge between the freeboard and the particles in the bed is not a static horizontal line due to eruptions of bubbles, waves at the surface and bed expansion which is why a removal of a static number of rows from the top would not work. But, it can be assumed that the difference of intensity between pixels on the bed and pixels of the background is high. A differentiation operator, commonly known as an edge detection algorithm, can detect such intensity differences, based on a combination of the vertical and horizontal gradient. Further explanation can be found in figure B.1. Several finite difference edge detection algorithms were tested, because they are fast and easy to implement. A $5 \times 5$ convolution mask is less sensitive to changes in a small area. It was observed that a Sobel mask, which takes direct (horizontal, vertical) neighbors more strongly into account than diagonally adjacent pixels, performed better than, for example, a Prewitt mask. The result of the edge detection can be found in the first image of figure 3.1b. Obviously, a large part of the edge can be detected, but when a bubble erupts, the freeboard boundary is still not specified clearly. Using empirical techniques, the freeboard is defined throughout the bed without having to rely on edge detection solely. The final resulting freeboard can be found in the second image of figure 3.1b.
**Figure B.1:** Explanation of the $5 \times 5$ Sobel Edge Detection: The Sobel operator (upper layer) is over all of the pixels of the image (second layer). The values of the mask $M_{i,j}$ are multiplied by the pixel intensities $I_{i,j}$ directly below it, and summed for the center pixel. This yields a high value if an intensity gradient is found, or a low value if surrounding pixels around the red square are quite similar. With the mask shown, edges only in 1 direction are found (e.g. vertical). The mask must be rotated $90^\circ$ to find edges with another orientation (e.g. horizontal). The values of the edge matrix $E_{i,j}$ can be found after taking the root of their squared sum.
Appendix C

Particle flow patterns

This appendix outlines the resulting time averaged flow patterns for the cases which were not given in the report. It also gives the vertical velocity component as a function of the lateral position for different heights. Note that the scale of the figures is adjusted according to the velocities encountered.

The experimental parameters are given in the captions of the figures. A short list of all results is given here, with the bed diameter $d_{\text{bed}}$, unfluidized bed height $h$, bed aspect ratio $h/d_{\text{bed}}$ and the superficial gas velocities $u_0$.

<table>
<thead>
<tr>
<th>Bed size</th>
<th>$d_{\text{bed}}$ [m]</th>
<th>$h$ [m]</th>
<th>$h/d_{\text{bed}}$ [-]</th>
<th>$u_0/u_{mf}$ [-]</th>
<th>Figure</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wide</td>
<td>0.30</td>
<td>0.1</td>
<td>0.33</td>
<td>1.5; 2.0; 2.5; 3.5</td>
<td>C.1</td>
<td>59</td>
</tr>
<tr>
<td>Wide</td>
<td>0.30</td>
<td>0.15</td>
<td>0.5</td>
<td>1.5; 2.0; 2.5; 3.5</td>
<td>C.2</td>
<td>60</td>
</tr>
<tr>
<td>Wide</td>
<td>0.30</td>
<td>0.30</td>
<td>1.0</td>
<td>1.5; 2.0</td>
<td>C.3</td>
<td>61</td>
</tr>
<tr>
<td>Wide</td>
<td>0.30</td>
<td>0.30</td>
<td>1.0</td>
<td>2.5; 3.5</td>
<td>C.4</td>
<td>62</td>
</tr>
<tr>
<td>Wide</td>
<td>0.30</td>
<td>0.45</td>
<td>1.5</td>
<td>1.5; 2.0; 2.5; 3.5</td>
<td>5.2</td>
<td>37</td>
</tr>
<tr>
<td>Small</td>
<td>0.15</td>
<td>0.075</td>
<td>0.5</td>
<td>1.5; 2.0; 2.5; 3.5</td>
<td>C.5</td>
<td>63</td>
</tr>
<tr>
<td>Small</td>
<td>0.15</td>
<td>0.15</td>
<td>1.0</td>
<td>1.5; 2.0; 2.5</td>
<td>C.6</td>
<td>64</td>
</tr>
<tr>
<td>Small</td>
<td>0.15</td>
<td>0.15</td>
<td>1.0</td>
<td>3.5; 6.0</td>
<td>C.7</td>
<td>65</td>
</tr>
<tr>
<td>Small</td>
<td>0.15</td>
<td>0.30</td>
<td>2.0</td>
<td>1.5; 2.0</td>
<td>C.8</td>
<td>66</td>
</tr>
<tr>
<td>Small</td>
<td>0.15</td>
<td>0.30</td>
<td>2.0</td>
<td>2.5; 3.5</td>
<td>C.9</td>
<td>67</td>
</tr>
</tbody>
</table>
Figure C.1: Parameters: \( d_{bed} = 0.30 \text{ m}; \) \( h_{bed} = 0.1 \text{ m}; \) (a)+(b) \( u_0 = 1.5u_{mf}; \) (c)+(d) \( u_0 = 2.0u_{mf}; \) (e)+(f) \( u_0 = 2.5u_{mf}; \) (g)+(h) \( u_0 = 3.5u_{mf}; \)
Figure C.2: Parameters: \(d_{\text{bed}} = 0.30 \text{ m}; h_{\text{bed}} = 0.15 \text{ m}; \) (a)+(b) \(u_0 = 1.5u_{mf}; \) (c)+(d) \(u_0 = 2.0u_{mf}; \) (e)+(f) \(u_0 = 2.5u_{mf}; \) (g)+(h) \(u_0 = 3.5u_{mf}; \)
Figure C.3: Parameters: $d_{bed} = 0.30$ m; $h_{bed} = 0.30$ m; (a) + (b) $u_0 = 1.5u_{mf}$; (c) + (d) $u_0 = 2.0u_{mf}$. 
Figure C.4: Parameters: $d_{bed} = 0.30$ m; $h_{bed} = 0.30$ m; (a)+(b) $u_0 = 2.5 u_m f$; (c)+(d) $u_0 = 3.5 u_m f$;
Figure C.5: Parameters: $d_{bed} = 0.15$ m; $h_{bed} = 0.075$ m; (a)+(b) $u_0 = 1.5u_{mf}$; (c)+(d) $u_0 = 2.0u_{mf}$; (e)+(f) $u_0 = 2.5u_{mf}$; (g)+(h) $u_0 = 3.5u_{mf}$;
Figure C.6: Parameters: \(d_{\text{bed}} = 0.15\, \text{m}; \ h_{\text{bed}} = 0.15\, \text{m}; \) (a)+(b) \(u_0 = 1.5u_{mf}; \) (c)+(d) \(u_0 = 2.0u_{mf}; \) (e)+(f) \(u_0 = 2.5u_{mf}; \)
Figure C.7: Parameters: $d_{bed} = 0.15$ m; $h_{bed} = 0.15$ m; (a)+(b) $u_0 = 3.5u_{mf}$; (c)+(d) $u_0 = 6.0u_{mf}$;
Figure C.8: Parameters: $d_{bed} = 0.15$ m; $h_{bed} = 0.30$ m: (a)+(b) $u_0 = 1.5u_{mf}$ (c)+(d) $u_0 = 2.0u_{mf}$
Figure C.9: Parameters: $d_{bed} = 0.15$ m; $h_{bed} = 0.30$ m; (a)+(b) $u_0 = 2.5u_{mf}$ (c)+(d) $u_0 = 3.5u_{mf}$
Appendix D

DIA results

Figure D.1: Bubble diameter distribution in different bed heights. Parameters: $u_0 = 2.5u_{mf}$; $n = 40$ categories. (a) $d_{bed} = 0.15$ m; $h_{bed}$ varies; (b) $d_{bed} = 0.30$ m; $h_{bed}$ varies.
Figure D.2: The relation of Shen et al. is plotted with experimental data. Parameters: \( u_0 = 1.5, 2.0, 2.5 \) and \( 3.5 \mu m_f \); \( n = 40 \) categories. (a) \( d_{bed} = 0.15 \) m; \( h_{bed} = 0.30 \) m (b) \( d_{bed} = 0.15 \) m; \( h_{bed} = 0.45 \) m (c) \( d_{bed} = 0.30 \) m; \( h_{bed} = 0.30 \) m (d) \( d_{bed} = 0.30 \) m; \( h_{bed} = 0.45 \) m; (e) \( d_{bed} = 0.30 \) m; \( h_{bed} = 0.10 \) m.
Figure D.3: The adapted Shen-correlation fits good with current experiments. The only discrepancies are found at high superficial gas velocities, probably due to restriction of the maximum bubble size. Parameters: $u_0 = 1.5, 2.0, 2.5 \text{m/s}$; $h_{bed} = 0.30 \text{ m}; n = 40$ categories. (a) $d_{bed} = 0.15 \text{ m}$; (b) $d_{bed} = 0.30 \text{ m}$.

Figure D.4: Bubble rise velocity as a function of the aspect ratio, and the distribution thereof. Parameters: $u_0 = 1.5, 2.0, 2.5 \text{m/s}$; $d_{bed} = 0.30 \text{ m}; n = 80$ categories. (a) $h_{bed} = 0.15 \text{ m}$; (b) $h_{bed} = 0.45 \text{ m}$.