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Summary

Introduction

The OR-department of Streekziekenhuis Koningin Beat Winterswijk faces the need to improve

efficiency, while the OR schedule causes high pegkirements for beds on surgical wards, waiting
lists for surgery remain long and OR-planners datth increasing workloads due to a multitude of
equipment related constraints. The OR-departmeBkd can be characterized as ‘high volume, low
complexity’, with short case durations and a smathber of operation types covering the majority of

operations performed.

Objectives

The aim of this research is to develop a surgemgdaling system for the OR-department of SKB that
increases OR efficiency, levels bed occupancy at dtwrgical wards and reduces workload for
planning personnel, while satisfying the constsaisg¢t by limited resource availability (instrument
sets required, ward bed capacity, and equipmentirext). OR efficiency is measured by two
measures: (1) idle time of the OR at the end ofddng after having performed all planned surgeries,
(2) overtime required for performing all plannedgaries. Inefficiencies due to idle time and ovedi
are equivalent to substantial costs for the hosprianagement and should therefore both be
minimized. The outcome of this research is furtt@errequired to consist of directions, rules and/or
procedures for surgery scheduling, rather thanoowsuilt planning software and is required to be

able to be implemented within the restrictions wfrent information systems as much as possible.

Methods

We evaluate several different scheduling approablyessing self-programmed scheduling software
and evaluate the performance of our schedulesdiingethese in a couple of event-based simulation
runs. We run these tests on modelled data, whictlesige from actual historic data from the hospital
information systems. Model validation shows that may assume the results of our study to be

sufficiently valid for the real life situation ak®, within the context and assumptions of our resea

The scheduling approaches we test consist of a ioattn of scheduling heuristics of two sorts:
constructive and improvement heuristics. The corsire heuristics resemble a structured process of
efficiently filling the OR capacity with operationsvhile taking all constraints into account with
regard to required instrument sets, required egaipgmmaximum waiting time of the patient and
limited capacity at the surgical ward. The improestnheuristics resemble a trial-and-error procéss o

trying to improve the schedule with regard to tleef@rmance indicators (idle time, overtime and bed
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occupancy levelling) while maintaining a feasiblehedule with regard to the resources required.
Furthermore, we test seveqahnning targetso address the question at which target leveln@en

should be aiming to optimally balance idle time ardrtime.

A major part of our method focuses on the use Mfaater Surgical Schedul®SS). The underlying
idea of such an approach is that surgeries of ssanee surgery type are very similar. The effort of
scheduling these surgeries could be reduced enstynby creating a cyclic blueprint, containing
‘slots’ of these surgery types. Real surgeriestiaea assigned to empty ‘slots’ of the corresponding
surgery type. This means that, when the hospitalages to construct a feasible, acceptable and
optimized master schedule (MSS), weekly planningld/doil down to filling in a ‘blanks exercise’.
All the constraints and performance objectives. (eelled bed occupancy) are already incorporated
in the MSS. The MSS approach has the promise dftlgreeducing complexity at the operational
offline planning level, while performance, whichkiased on the quality of the master schedule, may
greatly improve if you manage to construct an deogland well balanced MSS. We evaluate such an
approach and vary several parameter values in dodeletermine the ‘optimal’ cycle length and

number of slots for each surgery type.

Results

The simulation data show that the results are l@stan approach with a combination of a
straightforward (Random Fit) constructive heurisdicd the most advanced form of improvement
heuristic we tested (RE123+), while using a strfayivard 100% planning target. Regrettably,
running the improvement heuristics is not doabteafbuman planner, so this approach dit not méet al
criteria. The best feasible approach consistseiige of dMaster Surgical Scheduleith cycle length

of 4 weeks, and the use of straightforw&andom Fitand 100% planning target for the remaining
surgeries. This approach leads to a reduction eftione and idle time of respectively 46% and 34%,
while reducing fluctuation in bed occupancy leveliby a mere 56% on average. Furthermore, over
83% of all surgeries can be scheduled within thetssof the MSS, greatly reducing the complex

puzzle that planners need to solve each week.

Recommendations
SKB is recommended to:
- define and maintain surgery types and use thesa foR planning
- use predictions based on historical data for omgraduration and turnover time for each
surgery type, rather than surgeon-based estimates
- construct a MSS consisting of an agreed numbdotsf for each surgery type
- use an optimized MSS to further fine-tune wishethefrelevant stakeholders in the hospital

with regard to OR planning
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1. Introduction

The operating room (OR) department of the Stre&kribuis Koningin Beatrix (SKB) in Winterswijk,

a regional hospital in The Netherlands, is requiteiinprove performance by making better use of its

available resources. Interdependencies with otlspital functions and departments are numerous
and complex, which causes both restrictions onopesdnce as well as the OR department to have
serious implications for the management of reldtedpital functions and departments. Day-to-day

operations in the OR department are driven by tRes€hedule, a document that states which patients
are to have surgery at which moment in time. Cngasiuch a schedule is a complex task, due to a
multitude of constraints, preferences and objestitkat planners need to take into account.

Meanwhile, the schedule has major consequencgsef@ormance on the OR department in terms of

waiting time, utilization and overtime as well & tperformance of interrelated departments such as
surgical wards. This research focuses on operatogym scheduling as a means to improve

performance of the OR department of SKB.

Section 1.1 provides a brief context descriptiod #re problem definition. In Section 1.2 we positio
our research by describing our research focusidpett3 poses the objectives of this research, and

section 1.4 lists the research questions and piseaaroutline for the remainder of this report.

1.1 Context description and problem definition
The changing financial system aiming at privatimatand competition puts pressure on health care

institutions, including hospitals, to improve effincy and productivity. At the same time, the duyali
of hospital care is becoming more transparent &repts, politicians and society as a whole, partly
due to several benchmarking projects. Hospital mament is forced to improve both efficiency and

guality of care. More than often, these object@esconflicting (Glouberman and Mintzberg, 2001).

One of the main and most expensive resources o$pital is the operating room (OR). Whereas more
than 60% of all hospital admissions involve surgémg operating room is both a cost driver as all

a profit driver (OECD, 2005). Improving productivibf the OR department is a major interest for
many hospitals (TPG, 2004).

Streekziekenhuis Koningin Beatrix in Winterswijki(ther referred to assKB or ‘the hospitd) is a

regional hospital in the east of The Netherland&h\&pproximately 250 ward beds, 1100 employees
and 60 medical specialists, it provides basic ¢areapproximately 150.000 inhabitants in the area.
Table 1.1 denotes the three locations where surgicaedures take place within SKB. This research
will focus on the OR department in Winterswijk, whiconsists of 5 inpatient operating rooms,

including a day care centre used for some spemifipatient surgeries.

11
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Table 1-1 SKB operating rooms

Location Department Surgery type

Winterswijk OR department Inpatle_nt/Outpatlent
Emergency dept Outpatient

Velen (Germany) Single OR Outpatient

The hospital management wishes to improve OR peeaoce in general terms of resource utilization,
production volume and cost reduction. Other stakkdte perceive different problems in and around
the OR. OR personnel faces high variability in attasurgery duration leading to varying daily
workloads. Some surgeons complain about not belihg @ perform the amount of surgeries they
want. Surgical wards deal with large fluctuationspatient flows, which leads to low average bed
utilization and frequent overstaffing as well aslerstaffing. OR planners face a weekly challenge of
constructing a feasible and acceptable OR schedueounting for a multitude of constraints,
preferences and objectives. Scheduling surgeriefiés tightly constrained by limited availabiliof
additional equipment such as X-ray machines or casneas well as limited availability of sterile

surgical instrument sets and insufficient capaaitthe surgical wards.

In this context we define the following problem:
The OR-department of SKB faces the need to impmfiiagency, while the OR schedule causes high
peak requirements for beds on surgical wards, waitists for surgery remain long and OR-planners

deal with increasing workloads due to a multitudeguipment related constraints.

1.2 Research focus
We use the framework of Van Houdenhoven et al. 2@ position our research. In their framework

for hospital planning and control, they distinguisatween four hierarchical levels of planning:
strategig tactical, operational offlineandoperational onlingplanning.

Medical Resource capacity Material Financial
planning planning coordination planning

Case mix planning,

Strategic layout planning,
capacity dimensioning

Allocation of time and

Tactical resources to
specialties, rostering

Operational Patient scheduling,
offline workforce planning

Operational Monitoring, emergency
online coordination

& uonisodwooap [ealyaselaly >

< managerial areas >
Figure 1-1 Framework for hospital planning and contol (Van Houdenhoven et al., 2006)

12
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When applied to the operating room capacity plagniwe observe the following main planning
activities. At the strategic level, the capacityndnsioning of the OR department is determined and
capacity is divided over specialties. At the tatievel, slots of OR time are assigned to a specif
specialty or surgeon and surgical staff is plan#e¢dhe operational offline level, elective patigmire
scheduled in advance, and staff is assigned teefgpOR. This results in a@R scheduleAt the
operational online level, planning becomes cordral day-to-day disturbances are dealt with, such as
unexpected delay or the arrival of emergency sieg€van Houdenhoven et al., 2006). This research
focuses on theperational offlinelevel of OR planning, which we naneg@erating room scheduling

At this level, resource capacities are already rdeteed and allocated. The problem consists of

assigning actual patients to operating rooms atehaéning the planned start time of every surgery.

Although we note that OR performance improvemeny fma achieved by opportunities at the other
planning levels, we specifically choose the OR dalieg problem as a starting point in modeling OR
planning. Future research at other levels of ORmfeg may build upon our model and results. We
use our model to identify opportunities for tetrategic and tactical level by evaluating several

approaches.

1.3 Obijectives

We formulate the following research objective witkie research focus:
The aim of this research is to develop a surgehedaling system for the OR-department of SKB that
increases OR efficiency, levels bed occupancy atstirgical wards and reduces workload for

planning personnel, while satisfying the constraiset by limited resource availability.

We formulate some additional requirements for timalf outcome of this study, enabling for
implementation of recommended solutions as wekkrabling future research to be built upon our
results. We require the outcome of this research:

a. to include a useful and generic model of the cursi#tmation, that can be used for
future studies focussing at tratrategic tactical and operational onlineplanning
levels

b. to consist of directions, rules and/or procedussiurgery scheduling, rather than
custom-built planning software

c. to be able to be implemented within the restridiohcurrent information systems as

much as possible
We propose several alternative surgery schedulmstems, which we analyze using an event-based

simulation model. We use the following performamz#cators to evaluate the alternatives:

d. Idle time of the OR at the end of the day, aftesitg performed all planned surgeries

13
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e. Overtime required for performing all planned suiger
f. ‘Smoothness’ of bed occupancy level at the surgieatl caused by elective surgeries

g. Complexity of OR scheduling task for OR planners

1.4 Research questions and outline
To attain our research objective, we pose theviolig research questions:

1. What restrictions and objectives can be identifiethe current surgery scheduling system and
what methods are used?

2. What parameters, scheduling methods and performardieators are known from the
literature on operating room scheduling and whighralevant for this research?

3. Which input parameters, constraints and performand&ators are incorporated in this
research?
What alternative surgery scheduling systems areoppiate for SKB?
How are the alternative surgery scheduling systammspared?
What are the values of the input parameters antbrpesnce indicators in the current
situation?
What is the modeled performance of the alternatives

8. Which surgery scheduling system is most suitabl&S#KB?

In which areas do we recommend SKB to engage urdutsearch on capacity planning?

In Chapter 2, we elaborate on the context, as vedyam the current processes of capacity planning
and control of the OR department. We focus spetifion the current process of scheduling surgeries
(research question 1), describe the main processmsd around the operating room and analyze the

performance of the current situation.

Chapter 3 reviews the contributions that severthas have made to the field of operating room
planning and scheduling. We describe the most itapblinput parameters, performance indicators

and scheduling methods and systems that are fouthe iliterature (research question 2).

In Chapter 4, we define the scheduling problem ematruct a model. This model consists of the
definition of inputs, outputs, outcomes and comstsathat are incorporated in this research (resear

guestion 3). For solving the scheduling problene propose several alternative scheduling
approaches, consisting of a set of rules and methwdscheduling surgeries (research question 4).
The output of the scheduling problem is a schedilehich the outcome in terms of the performance
indicators cannot be determined analytically. Tfegee we construct a simulation model to evaluate

the performance of the schedules created by oyogenl scheduling systems.

14
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Chapter 5 presents the data we gather to use asimpur model. We report relevant characteristics
of the modeled resources as well as modeled pdyipes. We express stochastic parameters, such as
the expected duration of surgery, in terms of tegcal probability distributions which we fit toeh

data gathered from the hospital (research que6jion

Chapter 6 presents the results of our researchstéifle the results in terms of values of the indiald
performance indicators and we assess the tradeetffeen these multiple criteria (research question
7).

Chapter 7 concludes this report. We recommend tspital to implement one particular surgery
scheduling system and present general guidelinethéimplementation process (research question
8). We also recommend further research based oroirement opportunities we identified during our

research period (research question 9).

15
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2. Context analysis

This chapter describes the context of the problemare detail. First, Section 2.1 introduces thénma
processes in and around the operating room depatitrafier a general introduction. Section 2.2
describes the current operating room planning arbduling processes and systems. Section 2.3
presents the performance of the current situatiderims of performance indicators. In Section 2e4 w

analyze the causes for this performance, from &tatinze as well as a quantitative perspective.
2.1. Operating room process description

2.1.1. General information

The operating room department of the SKB consibtsboinpatient operating rooms. One of these

ORs (ORE6) is also used for some specific outpatpetrations, such as eye surgery and ENT (Ear-
Nose-Throat) operations on children. Adjacent ts (BR are two separate rooms for preparation,
waiting and recovery processes of these outpabpetations. Together, these rooms form the so
called ‘day care centre’. However, this OR is dlslly equipped for inpatient operations and in

practice it is used for both types. Section 2.1eBcdbes in more detail how the processes in and
around the OR differ between outpatient and inpafieocedures. Furthermore, one of the operating
rooms (OR3) is currently not in use for operationscause it appeared that its capacity was not
needed. It is currently used as storage space Yastanumber of materials and equipment needed at

the OR department, making it the one of the mogérsive storage rooms in the entire hospital.

Regular working hours for the operating room dapaertt are from 8:00 until 15:00 from Monday
until Friday. Nonetheless, surgeries are oftenquaréd outside these hours and in weekends, because

emergency patients needing surgery may arrive Réstenday, 7 days a week.

The OR department has a total workforce of apprakehy 60 people, among which are surgery-
assistants, anaesthesia-assistants and recovesgsnufections 2.1.2 and 2.1.3 provide more
information about the tasks of the OR personneltbeumore, a total of 6 anaesthetists and 23
surgeons from 8 different medical specialties atére operating rooms for performing the actual

surgeries.

16



Operating room scheduling in SKB Winterswijk
Thijs Knoeff

In 2007, a total number of 8744 surgeries with eerage durationof 47 minutes were performed at

the OR department. With such short case duratiwas;an classify the SKB as a ‘high volume-low
complexity’ hospital, which is typical given its @graphic location. Table 2.1 presents some more
characteristics on the operations performed in 26@jure 2.1 shows the cumulative number of cases
based on (main) procedure cad&/e observe that a fairly small number of casesy(20%) cover the

majority of operations (80%).

Table 2-1 - Key figures operating room departmentdata: 2007)
Number of operations 8744
Number of procedure codes 440 main codes, 917 unigue combinations
Elective/emergency ratio 87% elective, 13% emergency
Inpatient/outpatient ratio 84% inpatient (incl. 1-day-admissions), 16% outpatient
Average duration 47 minutes
Standard deviation of duration 37 minutes
1.200
1.000
L>; 800
c
S
_ . o 600
Histogram duration o
L 400
200
U T T T T T
0 100 200 300 400 500
Operation duration (min)

! Surgery duration is defined as the time that ditéept is physically present at the OR. This exetud
anaesthesia time before operation (more detafieation 2.1.2)

2 A procedure codds a unique identifier for the type of procedurerfprmed (e.g. ‘035700 / HERNIA
INGUINALIS, OPEN PROCEDURE), supplied by the suogeafter the operation. An operation consists of at
least one and possibly more procedures. @oeedure codés marked asnainprocedure code.
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100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0% T T T T
0% 20% 40% 60% 80% 100%

% of cumulative no. procedure codes

% of cumulative frequency

MainProcedureCode (n =440 types) — AllProcedureCodes (n= 917 types) ‘

Figure 2-1 Cumulative procedure code/frequency disibution (data: 2007)

2.1.2. Process from patient perspective

This section describes the primary processes inpleating room department from the patients’ point
of view. We distinguish the following five types pétients:
1. Elective inpatient, general anaesthesia
Elective inpatient, regional anaesthesia
Elective outpatient, eye surgery

Elective outpatient, ear-nose-throat surgery

a > N

Emergency patient
Type 1 6
Elective inpatient (type 1, type 2) L A
Patients that require an elective inpatient openaftypes 1 and 2) ~

arrive at the hospital on either the day of therafen or the day | 2 Recovery
............. . room
AN

requests the surgical ward by phone to deliverptiiéent at the OR 3

department. After arriving at the OR departmerffedent paths are N

] ] Preparation OR =
followed by type 1 and type 2 patients. Type 1t are those that room 4C

require general anaesthesia, plus those undergoamsarean

Figure 2-2 Type 1 patient path

3 A very small fraction of patients is already résigin the hospital when the decision is made éyoperate. Of
course, these patients are not readmitted.
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section.Furthermore, every first patient of the day focle®R follows the path of a type 1 patient,
regardless of anaesthesia type. Type 2 patientthase that require local or regional anaesthesia
except for every first patient of the day for e&@R andcaesarean section&igures 2.2 and 2.3 show
the paths that type 1 and type 2 patients follothiwithe OR department. A type 1 patient waitshie t
holding area until the anaesthetist and anaestassiatant are available to transport the pat@te

preparation room, which is adjacent to every ORielHanaesthesia

is applied, after which the patient enters the @Rype 2 patient is 1 Type 2 As
brought to the recovery room after entering the @#partment. ]
Here, the anaesthetist applies the regional aresathwhich takes 2 #>

—

some time to settle in. After this time, an anaestirassistant and a

Recovery room

surgery-assistant bring the patient directly to@e / AN

, Holding area :
After arriving at the OR, the patient is furtheepared for surgery“\ ______________ / ] I
by the OR team (the anaesthesia-assistant andrgwggstants). 3 i
This involvespositioning draping and disinfection of the incision Preparation N OR -
area After this, the actual surgical procedure is perfed by the room

surgeon. An anaesthetist, an anaesthesia-assiataht surgery-
assistants monitor the patient’s situation andsas$se surgeon during _

) ) ] Figure 2-3 Type 2 patient path
the operation. After the operation, the wound isied and bandaged

and the patient stabilized, after which the patieates the OR.

After the operation, the anaesthesia-assistansargery-assistant transport the patient to thevesgo
room. Here the patient is monitored by the recoverses and anaesthetist while recovering from
surgery. Depending on the condition of the patikator she stays in the recovery room for 15 mewute
to several hours. Once the patient has sufficietyvered, he or she is picked up by a ward nurse
and transported back to the surgical ward. Here,phtient recovers several hours or even days,

depending on the patient’s condition and type @arafion.

Elective outpatient — Eye surgery (type 3)

Figure 2.4 is a schematic representation of thg tdae centre’ and shows the path of type 3 patient
Patients requiring eye surgery are not admittettiénhospital. The patient checks in at the admissio
office in the entrance hall of the hospital at siggeed time and walks to the ‘day care centreettogy
with his companion (relative, friend, etc.). Hebeth are received in the preparation room, whesg th
get explanation about the preparation and operaliban, the patient is prepared for operation with

help of its companion. After preparation, the patiwalks to the OR, while the companion is asked to

* Regional anaesthesigauses the loss of pain sensation in specific nsgad the body (e.g. as a single arm, a
single leg, or the entire lower body). The patiesg no loss of consciousness, as opposed to ganaedthesia.
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wait in the waiting room. In the OR, the surgeord ats team
perform surgery, after which the patient walks baoto the
1 5 :
preparation room. Here, he shortly recovers fromgexny, before
leaving the hospital together with its companion.
Type 3
Preparation /
recovery room

E
OR

3

Waiting room A

Connection to inpatient |
recovery room \J

Figure 2-4 Type 3 patient path

Elective outpatient — ear-nose-throat surgery (typé)
Just like type 3 patients, type 4 patients onleetite ‘day care centre’ (Figure 2.5). Type 4 pasie
include children under the age of 10 years thatirteehave ENT (Ear-Nose-Throat surgery). All
patients arrive (each with one of their parentghatpreparation room
at 8:15am on the day of surgery. In a group (ofreximately 10
patients/parents) they get explanation about wihildhappen and they

make a tour around the ‘day care centre’. Aftes,thil children and

L . . Type 4
parents wait in the waiting room, where the chiidreave the
: . . Preparation /
opportunity to play. One by one, the parents akea@so bring their | ecovery room
child to the OR. Here, parent and child separateaftew minutes, in @:

which anaesthetist, surgeon and assistants perfibien surgical |

OR
procedure. The patient is then brought to the pegjm/recovery
[E— >
room, where the nurse checks its condition, afthicv parent and Waiting room 3

A

child are reunited. Depending on the type of opanathe patient will

have to recover for some 15 minutes until sevesakr$ In this time, Connection to inpatient |
recovery room
both parent and recovery nurse take care of théd.cWhen Figyre 2-5 Type 4 patient path

sufficiently recovered, parent and child may lethaeshospital.

Essential in the processes of type 3 and typeiémiat is that they are completely separated fitwan t
other inpatient operations going on at the same,tefsewhere at the OR department. The arrows in
Figures 2.4 and 2.5 also show the path that patitake when this OR is in use for inpatient

operations. It then functions as a normal inpati2Rt
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Emergency patient (type 5)

Emergency patients (type 5) arrive from severakseal Most patients that are in urgent need of an
operation enter through the emergency departmenthers are already residing in one of the wards
and face some complication that urgently requitegesy. Most emergency patients that arrive during
normal working hours will first be admitted to argigal ward, where they reside a couple of hours
until OR and surgeon are available to perform syrdgeor a small fraction of the patients, the matlic
condition requires them to be transported direttlyhe OR. Here, they undergo surgery as soon as

possible.

Within the OR department, the path of an emerggratyent is very similar to type 1 and type 2
patients. Whether this patient undergoes anaestbgsial preparation in the recovery room or in the
preparation room adjacent to the OR, depends onynectors. Section 2.1.3 clarifies that this

distinction is not very relevant for emergency eats.

Figure 2.6 summarizes the patient process and ot the ten times that are recorded into the
hospital information system for every patient andgery, numbered 1 to 10. Table 2.2 adds some

important definitions.

1. Calling 2. Arrival 3. Start 4. End 5. Arrival 6. Start 7.End 8. Departure 9. Arrival 10. Leave

OR dept preparation preparation OR surgery surgery OR recovery for ward

: 3 1| Transport ' | Positioning . Suturing

aoroon:| | Manro | astesa| | wOR || ampng ||| SO | | cancagng | | [N | R
P ‘ tl (+waiting) disinfection P Anes. Rev. v
- >
77777777777777777777777777777777777777 » A. Net surgery duration R
C. Turnover time ‘ “ C. Turnover time
B. Gross operation duration

Figure 2-6 Patient process, time recording

Table 2-2 Definitions

A. Net surgery duration Length of the time interval in which the surgeon is performing one or more
surgical procedures on the patient

B. Gross operation duration Length of the time interval in which the patient is present at the operating room

C. Turnover time Length of the time interval in which no patient is present at the OR between two
consecutive operations

We stress the fact that anaesthesiological préparat not included in both net surgery duration as
well as gross operation duration, as this activityes not take place in the operating room.
Furthermore, in the remainder of this report, we tise definition ofGross operation duration

whenever we state anything about duration of ojmarat
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2.1.3. Process from operating room perspective

Besides the activities that are directly relatedhi patient, several other activities also contghto
the primary processes of the operating room depetinT his section focuses on the processes from

the point of view of a single (inpatient) operatitmgm.

After some initial start up activities in the begimg of the day, such as inspection of equipmendt an
machines, a repetitive process starts. Before epehation, the surgery- and anaesthesia-assistants
(resp. 3 and 1 for each OR) prepare for the omeraby collecting and setting up all materials,
instruments, equipment, and apparatus needed éowoperation. Protocols for all main operation
types, available through a digital information gysf contain ‘shopping lists’ and instructions ttre

OR team uses to prepare everything for the operafiben, at some time, the patient is brought ¢o th
OR by the anaesthesia-assistant and the OR-ae$i\as stated in Section 2.1.2 take place. After the
patient has left the OR, the assistants tidy up dedn the room where necessary. Then, while the
anaesthesia-assistant gets the next patient, toegs repeats itself until all scheduled patieatgeh

been operated.

The anaesthesia-assistant is always responsiblérdosporting the patient from the OR to the
recovery room and for picking up the next patieatrf either the holding room (type 1 patients) @ th
recovery room (type 2 patients). Therefore, theeatheesia-assistant also has responsibility for ingaki
sure the upcoming patients arrive timely at the d@Rartment, and does this by signalling the OR

secretary timely to call the ward for the next @ati

We observe that the main difference between typedltype 2 patients is not the location where they
have their anaesthesiological preparation, but tihatis aserial activity for type 1 patients, and a
parallel activity for type 2 patients. For type 1 patierdsaesthesiological preparation takes place
after the anaesthesia-assistant picks up this patient fh@ holding room, sbetweerthis operation
and the previous one. For type 2 patients, anassetbgical preparation has already taken placéen t
recovery room whethe anaesthesia-assistant arrives to pick up ttienpaso it happeneduring the
previous operation. Of course, this may have seriooplications for the time required between

operations. Section 2.3 sheds some more lightisensue.

2.2. Operating room planning and scheduling
We use the framework for hospital planning and mrfi/an Houdenhoven et al., 2006), presented in

Chapter 1, to describe the different planning amwotrol processes for the OR department. Although
the research focuses on the operational offlinarhe level, this section briefly discusses theeoth

planning levels as well.
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2.2.1. Strategic planning

At the strategic level, the capacity dimensionirfgthe OR is determined in terms of number of
operating rooms, regular working hours, inventofyngtrument sets, available equipment, etc. Such

decisions are made at an infrequent basis, asftay involve large investment decisions.

Strategic planning also involves the allocatiof©O&-time to the different medical specialties. Fos t

a cyclicsession schedulds constructed, which is revised on a yearly baRigs two-week schedule
assigns sessions to medical specialties. Most ,oftech session covers the entire period of regular
working hours for a single OR on a single day. C#pas divided based upon case mix projections
for the upcoming year and experience with the ddbecurrent session schedule. Besides, for every
specialty, a fixed turnover time is determined,doben experience with the duration of activities
between operations for this specialty. Table 2@axshan example of the current session schedule for
2007. Appendix 1 lists the abbreviations used.

Table 2-3 Session schedule (valid 2007)

Even week OR1 OR2 OR4 OR5 OR6
Monday GEN URO GEN ORT ENT
Tuesday PLA GEN GEN ORT EYE*
Wednesday ENT GYN GEN GEN ENT*ORT
Thursday PLA URO GEN ORT EYE*
Friday ORT ORT GYN GEN ENT*
Odd week OR1 OR2 OR4 OR5 OR6
Monday ENT URO GEN ORT PLA
Tuesday PLA GEN GEN ORT EYE*
Wednesday ENT GEN GEN ORT ENT*
Thursday GEN URO GEN ORT EYE*
Friday NEU/GEN GEN GYN ORT ENT*

* = day care center outpatient session

2.2.2. Tactical planning

On the tactical level, most planning decisions lmgdhe rostering of personnel. Two main planning
activities at this level are surgeon planning amifg2rsonnel planning. Surgeon planning involves the
planning of the main activities of medical spesi@j such as consultations, making rounds and
performing surgery. This planning is done sepaydtgl each medical specialty. The relevant output
for the OR department is the assignment of indi@idsurgeons to the sessions as defined at the
strategic level. In practice, each session is assigo a single surgeon. This surgeon planningtie d

6 weeks to 6 months in advance, depending on theélicale specialty. The planning of
anaesthesiologists is similar, although only onaeathesiologist is assigned to two operating rooms

on a given day.

® A sessioris a predefined time slot of available OR timet iballocated to a single medical specialty.
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OR personnel planning involves the assignment of g@®&onnel to the sessions, as defined at the
strategic level. Each session represents an OR fangle day and needs the assignment of a given
number of surgery-assistants and anaesthesiasagsisEor most sessions, three surgery-assistants
and one anaesthesia-assistant are required, utriy be different for some specific sessions.
Furthermore, the recovery room needs to be stdijed number of nurses each day, some assistants
are planned tsubstitute shiffsand for each day a full team is assigned to eggnight duty. Some
parts are planned annually (such as holidays aedieg/night duties), but main personnel planning

activities are repeated each month and cover thedpef one to two months in advance.

After the strategic and tactical planning actiati¢here are time slots in which an OR is available
single surgeon assigned to perform the operatmm@maesthesiologist is available to anaesthetize th

patients and the OR is staffed by a sufficient neind§ assistants.

2.2.3. Operational offline planning

The operational offline level of OR planning invessthe in advance planning of actual pati€r@ur
research focuses on this level of OR planning, ls® $ection provides a detailed description of
activities at this planning level. Only electivetipats can be planned in advance; emergency psitient

are covered in Section 2.2.4.

From a patient’'s perspective, the process stagtsribment the decision is made to perform surgery.
This decision is an agreement between physician maiignt. The medical specialist fills in an
admission registration form, which provides infotiba required for planning the patient. This
involves patient particulars, short descriptiorthad treatment, expected duration of surgery, exgect
length of stay in the hospital, indication of urggnsome additional information relevant for
preoperative preparation and possibly other petiidis w.r.t. anaesthesia or surgery. This form is
processed at the central admissions departmentevithis completed with additional patient contact
information. The future admission/operation is th@aced on the waiting list, which is kept both
digitally and physically. This continuous processvers the arrival process of elective patients

requiring surgery.

When planning a patient, the planning of the syrgeleading. However, a surgery involves a number
of other preceding and succeeding activities thsat aeed to be planned, such as the admissior at th

surgical ward. Planning surgery and admission iateedl by a required length of stay (LOS) before

® A substitutds a surgery-assistant or anaesthesia-assistars that assigned to a specific OR, but is replgcin
other assistants during the course of the dayderdior them to have a break. No overall breakasmed,;
operations are performed continuously during the da

" For an even more detailed description of the djmeral offline planning level, the reader is reatrto the

work of Robert ten Brincke, who did a parallel stid SKB for his BSc assignment.
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and after the operation. In practice, planning erieg is leading and admissions are just planned on
basis of expected LOS information supplied at tegfion. This means that an OR schedule implies a

certain admission schedule and a certain leveédfdzcupancy at the surgical wards.

Creating an OR schedule is a repetitive processhath every cycle consists of planning operations
for a single week. This process is carried outredlgtby OR planners, who work in the admissions

department. Figure 2.7 shows the scheduling process

1. Initial patient Waiting list
selection

A J

Preliminary 2. Calling patients Week -2
schedule for pre-op
screening

/

3. Coordination
with relevant
actors

Week -1
'
4. Adjustment of
preliminary
schedule
A Definitive
schedule
y
5. Calling patients
for admission
Week 0

Figure 2-7 Flowchart operational offline planning

Ad 1 Initial patient selection

For every session (as defined in the strategit¢&dDR planning) in this week, a selection of eats

is made from the waiting list. The selection ofigatis is the main planning decision. The following
paragraph provides some more details on selectitaria. The patient selection leads to a prelimjna
OR schedule, in which patients are sequenced rdgdeithin a session. The planned duration is
based on the information supplied by the surgeored~turnover times are planned between every
two operations, as defined at the strategic lIeviek deadline for the preliminary schedule is Friday

two weeks before the week in question (week -2).
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Ad 2 Calling in patients for pre-op screening

After creation of the preliminary OR schedule, tRER planners inform the anaesthesiology
department. Every patient requires a short checkyighe anaesthesiologist before operation: a
preoperative screeninglfhe anaesthesiology department calls in thesenstand executes these

screenings in the week before operation (weeklf1g. patient is not fit for surgery, the surgery is

cancelled and another patient from the waitingisistelected.

Ad 3 Coordination with relevant actors

During the course of the week before operation kwég, the OR planners distribute the preliminary
OR schedule to several relevant actors, i.e. thaf@Rager, the surgeons involved, the surgical svard
and the radiology department. Together with the @BRnager, the OR planners determine the

sequence of operations for each day.

Ad 4 Adjustment of preliminary schedule

Communication with some actors may bring about lked to adjust the preliminary schedule,
because of several reasons. Estimations of operdtications may be adjusted, surgeons may want to
add patients to the schedule (e.g. in case of tnigancy), surgical wards may foresee problems with
accommodating all patients, etc. Such reasons nequdjustment of the preliminary schedule, by
shifting patients between wards, reassigning pistiém another day in the same week, completely
removing patients from the schedule or adding aufdit patients. The deadline for making these
adjustments is Thursday (morning) in the week leetgreration (week -1). After this deadline, the OR

schedule is definitive.

Ad 5 Calling in patients for admission

Atfter finalizing the OR schedule, the OR plannai the patients involved and inform them about the
planned date and time for surgery and provide &urttetails about preparation and required time of
check-in at the hospital. Patients who indicaté thay cannot come at the planned time and date are
immediately replaced by other patients from thetingilist, in consultation with the OR manager.
Oddly, this step is performed after the OR schedile made definitive. Consequently, this results in

many last-minute changes and increases discussaurt the OR schedule.

The main decision in OR planning is selecting thdgmts from the waiting list. Although no rock-
solid rules or algorithms are established, a nurobésoft) criteria for this selection can be idéet.

1. Medical/social urgencyindicated by the medical specialist, providesasifgle time window

for planning the operation.

26



Operating room scheduling in SKB Winterswijk
Thijs Knoeff

2.

Surgeon availabilityPreferably, each patient is operated upon byvits medical specialist.

For most ‘standard’ operations, another surgeoalss allowed to perform the operation,

whenever the patient does not object.

Length of waiting timeThe leading principle is ‘first come, first serybut other criteria may
prevail and require deviation from this principle.

Available OR timeEach session must be filled with operations. Tiedpelanned utilizatior?

is not formalized; in practice, planners tend tilador a planned utilization between 75 and
105%.

Preoperative examinations and consulBome patients require additional consults or

examinations before operation. The medical spstidlils out this information on the
admission registration form. These consults ananixations must be completed and results
must be available before the patient can be plaforezslirgery. Note: this does not include the
preoperative screeningy the anaesthesiologist.

Additional restrictionsA large number of additional restrictions are falired in a document

‘Guidelines for OR planningThese boil down to three types of restrictions:

a. Availability of sterile surgical instrument setsDifferent operation types require

different sets of sterile surgical instruments.effusing such a set, it has to be re-
sterilised. Basically, this means that an instrunsen is cannot be used again on the
same day. Available inventory is not abundant, lsarpng operations is restricted in
many ways, especially because some instrumenasetequired for many operation
types. Taking these (hard) restrictions into actaana major contributor to the
complex nature of the planning process. In practive sterilisation department also
allows emergency sterilisations. Then, the instminset is available within a couple
of hours. However, planning rules are based upch gestrument set being available
at most once a day.

b. Availability of equipment:As a., but these involve mobile facilities thatcbme

available again immediately after the operation.

c. Other preferencesVery specific (often personal) preferences, esggcifor

sequencing the operations.

The result of the operational offline planning mes is an OR schedule for a single week. This

schedule states every planned operation for eachrtheach OR, the planned sequence of operations

and planned starting times for each operation.

8 Planned utilizatiorfor a session is calculated by dividing the surexgfected gross operation durations and
corresponding planned turnover times by the totallable time in the session.
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2.2.4. Operational online planning

Operational online planning is the monitoring amatcol of the process. This also involves dealing
with day-to-day disturbances. Coordination at thigl is the responsibility of the OR manager or a
senior surgery-assistant in charge whenever thamaRager is absent. At the OR, many unforeseen
things may happen, but only some need a solutioa. di$cuss two main issues: the arrival of

emergency patients requiring surgery and majotydela

As this report addresses the OR department inaetjoie, we discuss emergency patients that arryive
during normal working hours. When the decision iadm to perform emergency surgery, the OR
manager (or assistant in charge) is notified bynghorhe OR manager records the emergency
operation and discusses with the anaesthetist @mwie operation must be performed. The policy is
that emergency operations are perforragédr planned operationsinlessthe medical condition of the
patient requires direct action. In the latter cdke,operation is to be performed as soon as pessib
and the OR manager decides upon where to perfasnopleration. Logically, this is the first availabl
OR. Also, the OR manager immediately informs thesgenel involved. All the other emergency
operations will be postponed until after the plaheargeries. If any OR has finished early (i.e obef
the end of regular working hours), the OR teamgassl to this room will assist with the first
emergency operation(s). When there still are onenore emergency operations to be done after
regular working hours, the personnel scheduled deening/night duty will assist in this/these

surgery/surgeries. Coordination is the respongitili the OR manager or surgery-assistant in charge

Whenever major delays occur during the course efitly, the OR manager may decide to reschedule
an operation to a different room to limit overtiméhis seems a good idea, but flexibility for
performing such replacements is limited in realitgpst often due to surgeon availability. For
example, you could want to reschedule a urologyai®, but hardly anything is gained if you would
still have to wait on the single urologist perfongisurgery in the room where the delays occurred.
Nevertheless, in other cases such replacementsbedgasible and profitable from time to time.

Cancelling operations because of delays is notraraan action in the SKB.

Concluding, operational online planning makes $hatall operations are done in the end of the day,

preferably with the least overtime possible.

2.3. Current performance

2.3.1. Description of performance indicators

Chapter 1 lists the performance indicators thatine®rporate in this research. In this section, we

define the performance indicators precisely andriles the way of measuring the current values.
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A common indicator for measuring performance of goerating room department is utilization.
Although precise definitions differ in the literad utilization is a measure for the fraction cdaerce

use against resource capacity. In case of operatioms, the goal is often to reach the highest
possible utilization. In general, a utilization leSs than 100% may have three components: starting
late, finishing early or having idle time betweepemtions. We conclude that the most relevant
component in our research is ‘finishing early’.@8ing late’ or having ‘idle time between operasbn

is not something to be influenced by improving siceeduling system, given the problem context. On
the other hand, finishing late (i.e. incurring dirae) is also unwanted in terms of operating room

performance.

Therefore, we define the following two performaimgicators:

1. Average total weekly idle time after performing alllanned
operations IT

2. Average total weekly overtime for performing alaphed operations
oT

To measure the values of these performance indgate define the following parameters:

[ The set of all sessions in time horiZzbn

J The set of all elective operations in time horidon

G The end of regular working time for the OR wherssgani is assigned to
E The set of elective operations that are schednledssiori

by The time at which the operatiprends (time 8 in figure 2.5)

Nt Number of weeks in time horizdn

We calculate the values of the performance indisatath the following equations:

_ 1
IT—N—Zmax{O,ci %%Xbi}

T i

— 1 —
oT = N—TZ max{o,(rjtégxbj j C }

We choose to scale the performance indicators eklyeralues in order to be able to compare periods
with different lengths. We define time valugsndb; as the number of minutes since the start of the

day, so performance indicatdisandOT also have the dimension of minutes.

Besides OR performance, we also incorporate ‘snmasiti of bed occupancy at the surgical wards in

this research. Figure 2.8 shows the division ofjisal patients over the different wards in the SKB.
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D1 (long stay); 59%
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Figure 2-8 Distribution number of surgical patientsamong wards (data: 2007)

We decide to focus on bed occupancy at the E1lttskay) and D1 (long-stay) wards, as these cover

the majority of the surgical admissions. We deflmefollowing two performance indicators:

3. Standard deviation of bed occupancy level for watd
BOb1

4, Standard deviation of bed occupancy level for weatd
BOx:

In order to calculate these values, we first disoeethe length-of-stay (LOS) of a patient to areger
number of days. For example, if a patient is aditin day 3 at 13:30 and is discharged on day 8 at
8:15, we argue that the LOS for this patient igs( since it stayed from day 3 until day 8. Thiy/w
bed occupancy level for a given day is definedhasnumber of patients that have stayed at the ward
for at least a part of that day. Note that thissdoet always corresponds exactly to the real bed
occupancy level, as two surgical patients may shaped at the ward, e.g. when the first patient is

discharged in the morning and the second patieadnstted in the afternoon.

We define the following sets and parameters:
T The set of all days in time horizon T (t = 1,.27T)

J The set of all elective operations in the timezam T (j =1, 2, ..)
K The set index of surgical wards (k= D1, E1)

a The admission date of the patient of operagion

d The discharge date of the patient of operajtion

Pk The set of operations of which the patients stayandk

We calculate bed occupancy levBlg for wardk on dayt:

o, =|{iORJa; st<d | Okt
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We calculate the value of the performance indicaB1D, , the standard devation:

2
1 1
BO, =\/T__1z(okt _?ZO“J Ok

t

Finally, we incorporate the complexity of OR schauy for the OR planners as a performance
indicator. This is a more ‘soft’ performance indara We focus on complexity of the operational
offline planning process, i.e. the process of plagmperations of actual patients from the waitisg

We define the following performance indicator:

5. Complexity of operational offline planning of optoas
CP

We qualitatively evaluate several alternatives ViR planners and other relevant actors in order to

score alternative scheduling systems on this padace indicator.

2.3.2. Current values of performance indicators

To evaluate the performance indicators, we use ftata the period of December 8, 2006 until
November 11, 2007, a period of 48 week$he datasets contain data on operations, admissind

sessions.

For performance indicatorBO:; and BOp;, some extra computations are needed to retriege th
parameters defined in Section 2.3.1 from the datdsgperations and admissions. As stated in Sectio
2.3.1., we do not use actual bed occupancy datagbanstruct the bed occupancy levels based on the
actual length-of-stay data for elective operatiohgroblem arises because admission and discharge
date are properties of an admission, while we skem to be a properties of an operation. Although
each (inpatient) operation relates to exactly cdmission, a single admission can cover more than
one operation. Then, if we reconstruct the bed pacay levels based on operations, we overestimate
the bed occupancy level each time we encountetianpahat had more than one operation within a
single hospital admission. Therefore, we manuallyexct the calculated bed occupancy levels, before

calculating performance indicatdB®:; andBOp;.

° The dataset starts at December 11, 2006 becawse hospital-wide information system came into aisthat
time. Data on operations before this migrationav@lable but not directly consistent with the ndataset.
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Table 2.4 presents the current values of all fawangjitative performance indicators. In general, the
goal of this research is to decrease these values.

Table 2-4 Current values performance indicators

Performance indicator Value
Idle time IT 626 _min/wk
Over time oT 404 min/wk
Std. dev. of bed occupancy level (D1) BOp1 5,00 patients
Std. dev. of bed occupancy level (E1) BOg1 7,85 patients

2.4. Causal analysis

Idle time (T) and overtime@T) both depend on the actual end time of the |astr@d operation. We
distinguish five factors that influence this enchéi Section 2.4.1 presents these five factorsr afte
which we quantify their characteristics using rifal-data in Section 2.4.2 to 2.4.6. Sections 2ahd
2.4.8 analyze the causes for the other performantiteators. These analyses provide information on
which areas of operation scheduling need speciehtadn, and thus provide input for designing

alternative scheduling systems.

2.4.1. Idle time (IT) and overtime (OT)

Figure 2.9 schematically presents the five factaussing a certain idle time or overtime.
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8:00 9:00 10:00 1100 12:00 13:00 14:00 15:00
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Figure 2-9 - Causal factors idle time and overtime

Ad 1 Planned utilization
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The concept oplanned utilizationwas already introduced in Section 2.2.3. The extenwhich a
session is filled with operations obviously inflees the actual end time of the last operation.

Ad 2 Realized operation duration

Each operation has a planned duration as indidatélde medical specialist and possibly corrected by
the OR planners. The actual duration is stochastit may differ from planned duration in both

positive as negative direction.

Ad 3 Realized turnover times

Between each two operations, a fixed turnover tismplanned. Again, realisation is stochastic and
may differ from planning.

Ad 4 Emergency break-in

Emergency patients requiring immediate surgery n@yse some elective operations to be postponed.
Although we do not consider emergency operatiomsy tmay influence the end time of the last
planned surgery.

Ad 5 Late start

The start time of the first operation is stochaatid may differ from the planned start. In pracgtibés

tends to lead to late starts rather than earlysstar

All these factors may have an influence on the alctind time of a session. Their magnitude and
direction may differ from day to day or from opéoat to operation. Sometimes, some factors
reinforce each other, while at another time oppoditections cause factors to compensate each, other
leading to small net effects. Nevertheless, aletbgr they determine the end time of a session and

therefore contribute to total idle time and ovedim

2.4.2. Planned utilization (factor 1)

Planned utilizationfor a session is calculated by dividing the sumegpected gross operation
durations and corresponding planned turnover tibyethe total available time in the session. Table
2.5 summarizes the actual planned utilization \&afoe sessions in 2007. Although averages appear to
be intuitively acceptable, variation is relativéligh. Figure 2.11 shows this variation for one loé t
specialties. For some sessions, planned utilizasi@s low as 75%, while others exceed 100%. There
is no agreed target value that can be used in @nipg process. This indicates some room for

improvement.
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Figure 2-10 Planned utilization histogram (data: 207)
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Table 2-5 Planned utilization per specialty (data2007)
Specialty N Mean [Std. Dev.
GEN (seefig) [328  [91,7% |15,9% 2.4.3. Realized operation duration
GYN 68 92,5% |13,6% ;
ENT 144 95,9% |22,2% (factor 2)
0, 0, . . . .
:5:; ;Z 33‘; Oj’ 2‘12 2/‘;/ The actual duration of an operation is stochastdt may
0% 2%
ORT 234 86,7% |11,0% differ from the planned duration. We compare thiuac
PLA 2 92,4% |8,1% operation durations with the planned durations tBans
URO 67 84,0% |12,2%
ALL 1.039 |89.8% |16.1% of paired t-tests for each specialty usi®&PSSand

knowledge fromStatistiek | voor TBK(Kallenberg, 2001) an&tatistiek Il voor TBK(Kallenberg,
2002). Table 2.6 presents the results. Positiveegailifferences mean overestimation of duration,
negative paired differences mean underestimatiee olumn Paired Differences — Mean). All
specialties, except for neurosurgery (NEU), hataificant difference between planned and realized
duration of operations at the 0,05 level (see caoluPaired Differences - Sig.). Although absolute
differences (in minutes) do not appear to be drinidte relative error is as much as 15% on average

The relative error is computed by dividing the mpaired difference by the mean actual duration.

Even more remarkable is the fact that there aptmede five out of eight specialties whose mean
underestimation of duration is between 6 and 1Outes) while the others (not counting the non-
significant difference for neurosurgery) lie noyasere near this range: Gynaecology has an average
overestimation of 2 minutes, Eye surgery has amageeunderestimation of less then a minute. A
possible explanation is the following: for gynaexy and eye surgery, expected durations are (partly
based on historical data. The other specialtiegss&lthe expected duration as provided by the rakdic
specialist on the registration form. The differencare remarkable, indicating a possibility for
improving the predictability of operation duratiby (partly) using historical data.

Table 2-6 Paired t-tests realized vs planned durain in minutes (data: 2007)

Specialty | Paired Differences Mean Dur. Rel. error
Mean Sig.

GEN -8,69 0,00* 50,9 -17%
GYN 2,01 0,00* 37,9 5%

ENT -7,38 0,00* 28,8 -26%
NEU 2,76 0,43 61,1 5%

EYE -0,66 0,04* 20,5 -3%
ORT -6,39 0,00* 39,4 -16%
PLA -7,40 0,00* 49,9 -15%
URO -9,88 0,00* 47,3 -21%
ALL -6,04 0,00* 41,2 -15%

* Significant difference at the 0,05 level

2.4.4. Realized turnover time (factor 3)

We compare the actual turnover times with the gdnturnover times by means of paired t-tests for

each specialty, using the same approach as witrati@e duration in the previous section. Paired
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differences appear to be significant for all buunmesurgery (NEU) at the 0,05 level. Average
deviations (Mean Paired Differences) appear torballSor most specialties: less than 4 minutes for
all specialties except for ENT and neurosurgery. fiiost specialties, average differences take the
opposite direction as realisation of operation tlona(Section 2.4.3), leading to relatively smalhet
effects in the end of the day. For example, forhaphedics (ORT), operation duration is

underestimatedy 6,39 minutes on average, while turnover timevisrestimatedby 3,92 minutes on

average.
Table 2-7 Paired t-tests realized vs planned turnar times (data: 2007)
Specialty | Paired Differences PRlan dur. Rel. error
Mean Sig.
GEN 1,79 0,00* 20,0 9%
GYN -1,61 0,00* 15,0 -11%
ENT 10,53 0,00* 30,0 35%
NEU 4,20 0,23 30,0 14%
EYE 3,54 0,00* 15,0 24%
ORT 3,92 0,00* 15,0 26%
PLA 2,15 0,00* 15,0 14%
URO -1,92 0,00* 15,0 -13%

* Significant difference at the 0,05 level

Although average paired differences are smallfiveland absolute errors are high. There seems to b
room for improving the predictability of turnovamees by differentiation of planned turnover times.

In the current situation, a single fixed turnovend is planned between all operations of a given
specialty. This leads to a R-squared (fraction actedl variance) of 0.141. When we use type of
anaesthesia information (general or regional) aieeitupcoming surgery, this leads to a R-squared
value of 0.257, based on historical data. The arfte of the anaesthesia type in the actual turnover
time seems logical, considering the nature of thargsses at and around the OR (section 2.1.3).
Surgeries requiring general anaesthesia are likelyrequire more turnover time, because

anaesthesiological preparation happegtsveertwo operationsguring turnover time.

2.4.5. Emergency break-in (factor 4)

An emergency break-in occurs when a sequence oh@thoperations is interrupted by an emergency
operation. This leads to delaying the planned dipgrsiand possibly causes (an increase in) overtime
We identify emergency break-ins in historical dayaobserving sequences Bfanned-Emergency-
Plannedwithin a single OR-day. Data analysis identificdl ¢ases in the period of December 2006
until November 2007: an average frequency of onlgirjle emergency break-in per week. We
conclude the average effect on total idle time amdrtime to be small, so we do not consider
anticipating on these situations in our scheduépgroach. In our simulation, we do generate these

emergency break-ins to provide a realistic estirnatealized overtime and idle time.
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2.4.6. Late start (factor 5)

We compare the planned start time of a sessionthétlactual start of the first operation (i.e. tingt
patient entering the OR) in order to quantify thetbrlate start Figure 2.12 shows a histogram of the
results. We conclude that starting late is stan@aadtice, rather than exception. On average,itbe f
patient does not arrive at the OR until 20 minatisr the start of the session. There are no sogmif
differences between the specialties, so we congtudebe a structural and general problem. AltHoug
this has a severe impact on the efficient use afl@ve OR time, this issue cannot be influenced by

planning decisions in the scope of this research.
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Figure 2-11 Late start histogram (data: 2007)

2.4.7. Bed occupancy

As introduced in Section 2.3.3, planning decisial$® influence bed occupancy levels. Primary focus
is on planning operations; an admission patteriovicd from the operation schedule. Two factors in
planning have direct influence on bed occupancgltev

1. Selection of patients with different LOS-requirernsen

2. Assignment of patients to wards

Concerning the first factor, the relevant deciseothe day at which a patient is operated. Assigrime

to a specific OR or the sequence within the dayrédevant for bed occupancy as we discretize the
length-of-stay to an integer number of days. Ofrseubed occupancy levels for a given day are not
only determined by the operation schedule for thayg, but also for next day schedule and the

schedules of the previous days.
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The assignment of patients to wards can also infleeébed occupation levels of the separate wards.
Nevertheless, there is limited flexibility for agsing patients to different wards because some svard
are equipped to accommodate patients for a shoiddoéone to three days) and others for longer

periods.

2.5. Conclusion

This chapter described the current situation, feoprocess as well as a performance perspective. We
quantified the current performance and sought caasd areas for improvement. We decide to focus
our research on improving the operation scheddysiem on three aspects:

1. Planning inputimprove the prediction of operation duration &mshover time

2. Planning targetdefine a well-founded set of planned utilizattargets

3. Planning methaddesign a method for achieving planning targetd thkes into account all

relevant planning restrictions, leads to levelled4occupancy and reduces the workload at the

operational planning level.
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3. Operating room scheduling in the literature

3.1. Introduction
Operating room scheduling has gained quite sonemtéih in the literature, both in the operations

research field as well as from a general managpdedpective. This chapter summarizes the most
relevant contributions in the scope of our reseaifter a short review of performance indicatoredis

in OR scheduling models in the literature (Sectto?), we focus on the three aspects we define in
Chapter 2: planning inputs (Section 3.3), plannargets (Section 3.4) and planning methods (Section
3.5).

3.2. Performance indicators
The main performance indicator in the literatureoperating room scheduling relates to resource use,

or more specifically operating room use. Maximiaatis often the general objective. But Dexter et al
(2003) state thdbperating room utilization alone is not an accueatetric”. They conclude that one
should better use ‘operating room efficiency’, it to precisely define this performance indicator
Others, such as Strum et al. (1997) and Jebali. €2@06), separately name overutilization and
underutilization, both of which should be minimizdthis causes the necessity for a trade-off between
the two. Section 3.4 discusses solutions for thaglg-off that we find in the literature: defining

utilization targets.

Both common sense and contributions from scienm®stl unanimously agree on the need to control
utilization of scarce resources, such as operatoms. Van Hoorn et al. (2007) pose the question:
‘what is utilization?’, as definitions appear torydo a great extent between hospital managersy The
conclude that there is no single proper definitibecause the scope or level of the research or
management question may vary. Nevertheless, thgyeathat precisely defining the indicator is a
prerequisite for any form of management control #mat unambiguous indicators are required in

order to compare departments within or outside itelspalls.

Besides operating room utilization, there is insneg attention for other performance indicators in
operating room planning and scheduling. In earlykywoesearchers modeled (IC) ward beds as a finite
capacity resource, thus constraining operating rptamning. In more recent work, Belien (2005) and
Van Oostrum et al. (2008) go one step further. Téiege, regarding bed occupancy, thay Wwell

thought-out scheduling of the operating room, tkpeeted variability in resource demand can be
minimized” (Belien, 2006, pp. 36). They define the levellofgoed occupancy as an objective rather
than seeing ward beds as a restriction for operatiom planning. Van Oostrum et al. (2008) use

deterministic estimates for the length of stay wfggal patients and use a min-max criterion for
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levelling bed occupancy. Belien (2006) consideoglsasticity in length of stay and try two different
approaches. First, they minimize the maximum exzkbied occupancy level. Second, they enhance
this approach as they minimize a weighted sum okimam expected bed occupancy level and

variance of bed occupancy level. The second apprieacis to slightly better results.

Adan and Vissers (2002) also model nursing worklatithe wards for separate patient categories and
use a target-based approach to optimize operatiog rutilization, bed occupancy and nursing

workload.

3.3. Planning input

Another common opinion in most of the literatureaperating room planning and scheduling is that
“one of the most important piece of informationQRR scheduling systems is the predicted estimate of
the length of surgery{Ozkarahan, 2000, p. 341). Nonetheless, no cousdred been reached on the
means of achieving better estimates. Wright et1&896) study surgeon-provided estimates compared
to computer scheduling systems using historicah dat predicting surgery duration. They conclude
that surgeons provide more accurate time estimatesvever, their research has caused some
criticism. Dexter and Macario (1996) conclude ttieg results of Wright et al. should be interpreted
appropriately, i.e. that it gives important lessobst that no general conclusion can be drawn on
which type of information (surgeon-provided estienat prior duration data) is more important. They
show that the accuracy of any such computed editreded on historical data largely depends on the
statistical method that the software uses. Differaathods, such as using the median instead of the

mean may cause the accuracy of estimates to bealifeagent.

Viapiano and Ward (2000) emphasize the point thatapplicability of methods for predicting the
estimated length of surgery is strongly dependernany contextual factors, such as the case mix or
teaching activities in the hospital. Wright et @996) agree and state th&using historical data)
could be profitable in community hospitals with éev8urgeons, shorter case lengths, more uniform

surgical procedures and no resident teaching.”

Plexus Medical Group NV (2005) presents best prastifor optimizing capacity of operating room
departments and conclude that hospitals usingridatalata for predicting surgery duration perform
better. However, this is a best practice study simould therefore not be considered as scientific

evidence, as used methodology is unclear.

Strum et al. (2000) and Strum et al. (2003) analymeleling the uncertainty of surgical procedure

times and compare normal and log-normal models.-riargnal models assume that durations are
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normally distributed after having applied a logastormation. They recommend, for both surgical
duration and total operation duration, to use logaal models for predicting procedure times. Strum
et al. (2003) extend this research to operatiorth wio procedures and conclude the log-normal

models outperform the normal models for these djpemas well.

One final remark should be made when we considannphg input. Several authors from the
operations research field, such as Jebali et @GR Ogulata and Erol (2003) and Ozakarahan (2000)
provide models for operating room scheduling, larsider patient admission date as input for the
scheduling problem. Performance objectives theludtgcthe minimization of hospitalization length or
cost. This essentially detaches admission planfiiogh operation planning, while our research
considers them to be a single planning problemn&uind Chabaane (2003) define a list of patients
to be planned in this period (e.g. week) as antiripu their scheduling problem. This approach
completely detaches the patient selection step frenscheduling problem, while we consider patient
selection to be the most essential decision inatjpey room scheduling. Therefore, their models may
have limited applicability in the scope of our rasd. On the contrary, Adan and Vissers (2002) do
study an integral form of admission planning an@raion planning in their paper on patient mix
optimization. Their research focuses on patient ph@nning at the tactical level and their important
decision variables are the number and mix of pttiadmitted on each day of the planning cycle. The
model is not directly applicable at the operatiarféline planning level, but their integral modedinf

admissions and operations provides useful ideasriproblem context.

3.4. Planning target
Optimizing utilization of the operating room invely assessing the trade-off between overutilization

(overtime) and underutilization (idle time). Makirggdecision on this trade-off could be based on
financial criteria, i.e. the cost of overtime amileitime. Strum et al. (1999) present a minimalt cos
analysis model to make the trade-off between thests. Nonetheless, research in this area is timite
and cost structures are often such complex in ipgattat few hospitals are really able to makedhes

decisions based on financial information.

Whether or not the decision is based on financitdréa, utilization is always a management decisio
Patterson (1997) found out that OR managers temelport a utilization target of 80-85%. However,
hardly any OR manager could actually argue whyttniget was used; in the course of the years it has
become common knowledge. Such target values hawed@ind their ways into scientific studies. For
example, Adan and Vissers (2002) use a target Qkzatibpn of 85% in their target-based
admission/operation planning model, which they tallistic’ . However, the actual sense of reality

of such a target remains questionable.
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Van Houdenhoven et al. (2007) address the assmtibBtween OR utilization, the accepted risk of
overtime and the case mix. They provide a matheaabiasis for a norm utilization, whi¢han be
perceived as the theoretical maximum benchmarizatiibn rate.” (Van Houdenhoven et al, 2007, p.
236). Their approach is to let management fix k& fts overtime (e.g. 25%). This corresponds to a
certain factora, based on the assumed distribution of the totajesy duration. A reserve capacity
(slack) ofa times the standard deviation of the sum of surglkmations is then calculated. Norm
utilization is calculated by dividing the sum ofpected durations by the sum of expected durations
plus reserve capacity. At this utilization rategdime risk is exactly the agreed value. This appino
formalizes the relation between utilization, ovesi and variability. As variability increases, norm
utilization decreases. Their analysis leads toctireclusion that there is no single optimal utiliaat
target. Targets should differ between hospitalsabse of different management choices and case
mixes. Even within a hospital, targets could diffmtween specialties due to different levels of

variability.

Hans et al. (2008) extend the above concept ta¢heal planning of operations. For every OR-day in
the schedule, they plan a certain amount of sladiop of the sum of expected durations. This slack
equal to a factos times the standard deviation of the total duratibplanned operations on this OR-
day. The factom corresponds to a maximum risk of overtime, giviea statistical distribution of
duration (as above). Now, in planning, the sum>gfeeted durations plus the corresponding amount
of slack may never exceed the amount of availalffetiine. In fact, the target utilization is now
100%, but this includes an amount of slack whicpethels on the variability of the duration and the
management decision of maximum overtime risk. Nb& this is exactly the same principle as Van
Houdenhoven et al. (2007) present, but formuldtexway, there would be no need to define separate
targets for different specialties or situations.thes amount of planned slack depends on the vétjabi

of scheduled operations, Hans et al. (2008) sudgestploit the portfolio-effect in order to minipd

the required amount of slack. That is, to reschedpkerations in order to decrease the total vditiabi
and therefore decrease the amount of slack. Gheed@0% utilization target, minimizing slack isthe
equivalent to maximizing utilization without incis#ag the risk for overtime. Section 3.5 presenés th

methods Hans et al. (2008) suggest to achievettast.

3.5. Planning method
Most operations research papers on operating rolamning and scheduling provide extensive

mathematical models in terms of Integer Linear Paogning (ILP), Mixed Integer Programming

(MIP) or Quadratic Integer Programming (QIP) foratidns. For solving these models, several
techniques are used. Belien (2006), Guinet and &irab (2003), Ogulata (2003), Jebali (2006) and
Adan and Vissers (2002) all present some exactrgpimethods, most often using commercial (I)LP-

solving software such as CPLEX. Belien (2006) atgmorts the application of simulated annealing in
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solving their models, but this does not yield $gitig) results because of excessive computationstime

Hans et al. (2008) compare some techniques, ambighware simple dispatching rules, some random
sampling constructive heuristics and two local ceamethods: random exchange and simulated
annealing. They find that the combination of redpr@sed random sampling with some random

exchange iterations gives the best results.

However, Ozkarahan (2000) stat&sonsidering that the OR scheduling personnel aoé operations
research analysts, the mathematical model neet timtegrated with an expert system(p’ 377).
This applies for any of the techniques presenteyabWe require the outcome of this research to be
implementable within current information systems, any solution requiring the development or

purchase of additional expert systems would beasifde.

Dexter et al. (1999) present and analyze some basflcods for scheduling surgeries. These methods,
often based on simple dispatching rules, couldef@mulated into planning rules that may assist OR
planners in improving their planning performancewsdver, such models are not capable of dealing
with complex constraints (e.g. the availability safrgical instrument sets) or performance indicators

(e.g. bed occupancy levels).

Another approach to the problem is to add an amtuiti planning level by introducing a so-called
Master Surgical Schedule (MSS). Although the teanmg up in different articles, definitions vary.
Blake et al. (2002) define a MSS da: cyclic timetable that defines the number andetygd ORs
available at a facility, the hours that the ORslwié open and the surgical groups or surgeons who
are to be given priority for the OR timép. 144). Belien (2006) use a somewhat similamaedn. In
these definitions, an MSS exists at the level ofidiig blocks of OR time over specialties or
specialists. On the other hand, Van Oostrum e(28l08) place the MSS at a lower level. In their
definition, an MSS is a cyclic schedule that is magh ofoperation typesnot actual patients. The
actual assignment of patients to #letsin the MSS is done in a later stage. The desigsuch a
schedule is a higher level planning problem than dperational offline planning, in which actual
patients are scheduled. Van Oostrum et al. (2008)4 their research on generating a MSS. They
propose an advanced two phase approach, using molygneration and MILP solving using
commercial solver software. The approach seems ipiogn as it “reduces planning efforts
considerably, and leads to reduced demand fluainativithin the supply chain, and higher utilization
rates” (pp 3). Also, such an approach is well capablaedling with a large number of practical
constraints. The largest gains are achieved byaetitg the complexity of the planning problem from
the operational level; you will have done all h#rohgs in planning beforehand. What remains is only

the assignment of an actual patient.
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However, the application of MSS in surgery scheduliequires the definition of operation types,
because that is what the MSS will consist of. Opamatypes will need to make sense from both a
medical as well as a logistical point of view. Ciaeristics of an operation type, such as expected
length of stay, expected operation duration or ireguinstrument sets, should be accurate predictors
of the characteristics of actual patients that mglto this type. Designing and managing an MSS
requires extensive statistical analysis of surgeineorder to determine these characteristics. ,Adso
cycle length needs to be determined and decisioosld be made on how many times an operation
type should be included in a cycle. Some operaiipas may be such infrequent that planning them in
a cycling nature would not be feasible. Other issueh as stochasticity of patient arrival ratadieg

to longer waiting times on average) or season#liyds add to the complex nature of using MSS for
operation planning. All these issues remain unansivim the literature thus far, and most do strpngl

depend on contextual factors for each hospital ssdls specific case mix.

3.6. Conclusion
We conclude that no instant solution or model for problem is available from the literature. We

construct our own model and design several alteesfor improving the surgery scheduling system.
From the literature we explicitly incorporate thrieleas into our research: using historical data for
improving the prediction of operation duration ¢pieng input), planning slack based on variability o
operations in order to control overtime (planniaget) and adding an additional level to OR plagnin
in which we construct a blueprint (MSS) to be ugsedhe operational offline planning (planning
method).

43



Operating room scheduling in SKB Winterswijk
Thijs Knoeff

4. Experiment design

This chapter describes our model, the alternatheduling systems and the means of evaluating their
outcomes. Section 4.1 provides a description ofntioelel we develop to evaluate our scheduling

systems and states a formal model definition. 8ecti.2 lists alternative scheduling approaches,

appropriate for the SKB. Each scheduling approaxhesponds to several components which ,when
combined, form the scheduling system. Section 4€stidbes the evaluation approach, the means of
evaluating the approaches in terms of the defirmbpnance indicators. Section 4.4 concludes this
chapter with details on model verification and dation, from a qualitative as well as a quantigtiv

point of view.

4.1. Model description
Recall that we introduced several different defom$ for surgery and operation duration in section

2.1.2. and Figure 2.6. In our model, we use a sidglation variable with two parameters (expected
value and standard deviation). The duration vagiablour model encompasses the gross operation
duration (c.f. Figure 2.6) and turnover time beftiris operation, in line with our analysis in Seanti
2.4.4.

We develop a conceptual model that consists ofahfgaction, a set of decision variables and aofet
restrictions. We also define the parameters whéghasent the actual situation in the hospital.
Goal function:
The goal is to minimize a weighted sum of overti{@d), idletime (IT) and standard deviation of bed
occupancy levels for both surgical wards (BO1, B®hjis corresponds to the performance indicators
operationalized in Section 2.3.
Decision variables:
The decision variables for each surgery are the th@yOR and planned start time that each surgery i
assigned to. Together, these form @R schedule
Restrictions:
We impose the following restrictions:

1. All surgeries need to be planned

2. Surgeries can only be planned in their planningriretl (between release date and due date)

3. Surgeries can only be planned in OR-daykat have been assigned to the corresponding

specialty (based osession schedylas introduced in Section 2.2.1)
4. Overtime is the positive difference between thedaend time of every surgery of an OR-day

and the end time of regular working hours, for B&-day (stochastic)

19 An OR-dayis a single OR on a single day. We introduce ¢hiscept to simplify descriptions in this and the
following chapters.
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5. Idle time is the total negative difference betwdlem latest end time of every surgery of an
OR-day and the end time of the regular working bpfar that OR-day (stochastic)
6. Wards (resource type A) have limited capacity, comsd at the day of surgery and —
depending on expected length-of-stay — one or mays before and/or after surgery
7. Bed occupancy levels equal the consumption of restype A (note: standard deviation of
bed occupancy levels are in the goal function).
8. Instrument sets (resource type B) have limited cigpgaconsumedht the day osurgery
9. Equipment (resource type C) have limited capaciypsumediuring total operation duration
Parameters:
For every day: The number of ORs available
For every OR-day: Specialty assigned to this OR-dtgrt time of regular working hours, end
time of regular working hours
For every surgery: Expected duration (includinghtwer time), standard deviation of duration,
specialty, release date, due date, resource reggnts (binary for every
resource of type A, B, C), expected length-of-skefore surgery (integer
number of days for resourcetype A), expected lepffstay after surgery
(integer number of days for resourcetype A)
For every resource: Number of units available
(of type A, B or C)

Now, to provide a formal model description, we negste the above in mathematical terms. We choose
a heuristic approach for generating and optimiZig schedules. This mathematical formulation is

not used for exact solving of our problem, butegahe goal function and restrictions in such a way
that one should no longer have to have discussibost the interpretation of out model, as described

in words above.

Sets:

N Set of all surgeries (i=1, 2, ..., N)

K Setofall ORs (k=1, 2, ..., K)

T Set of all days in the planning horizon (t=1,.2, T)
TT Set of time on day t

S Set of specialties (s =1, 2, ..., S)

W Set of wards, resource type A(w=1, 2, ..., W)

L Set of instrument set, resource type B (I1=1,2L)
E Set of equipment type, resource type C (e = 1, %)
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Parameters:

G Expected duration of surgeryincluding turnover time (in minutes)

a Release date of surgary

d Due date of surgeiy

LOSB Expected length of stdyeforesurgeryi (in days), 0 if admitted on day of operation
LOSA Expected length of stafter surgeryi (in days), O if discharged on day of operation
fie Start time of regular working hours of @fon dayt (in minutes since midnight)

Okt End time of regular working hours of Q&n dayt (in minutes since midnight)
l'ward, wi 1 if surgery i requires admission at wardO if not

Finst, 1 if surgery i requires instrument $0 if not

Fspec, si 1 if surgery i belongs to speciakyO if not

E. set of surgeriesthat require equipment typge

Cward.w capacity of wardv

Cinst| capacity of instrument skt

Ceqmt.e capacity of equipment type

Okst 1 if ORk s assigned to specialsyon dayt, O if not

Decision variables:

Xt D{O,l} 1 if surgeryi is scheduled on ORon dayt, and O if not.

B UR planned start time of surgery i (in minutes sinednight)

OTy Overtime for ORK on dayt

ITw Idle time for ORKk on dayt

Y wt Bed occupancy level for wakd on dayt

BO,, Standard deviation of bed occupancy level for wardauxiliary)

Goal function:

i W[ 0T, [y ST, |+ o, (EO,
t k t k w

with Wor the weighing factor for overtime, YWthe weighing factor for idle time and

Wgo,w the weighing factor for standard deviation of leedupancy level for ware/

Restrictions:

All surgeries must be planned:

1) zzxikt =10
Tk
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A surgery cannot be planned before its release: date

a-1
2 D X, =00k

t=1
A surgery cannot be planned after its due date:

T

(3) D Xy =0 ik

t=d, +1
A surgery can only be planned on OR-days that baes assigned to the corresponding specialty:

4) i S Ot Mgpecsi Is K, St
A surgery cannot start before the start of regwiarking hours of its OR-day:

(5) B = f,, [X,, 0kt

A surgery cannot start before the completion ofvjgnes surgery (denoted by index ggheduled on
the same OR-day (i.e&EXik)

(6) B. =B +c Li,i* forwhich i* precedes i andi%=Xi

Overtime for OR k on day t is given by maximunatst completion time minus end time of regular

working hours, if larger than 0

(7) OT, = ma>{0, max ((Bi +G ) D<ikt)_ gkt}Dk’t

Idle time for OR k on day t is given by maximunera time of regular working hours minus latest
completion time, if larger than 0

@  IT, =max0,g, - max((B +c )X, )} Okt

Bed occupancy level for ward w on day t* is givgmbmber of surgeries that use this ward and that

are scheduled in the interviF—LOSA;,t+LOSB) (length of stay before and after surgery)
@ Y =0 Xy Dags OWEE*| ~LOSB <t* -t < LOSA
k

Bed occupancy level may never exceed ward cafacigach ward w:

(10) Y, <c Ow, t

ward,w

The use of a type of instrument set may never eéxagmcity for this instrument set on each day:
(11) zz Vinst,i X < Cinst Ot
ik

The use of a type of equipment may never exceeditafor this type of equipment on each time tt of

each day t

(12) Cogmte 2

{i OE,|(B stt<B +c)0> X, =1H e
k

Standard deviation of bed occupancy level is ghwen
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1 1 ’
(13) BOW:\/T—_lz(YM _?Z‘YW‘] Ow

t

Formally, we define problem with multiple resourmmastraints (9-12), time-window constraints (9
and 12) and additional constraints that handlestttpience of scheduled surgeries (6). It combines
both integer and non-integer decision variableslents non-linear nature appears in restrictions 7
and 13, where we multiply decision variables. Daghis complex nature, we opt for a heuristic

approach.

4.2. Scheduling approaches

We construct a number of scheduling approachessélseheduling approaches are composed of a
number of components, which we vary independertigreate a set of alternatives. We define a
scheduling approachs a unique set of values of these components. Bpploach starts with a
constructive heuristic that builds a feasible ORestule (component A). We describe several
heuristics in section 4.2.1. Next, we may add stooal search iterations in section 4.2.2 (component
B) to improve the OR schedule while maintainingsfb#ity, except for constraints on resource type
C. In Section 4.2.3, we introduce the concept oftdiaSurgical Scheduling (components C and D), a
different scheduling approach that uses a predéfinkieprint’ with operation types rather than an
empty schedule at the start of each period. Seetidrl varies the planning target (component E),
comparing several target values and alternativecagpes for determining how ‘full’ a OR-day
should be planned. Section 4.2.5 describes thedtieunsed to solve the constraint violations with
regard to resource type C (component F). Then,i@®ect.2.6 summarizes how the separate
components work together to create a complete stihgdapproach or system. Section 4.2.7 presents

the full list of combination of component value (the scheduling systemsg evaluate.

4.2.1. Component A: Constructive heuristic

As described in Section 2.2.3, planning surgerea repetitive process. We design heuristics that
represent this cyclic nature of the scheduling @ssc rather than scheduling all surgeries for gelar
planning horizon. Basically, every scheduling hstizigenerates a OR schedule for two weeks. We
choose a two week cycle, as this corresponds tbatbaveek cyclicsession schedul@ which OR-

days are assigned to specialties (Section 2.2.&)d&fIine geriodas one such cycle of two weeks.

The most important decision variables in this stagethe day and OR to which a surgery is assigned
to. We need to fill up the OR-days as good as plesswith regard to all the resource constraints.
Therefore we evaluate several list scheduling s&asi that try to ‘fit’ surgeries in the remaini@R

capacity. The most straightforward approach Random Fit which we compare with more
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sophisticated versions call&ifst Fit andBest Fitthat use a sorted order of surgeries before asgjgni
then to an OR-day. We compare two different sortpgons: ascending and descending with regard
to surgery duration, respectively call8thortest Processing Time firahdLongest Processing Time
first. The start time of each surgery is determibgdhe order of surgeries. In our model, thisng/o
relevant for feasibility with regard to resourc@eyC constraints. Note that this decision is also o

secondary importance in the setup of our heuristics

For ease of reading, we first describe a bRsindom Fitheuristic in this section, and then introduce

some other heuristics and point out the differences

TheRandom Fiheuristic consists of three phases:
I. Scheduling due-date-critical surgeries in regutaet
II.  Scheduling the remaining due-date-critical surgereovertime

lll.  Scheduling non-due-date-critical surgeries tarétjular time

Schedulings the assignment of a surgery to a feasible ORadi@ setting a planned start time for this
surgery, given all resource restrictions. Due-daitecal surgeries are surgeries that have theeg du
date in the period we are currently scheduling.idadly, this means that these surgeries ‘must’ be

scheduled in this period to satisfy the restrictiuat all surgeries need to be scheduled.
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- RANDOM FIT heuristic

1.1

PHASE |

1.2 Pick a random surgery from the list

1.3 Find a random OR-day in the current period Haisfies all of the following criteria
- The specialty assigned to this OR-day corregdpta the specialty of the surgery
- There is sufficient regular time available to edtble this surgery (considerin
already scheduled surgeries)
- All resources required for this surgery are ald@é (considering alread
scheduled surgeries)
- Due date and release date restrictions are met

l.4a  If any such OR-day is found:
- Assign surgery to this OR-day with start time &do completion time of the lag
scheduled surgery for this OR-day

I.4b  If none such OR-day is found:
- Store surgery on list of ‘remaining surgeri@er Phase 1)

1.5 Remove surgery from list

1.6 Go back to step 1.2, unless the list is empty

PHASE Il

1.1 For every surgery on the ‘remaining surgelists

1.2 For every OR-day in this period:

1.3 If surgery fits on this OR-day w.r.t. resousaequired and specialty involved:
- Calculate overtime required for this surgery lois OR-day

1.4 If any such OR-day found:
- Assign surgery to OR-day with the minimum ovedinequired, and set the sta
time equal to completion time of the last schedglgrgery for this OR-day

1.5 If none such OR-day found:

Create a list of all surgeries that satisfyoithe following criteria:
- Surgery is not scheduled yet
- Due date of surgery is in the current period

- Release date of surgery is in or before theeotiperiod

- Return to 1.3 but now disregard resource requérts. NB: there is always 4§
least one OR-day for each specialty in each pergmd,no surgeries remai

unscheduled here.

«

\rt

At
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- RANDOM FIT heuristic (cont.)
PHASE llI

1.1 Create a list of all surgeries that satisdiyyof the following criteria:

- Surgery is not scheduled yet
- Release date of surgery is in or before theeotiperiod
- Due date of surgery is in or after the curgeriod
1.2 Pick a random surgery from the list
.3 Find a random OR-day in the current periodttsatisfies all of the following criteria:
- The specialty assigned to this OR-day corredpto the specialty of the surgery

- There is sufficient regular time available to edtle this surgery (considerin

«

already scheduled surgeries)

- All resources required for this surgery are alalg (considering already

scheduled surgeries)
1.4 If any such OR-day is found:

- Assign surgery to this OR-day with start time &do completion time of the lagt

scheduled surgery for this OR-day
1.5 Remove surgery from list

1.6 Go back to step Ill.2, unless the list isgmn

TheFirst Fit andBest Fitare variations on this basic scheme.

First Fit heuristics schedule surgeries after sorting therdascending or ascending surgery duration
(resp. LPT and SPT). Instead of finding a random-daR in step 1.3 and IIl.3 oRandom Fit

surgeries are scheduled in the first allowed OR-iél regard to specialty, resources and regular
time available. For due-date-critical surgeriesrtime is allowed if no OR-day with enough regular

time available can be found, just likeRandom Fit

Best Fitheuristics also use a sorted order of surgeries,chpck all OR-days in this period when a
surgery is considered. The surgery must fit in@ke-day w.r.t. specialty, resources, and regulae tim
available. Again, the latest condition may be rethin case of due-date-critical surgeries. Preteren
is given to the OR-day with the ‘best fit' in terrause of regular time. The ‘best fit’ is the ORyd
that has the least regular time available if thegety would be scheduled on this OR-day. For

example, when considering a surgery with an expedteation of 40 minutes, an OR-day with 45
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minutes of regular time remaining is preferred oser OR-day with 60 minutes of regular time

remaining, because the surgery ‘fits better’ inrém@aining available capacity.

Longest Processing Tinteeuristics sort the lists of surgeries on descen@ixpected duration and
start at the top of the list, instead of pickingaadom surgery as iRandom Fitsteps 1.2 and 111.2.

This causes the heuristic to schedule the longgesies first.

Shortest Processing Tinmeuristics sort the lists of surgeries on ascendixpected duration and start
at the top of the list, instead of picking a randsungery as irRandom Fitsteps 1.2 and Ill.2. This

causes the heuristic to schedule the shorter sesganst.

The heuristics described above take all resournstints into account and only allow a violatiba i
resource constraint would cause a due-date-craigajery to not be scheduled. As we will see, & th
SKB instances in our evaluation approach, the nusnbedue-date-critical surgeries to be scheduled
are relatively low. And as the constructive heigistarts with scheduling these due-date-critical
surgeries, resource capacity is maximally availdbleffect, due-date-critical surgeries will alvgaye

scheduled before due date.

Nevertheless, in the construction of a completeedale, resource constrains become a very relevant
issue for these constructive heuristics. One cangect some sub-optimality due to resource
constraints to occur in any point of schedulinghgsihe constructive heuristics. Therefore, we test
another approach: ldon-conflictfree constructive heuristicat differs only in the fact that it doest
consider resources in the constructive phase, sis Random Fitdoes in steps 1.3, 11.3 and II1.3. In
fact, it solves a relaxation of the scheduling peob When checking this schedule for feasibilitieaf
construction by the heuristic, we may expect totheeviolation of resource constraints, i.e., ahso
points in time, capacity of certain resources mayirtsufficient. We define aesource conflictas a
surgery or set of surgeries that cannot be staltedo insufficient resource capacity when one woul
execute the schedule. We consider a schedule asthurce conflicts to be infeasible, so we add two
improvement steps to our constructive heuristic tbe non-conflictfree variant. In the first
improvement step, surgeries are exchanged betw&da@s within the period in order to fix the
resource conflicts for resource types A and B. dbaurce conflicts are persistent after this
improvement step, surgeries are deleted from thedsde in order to fix the remaining resource
conflicts. Remaining conflicts for resource typemll be fixed with a different heuristic (c.f. Séat
4.2.5).
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Table 4.1 lists the six constructive heuristicsdesigned to generate an initial OR schedule.

Table 4-1 - Constructive heuristics

RF Random Fit

FF-LPT First Fit, Longest Processing Time first
FF-SPT First Fit, Shortest Processing Time first
BF-LPT Best Fit, Longest Processing Time first
BF-SPT Best Fit, Shortest Processing Time first
RF-NonCF Random Fit, Non-conflictfree (wrt resources)

4.2.2. Component B: Random Exchange

The second compone®andom Exchangénvolves several straightforward local searchris¢ias to
improve the initial schedule generated by the conste heuristic. We choose local search in itstmo
simple form: random exchange, in which random siggeor sets of surgeries are exchanged between
OR-days or moved from one OR-day to another in rotolémprove the schedule with regard to the
performance indicators. The constructive heuristiase only focussed on filling OR-days with
surgeries, the local search heuristics will alsmiporate the other performance indicators wittareg

to bed occupancy levelling.

A single random exchange iteration is acceptechd anly if all of the following conditions are
satisfied:
I. the sum of expected overtime and expected idle do@s not increase
Il. the number of (type A/B) resource conflicts doesincrease
lll. the standard deviation in bed occupancy level fard¥E1 does not increase

IV. the standard deviation in bed occupancy level fardAD1 does not increase

Although this approach does not take the weighawdrs for the goal function into account, every
accepted iteration means an improvement for thé fgoation. Furthermore, improvement condition
Il ensures that random exchange iterations causg@adtditional) resource conflicts. We expect the
local search heuristics not to improve overtime iihel time much, because we have generated ‘well-
filled’ schedules in our constructive step. Therefave could also say that the local search héesist
are meant to improve bed occupancy levelling whié deteriorating performance on overtime and

idle time.
We define three types of random exchanfygpe linvolves the swap of two random OR-days of the

same specialty. We expect this to be a succesgiel of improvent, because whenever a swap is

feasible with regard to resource use, it will nafiience expected idle time and expected over time
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while shifting many surgeries to a different dayynfave great consequences for bed occupancy

levelling.

After some iterations ofype 1 we try to squeeze out some more performance dingdype 2

iterations. These involve the swap of two randongeties of the same specialty between two random
OR-days or the move of a random surgery to anatiwedom OR-day of the same specialty. We
expect more proposed swaps and moves to be feagilbleregard to resource constraints. On the
other hand, we are more likely to influence expdaigertime and idle time negatively, causing a

disqualification for our proposed improvement.

For the final few percents of performance, we agldes iterations offype 3.These involve the same
swap as type 2, but specifically aims at levelling planned utilization between the OR-days in the
period under consideration. For example, if avenalganed utilization for a period is 89%ype 3
random exchange aims at reaching the 89% levallfandividual OR-days in the period. The goal is
to create an even more ‘balanced’ OR-schedulejraaeven less realized overtime and realized idle
time. Type 3is therefore specifically aimed at improving withgard to overtime and idle time, we
expect no further substantial improvements withardgo bed occupancy levelling (as type 1 and 2

would have made).

We consider improving the schedule only within aique If we would allow swapping with other
periods, we would use next week's knowledge forayosl decision, or we would be revising past
decisions with today’s knowledge. This is infeasilglonsidering the current cyclic nature of OR

scheduling at the SKB, with its distinct decisiooments.

We only consider swapping (sets of) surgeries betw@R-days of the same specialty. Furthermore,
release date, due date and resource constraintssources of types A and B are considered during
random exchange. This means that random exchangenewer cause type A or type B resource
conflicts. Type C resource use (equipment needi@ihg surgery) is not considered, due to its
implications on computation time in our software, Bandom exchange might cause type C resource
conflicts that were not present after the consivagthase. We deal with such conflicts in a lateaige

of the approach by reordering surgeries within adalR (component F, see 4.2.5). We will see that, in
the SKB instances, resources of type C are not mergh constraining the schedule as there are few
different resources of this type and few surgettias need these. Therefore, it seems to be acdeptab
to disregard type C resource use in this phaseamdct for violations later. This may be differemt

a different instance in which type C resourcesamee constraining.
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For type 3random exchange we modify condition I, such thatde not evaluate expected overtime
and idle time with regard to 100% of regular cafyadiut with regard to average planned utilization
for this period. That is, if average planned usition is 89%, we calculate overtime and idle time
based on 89% of regular capacity. Thus, we meaasudeimprove the absolute deviation from this
adjusted planning target, just like standard owextand idle time are absolute deviation from a 100%

capacity planning target.

In detail, a single iteration of the random exclehguristic performs the following steps:

RANDOM EXCHANGE - TYPE 1 iteration

1. Store the current values of all four improvemenidibons:
I. the sum of expected overtime and expected idle time
II. the number of (type A/B) resource conflicts
lll. the standard deviation in bed occupancy level fardiel

IV. the standard deviation in bed occupancy level famdWD 1

2. Pick a random specialty with at least two OR-daythis period
3. Pick two random OR-days of this specialty
4. Swap all surgeries between the two OR-days
5. Check for feasibility w.r.t. release dates and daikes
6. If infeasible:
- Swap back surgeries between the two OR-days

If feasible, evaluate the improvement conditioni, 1, 1V

8. If the value of any of the improvement conditiond,llll, IV has increased:

- Swap back surgeries between the two OR-days
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RANDOM EXCHANGE — TYPE 2/3 iteration

1.

Store the current values of all four improvemeniditons:
I.  the sum of expected overtime and expected idle {foretype 2: based on 1009
capacity, for type 3: based on average planneidatibn)
II.  the number of (type A/B) resource conflicts
lll.  the standard deviation in bed occupancy level famWel
IV.  the standard deviation in bed occupancy level famdWD1
Pick a random specialty
If ‘swap’ (80%):
- Pick two random surgeries from this specialty
- Swap the chosen surgeries
If ‘move’ (20%):
a. Pick a random surgery from this specialty
b. Pick a random OR-day assigned to this specialtifefdint from the one thg
surgery is currently scheduled in)
c. Move the chosen surgery to the chosen OR-day
Check for feasibility w.r.t. release dates and dates
If infeasible:
- Swap/move back surgeries between the two OR-days
If feasible, evaluate the improvement conditions, 1, 1V
If the value of any of the improvement conditiond,llll, IV has increased:

- Swap/move back surgeries/surgery

We combine the three types RAndomExchangein six ways (table 4.2). We first use onlype 1

iterations to get some major performance improvamenbed occupancy levelling (RE1). Then, we

add several iterations dfype 2to squeeze out some more percents of performamgevement on

bed occupancy levelling (RE12). And finally, we evigy to improve a bit more on idle time and

overtime by addin@ype 3iterations (RE123). We test two sets of iteraomounts for type 1, 2 and

3 (resp. 2000/5000/5000 and 4000/10000/10000). €T hesnbers are chosen quite pragmatically by

testing the heuristics and finding a reasonablarza between computation time and the potential

performance improvement that could be made by addiore iterations.

Table 4-2 — Random Exchange heuristics

None No random exchange

RE1 2000 iterations type 1

RE1+ 4000 iterations type 1

RE12 2000 iterations type 1, 5000 iterations type 2

RE12+ 4000 iterations type 1, 10000 iterations type 2

RE123 2000 iterations type 1, 5000 iterations type 2, 5000 iterations type 3
RE123+ 4000 iterations type 1, 10000 iterations type 2, 10000 iterations type 3
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4.2.3. Components C and D:

MSS cycle length and MSS round factor

The third factor involves the use ofMaster Surgical Schedulas introduced in Section 3.5. We
define aMaster Surgical Schedu(@SS)as a cyclic OR schedule containing surgery typdger than
actual surgeries. This schedule is then used dseprint for scheduling of actual patient surgeries
The underlying idea of such an approach is thajesies of the same surgery type are very similar.
The effort of scheduling these surgeries coulddsiiced enormously by creating a cyclic blueprint,
containing ‘slots’ of these surgery types. Realgsties are then assigned to empty ‘slots’ of the
corresponding surgery type. This means that, whenhiospital manages to construct a feasible,
acceptable and optimized master schedule (MSS)nipig at the operational level would boil down to
filing in a ‘blanks exercise’. All the constraintand performance objectives (e.g. levelled bed
occupancy) are already incorporated in the MSS. WI8S approach has the promise of greatly
reducing complexity at the operational offline plarg level, while performance, which is based on
the quality of the master schedule, may greatlyrove if you manage to construct an excellent and
well balanced MSS.

The design of a MSS starts with choosing a cyahgtle The cycle length is the length (in days or

weeks) of the repetitive schedule. For exampleieifchoose a cycle length of one week, every week
has the same blueprint; if we choose a cycle leofttwo weeks, every other week has the same
blueprint. Table 4.3 lists the cycle lengths we.t¥¢e choose multitudes of two weeks to achieve
synchronization with the two week cyckession scheduia which sessions (OR-days) are assigned
to specialties.

Table 4-3 — MSS cycle lengths

0 No MSS

2 2 weeks (= 1 period)
4 4 weeks (= 2 periods)
6 6 weeks (= 3 periods)

Once we have determined the cycle length, we nedddide on number of times each surgery type is
present in the MSS. We defineslat as such an instance of a surgery type in a MS&s,We need to
determine the number of slots for each surgery.tyfle relate number of slots to the expected
frequency of actual surgeries of a surgery typenduthe length of a MSS cycle. For example, if we
expect 3 knee surgeries every week, we would Itgioequire 6 ‘knee surgery slots’ in a MSS with a
cycle length of 2 weeks, or 12 ‘knee surgery slatsan MSS with a cycle length of 4 weeks. For
infrequent surgery types, it may happen that yonatacreate any slots in a 2-week-MSS, but that you
do create a slot in a 4-week-MSS. Thus, longereclahgths tend to increase the amount of surgery
types incorporated in the MSS as well as the foactif surgeries that can be scheduled in the MSS

(which is a desired effect from the point of viefasoheduling complexity for OR planners).
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For determination of the number of slots, we geleEréive independent instances of surgeries, each
representing the number of patients for 26 peraddd weeks (i.e. a ‘year’). We calculate frequeacie
of each surgery type in each instance of patiemtisdavide this frequency by a factor 52/(MSS cycle
length) to calculate the average frequency a @jesyrtype in a single MSS cycle. Finally, we averag
these calculated frequencies of all five instanckEpatients to obtain a reliable estimate for the

expected number of surgeries of a surgery typeMi$& cycle.

However, the number of slots of each surgery typa MSS should be an integer, while the average
frequencies we calculate are hardly ever integeusTwe need to decide how to round these average
frequencies. For example, if we have calculatedxpect 3.2 knee surgeries per MSS cycle on
average, do we put 3 ‘knee surgery slots’ in theSMi® 4? And what if we expect 3.7, or 3.9? If we
round down, we create too few slots on averageeasing the chance of having no slots available
when scheduling an surgery. But if we round up,cveate too many slots on average, increasing the
chance of having no surgery to fill the slot. Thetfsituation decreases the fraction of surgdties

can be scheduled in the MSS, while the second dsesathe quality of actual OR schedule.

We introduce the concept ofund factor In words, the round factor is the fractional lipaint for
rounding up or rounding down. For example, if we asgound factor of 0.8 we would round down all
values that have a fractional value less thangu8h(as 3.21, 1.66 or 0.72) and we would roundlup a
values that have a fractional value equal to orentban 0.8 (such as 2.93 or 0.85). Note that using
round factor of 0.5 represents rounding to neargsger (with round half up in case of a tie-break)
while a round factor of 1 represents rounding dalnvalues. Formally, we perform the following

calculation:
Numberof slots= | Averagefrequency- Roundfactor |
Note that higher round factors tend to decreasatingber of slots. Table 4.5 lists the values foraviS

round factor (experimental factor D) we test.
Table 4-4 — MSS round factor

1 Round down all

0.9 Round up above .9

0.8 Round up above .8

0.5 Round to nearest integer

Once we have determined the number of slots, we tteereate the actual MSS. For this, we take the

following steps:

' We refer to Section 4.3.1 for more details on gatien of surgeries
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- MSS GENERATION

1. For every surgery type:
- Generaten slots for this surgery type, with the number of MSS slots for this
surgery type.
Redefineperiodas one full MSS cycle
Apply Random Fito generate an initial schedule with the slot<(i®a 4.2.1)
Apply 15000 iterations dRandom Exchange TypdSection 4.2.2)
Apply 15000 iterations dRandom Exchange TypdQection 4.2.2)

o gk~ w DN

Apply Resourcetype C fix heuris{{8ection 4.2.5)

Note that we apply the same constructive and imgareant heuristics for creatingMaster Surgical
Schedules for creating an actual OR schedule. This cahee®ISS to be practically free of resource
conflicts, as well as providing good quality on tperformance indicators (overtime, idle time and

levelled bed occupancy).

Now that we have generated a MSS, the final thnag temains is using this MSS in the scheduling of
actual surgeries. For this we perform some dbefsrethe constructive heuristic. We call this PHASE

0 of the heuristic.

- MSS SCHEDULING heuristic

PHASE 0
1. For every MSS slot in this period:

la. Find a surgery out of all surgeries that 8asighe all of the following criteria
- Surgery type of surgery corresponds to surgery ofypédSS slot
- Surgery is unscheduled yet
- Release date of surgery is in or before this day
- Due date of surgery is in or after this day
1b. If such a surgery found:
- Assign surgery to the corresponding OR-day of tIf&S\lot and set the start time

equal to the last completion time of surgeriesady assigned to this OR-day

The constructive heuristic (Section 4.2.1) thencpeals with scheduling the other surgeries. The
constructive heuristics do not consider the ext#tenf a MSS; they only consider the existing
schedule of actual surgeries created by the MS&dsiting (PHASE 0) heuristic. Note that this causes
the reserved capacity by the MSS slot to be freed surgery could be found for this slot.
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Theoretically, it is possible that all surgerieg acheduled by the MSS scheduling heuristic. This
causes the execution of the planning heuristiceifeating a feasible and high-quality schedulego b
no longer required at the operational offline piagnlevel. Only the more simple MSS scheduling
heuristic needs to be executed. However, for seveasons, such a situation does not happen for an
instance based on actual hospital data. Reasoi38i to not be 100% useful include:

- Some (rare) surgery types have no MSS slots

- Rounding the average frequencies for each surgpeydauses a total shortage in MSS slots

- Stochasticity in arrivals may cause a misfit initig) as surgeries are not spread out evenly

over the year, while maximum waiting time (due dadstrictions) cause the MSS not to be

used optimally.

Thus, both the MSS scheduling heuristic as wellthes basic constructive heuristics have to be
executed. We define tHdSS scheduling fractioas the fraction of surgeries scheduled by the MSS
scheduling heuristic. As we argue that the MSS duliveg heuristic is more simple than the
constructive heuristics, we assume a reciprocatioel between th#1SS scheduling fractioand the

complexity for OR planners at the of operatiorféliree planning level.

Remember that we incorporate the complexity for @&nners at the operational offline planning
level as a performance indicator for our solutioMe now operationalize this performance indicator
for scheduling systems that us#laster Surgical Schedyley measuring the fraction of surgeries not
scheduled in an MSS, (i.e. IMSS scheduling fractignin our comparing scheduling approaches, we

prefer those that lead to a high?d8S scheduling fraction.

4.2.4. Component E: Planning target

The fifth component is thglanning target Table 4.5 lists thplanning targetave test. We distinguish
betweenfixed planning targets and a variance-based slack appr@s introduced in Section 3.4. A
fixed planning targets a percentage (e.g. 90%) by which regular tiraglable is multiplied in order

to calculate theavailable capacity The constructive and random exchange heuristiesadapted to
use thisavailable capacityin their decision rules, rather than regular timnailable. For example,
when we use planning targetof 90%, inRandom Fit PHASE & would not be allowed to schedule a
surgery if this causes the OR-day to have a plamutiidation of more than 90%. In other words,
overtimestarts at the 90%-capacity level. Also, the randomhange heuristics calculate expected
overtime and idle time based on tpianning target thus measuring and improving the total absolute
deviation from theplanning target We assess several fixed planning targets in dadanalyze their

influence on actual overtime and idle time in thalisation of our schedules.
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We also test the variance-based slack approactans ldt al. (2008). They suggest to add slack to the
OR schedule based on the variance of the surgeribe schedule. The goal of planning this slack is
to limit the risk of working in overtime. The amduof slackd, on OR-dayo is calculated by the
following relation:
o, =p zaiz ,

iON,
with B: slack factorg;®: variance of duration of surgeryand N: the set of surgeries assigned to OR-
dayo.
This slack lowers thavailable capacityfor OR-dayo, analogous to how a fixed planning target (less
than 100%) lowers available capac{tyith (100x)% of regular capacity, where is the planning
target). Analogous to the case of a fixed planrtenget, the heuristics evaluate decisions against
available capacityrather than regular time available. We test tipsraach with severalack factors
£. We do not explicitly want to limit the risk of extime to a desired value, but we analyze their
influence on actual overtime and idle time in tealisation of our schedules.

Table 4-5 — Planning target

100% Fixed planning target 100% (available capacity = regular capacity)

90% Fixed planning target 90%

95% Fixed planning target 95%

105% Fixed planning target 105%

B=0.25 | Variance-based slack with $=0.25

B=0.5 Variance-based slack with $=0.5

4.2.5. Component F: Resource type C fix heuristic

As mentioned before, schedules that have beenedrastingRandom Exchangand/or MSS may
contain resource conflicts for type C resourcesuif@gent neededduring surgery). We test a
rescheduling heuristic to fix these conflicts ird@r to create a feasible schedule w.r.t. all resour
capacities. In two phases, the heuristic trieseszhedule surgeries within each OR-day. In thig, ste
surgeries are never assigned to other OR-daysisdaes not affect the quality of the scheduldnwit

regard to our performance indicators.

In phase 1, we release all start times of all siggen each day that has at least one confliet type

C resource. We sort the OR-days on increasing éageotal duration of surgeries assigned to this
OR-day. For each OR-day we sort the surgeries oredsing number of type C resources required.
We then reconstruct the schedule for every OR-daing the sorted order. Upon assessment of
rescheduling a surgery, we check whether the ree@)r required is/are available during the
necessary interval (the duration of the surgefy)ot, we try the next surgery in the list of surgs to

be rescheduled. If none of the surgeries remaiciny be scheduled without causing a resource
conflict, we reschedule anyway and try to fix theseflicts in phase 2. The heuristic starts with-OR
days that have smallest expected duration becéhese thave less flexibility in reshuffling the

surgeries to solve resource conflicts than ‘long#R-days. Furthermore, picking the surgeries toat d
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need a resource of type C first, causes thesersge be scheduled ‘as soon as possible’, which

increases the chance of creating a conflict-frbedule.

In phase 2, we try to fix the remaining conflicisdpplying a local search technique. For each katy t
has a resource conflicts on a type C resourcerye taximum of 5000 random exchange iterations.
An iteration starts with choosing a random OR-dathat least two surgeries. From this OR-day we
pick two random surgeries and swap them in theesezpiof surgeries on this OR-day. We update all
start times with this new sequence (surgeries kmnpd consecutively, without intermediate breaks)
and evaluate resource usage for type C resoufoemnflicts are fixed for this day, we proceed he t
next day. Otherwise, we continue with the nextaitien for this day (until the maximum number of

iterations is reached).

If type C resource conflicts are persistent after lheuristic, we still accept the schedule. If sach
schedule was to be carried out exactly accordingldoning, at least one surgery is required to wait
until the required resource has become availabite that the need to wait for equipment required
during surgery may also occur in case of completelyflict-free schedules, as some surgeries last
longer than expected an others last shorter. Stianléc.f. Section 4.3) deals with this effect,alghg

the start of a surgery until all type C resouraesavailable.

The resource type C fix heuristic is further referto afReschedule+LocalSearch (R+LS).

4.2.6. Forming the scheduling system

Figure 4.6 summarizes the components of our scedwpproach and their proposed values

(alternative heuristics or parameter values).

Table 4-6 - Components and values

Component Description alues

A Constructive heuristic RF, FF-LPT, FF-SPT, BF-LPT, BF-SPT, RF-NonCF
B Random Exchange None, RE1, RE1+, RE12, RE12+, RE123, RE123+
C MSS cycle length 0,2,4,6

D MSS round factor None, 1, 0.9, 0.8, 0.5

E Planning target 100%, 90%, 95%, 105%, p=0.25, B=0.5

F Resource type C fix heuristic None, R+LS: Reschedule+LocalSearch

Figure 4.1 summarizes the relation between the comqts and the scheduling approach we design.
The scheduling approach or scheduling system isqaience of steps performed. Sections 4.2.1 to

4.2.5 have described how the components influgmesteps in the scheduling process.
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Scheduling approach Components

C: MSS cycle length )
D: MSS round factor )

Creating MSS

\

A: Constructive heuristic )
E: Planning target >

Initial scheduling

\

B: Random exchange

Improving schedule

AL/

E: Planning target

\

JUOL

F: Resource type C fix heuristic>

Finalization

Figure 4-1 - Scheduling approach and components

Every scheduling system consists of iigal schedulingstep. The other steps are optional, and based
on the values of the component. For example, ifmmmantB: Random Exchandeas valueNone the

Improving schedulstep will be omitted.

4.2.7. Combined scheduling approaches

We combine different components to create diffesmiteduling approaches. Theoretically, there are
10080 different combinations of component valueA%* 7 (B) *4 (C) *5 (D) *6 (E) * 2 ( F). We
select 30 of these approaches, in order to limmatation time and effort. Basically, we define a
single base approach and vary each component selgarsfter analysis of the results, we create a
best approachthat is composed from evelyest option on each component. We expect some
dependencies between components beforehand, sdswéeat a small number of approaches that

differ from the base approach on more than one compt. Table 4.7 lists the 30 approaches we

define.
Table 4-7 - Definition of approaches
Approach A B C D E F
# Constr_uc_tlve Random MSS cycle MSS round Planning target Res_ource _type
heuristic Exchange length factor C fix heuristic
1 (base) RF None 0 - 100% None
2 RF RE1 0 = 100% R+LS
3 RF RE1+ 0 - 100% R+LS
4 RF RE12 0 - 100% R+LS
5 RF RE12+ 0 = 100% R+LS
6 RF RE123 0 = 100% R+LS
l RF RE123+ 0 = 100% R+LS
8 RF None 2 1 100% R+LS
9 RF None 4 1 100% R+LS
10 RF None 6 1 100% R+LS
11 RF None 2 0.9 100% R+LS
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12 RF None 2 0.8 100% R+LS
13 RF None 2 0.5 100% R+LS
14 RF None 4 0.9 100% R+LS
15 RF RE123 4 0.9 100% R+LS
16 FF-LPT None 0 - 100% None
17 FE-LPT RE123 0 100% R+LS
18 FF-SPT None 0 100% None
19 FF-SPT RE123 0 100% R+LS
20 BF-LPT None 0 100% None
21 BF-LPT RE123 0 100% R+LS
22 BF-SPT None 0 100% None
23 BF-SPT RE123 0 100% R+LS
24 RF-NonCF None 0 100% None
25 RF-NonCF RE123 0 100% R+LS
26 RF None 0 90% None
27 RF None 0 95% None
28 RF None 0 105% None
29 RF None 0 3=0.25 None
30 RF None 0 =0.5 None

We defineapproach las thebase approachThis consists oRandom Fitwith a 100% planning
target, without further improvement heuristics dwe tuse of a MSS. Although no structured
methodology is used in practice, this most clogelgembles the current scheduling system in the

hospital.

In approaches 2-We vary the factoRandom Exchangén approaches 8-1@ve vary theMSS cycle
length using a defaulMSS round factoof 1. Inapproaches 11-18e vary theMSS round factor,
using a defaulMSS cycle lengthf 2 weeks. Inapproach 14we test a combination of the parameters
MSS cycle lengtindMSS round factgoiwhich we also combine witRandom Exchandeheuristic in
approach 15In approaches 16-2%e test theconstructive heuristigeeach of which we also combine
with a couple olRandom Exchangiéerations. Inapproaches 26-3@e vary theplanning target The
Resource type C fix heuristis applied to all approaches that consist of impneent iterations

(component B other thadong and/or that use an MSS (component C other @.an

4.3. Evaluation approach
We develop an application using the Borland Delpprogramming environment to test our heuristics

and to simulate the realisation of the schedulegeverate. This application is builds further ugioa
Operating Room Management Garseftware byE.W. Hans Section 4.3.1 provides an in-detalil
explanation of the process of generating surgesiestion 4.3.2 describes the experimentation psoces
in which we generate schedules based on our defipptbaches. Section 4.3.3 presents the way of
evaluating the schedules, i.e. by applying evesetiasimulation. This section also involves detanls
the determination of the number of simulation reeguired to achieve a sufficient reliability levei

the outcome.

12\When we applyRandom Exchang® a schedule built with MISS we only allow rescheduling the surgeries
planned by the constructive heuristic, and noteéhmsthe MSS scheduling heuristic, i.e. we onlgheslule
surgeriesiot planned in MSS slots.
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4.3.1. Surgery generation

We generate surgeries to reproduce the patientadsrduring a full year. As stated in Section 4.1,
surgeries inherit their characteristics from a stydype definition. We consider a number of suyger
types for each specialty, and we derive the expetsetion of each surgery type within its spegialt
from the data. For example, we estimate from hisdbdata that, on average, 8.3% of all orthopaedic
surgeries is a hip replacement surgery. Detaitherdetermination of these expected fractions,eb w
as surgery type characteristics can be found ipteh®. Then, when we generate a surgery for angive
specialty, a random surgery type is drawn. Eachesyrtype has a probability equal to its expected

fraction.

Aside from its inherited surgery type charactersstieach surgery is assigned a release date amel a d
date. The release date represents the ‘arrival daténe patient, i.e. the day the patient has been
registered at the waiting list. We model bulk atf$vat the start of each planning cycle. Thushat t
start of each planning cycle, a new group of siegds released that may be scheduled (togethbr wit
the unscheduled surgeries from earlier periodsg. dire date is determined by the maximum waiting
time for this patient. We consider a single urgeocategory with a maximum waiting time of 8 weeks
(4 planning cycles operiodg. Concluding, every surgery that ‘arrives’ rightfore the start of
planning cycle x, has the first day of period Xtagelease date, and the last day of period x+8as
due date. Note that this simplifies the problemtle stages of construction and subsequent
improvement of the OR schedule, because when a&uig allowed somewhere in a given period
with regard to due date and release date restrigtib can be scheduleshywherewithin this period
without violation of these restrictions. In our impement heuristics, this causes greater feagilafit
proposed ‘moves’ and ‘swaps’. On the other hanelréal life situation at SKB contains only a small
fraction of urgent surgeries that really have adhdue date. For the majority of surgeries, thevab
relaxation would be feasible because of the absenaehard’ due date (the maximum waiting time of
8 weeks is more an organizational rather than aaakcequirement). Furthermore, minimization of
waiting times or prevention of exceeding due datas never the goal in this research. So we argue

that the above relaxation should not disqualifyrémults of our study for the SKB case.

To determine the number of arrivals per period, codld use a fixed number of patients (e.g. based
on 8320 patients a year). We then would deternfiaalistribution of surgeries between the specgaltie
from historic data, and use this distribution teedmine the number of surgeries per period for each
specialty. For example, if 20% of all surgeries aréhopaedic surgeries, we generate 1/26 * 8320 *
20% = 64 orthopaedic surgeries for each period dralv the surgery types randomly with
probabilities that represent the expected fractafrmthopaedic surgery types. However, with such a

approach, we would fix both the OR capacity anditiael (capacity usage) at a given level (based on
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historic data). Then, for specialties with high andilization in this period in history, overtimeowld
almost always be zero, regardless of our scheddirsgem. Therefore, it would be very hard to
compare the alternative scheduling systems. Fdroeotigh comparison of scheduling systems, it
would be best to balance capacity and load at dlegpgal level, such that it will always lead tolbot

significant overtime and significant idle time.

We opt for the following approach (namesiting list replenishmephto generate a patient population
that sufficiently fills capacity during a year:
1. Generate surgeries that represent an initial wpiist of 2 periods (=4 weeks), based on a
fixed number of patients and historic distributloetween specialtie$®
2. Apply the base scheduling approagfiRandom Fit at 100% capacity, c.f. Section 4.207)
schedule surgeries for the first period
3. At the start of the next period, generate for egmdrialty exactly the number of surgeries that
were scheduled in the previous period. Note thagesy types are drawn randomly and do not
need to be equal. Thus, we replenish the waitstgdi its initial level (in number of surgeries
for each specialty). l.e. if the scheduling heigtsscheduled 89 orthopeadic surgeries in the
first period, we would replenish the waiting listtkvexactly 89 new orthopaedic surgeries.
The surgery types are drawn ramdomly.

4. Repeat steps 2 and 3 for all 25 remaining periods.

Note that this approach generates a very balancédsimooth arrival process. An extension of this
approach may include the variation of the fraciwdrsurgeries generated for the next period (in step
3). For example, one could draw a number from thterval [90, 110] and then generate this
percentage of surgeries in step 3, rather thay feplenishing the waiting list. With such an agio,
one could take more stochasticity of arrivals iatttount. However, in the SKB situation, arrival
stochasticity was not considered a major problelne dctual waiting list at any time always consisted
of sufficient, but not too many, surgeries. So, etmaightforward approach dull waiting list

replenishmentvas assumed good enough to model the SKB case.

Under the condition of sufficient surgeries on thiial waiting list, the approach ofvaiting list
replenishmenguarantees the presence of a sufficient amourglefsed but unscheduled surgeries at
the start of each period to fill regular capac8ill, we should be able to schedule all surgeniefore

their due date without needing an excessive amafumtertime. Thus, this approach balances capacity

370 create some flexibility for planning, we generan initialwaiting list of 2 periods. At the start of the first
period, we start with an extra set of releasedumstheduled surgeries, besides the regular ardfadsriod 1.
This is our ‘backlog’. These are released in ‘p&1@, are due in period 3 and are all unschedulée. regular
arrivals are released in period 1 and are dueriogd.
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and load. Note that this approach with a finitenpiag horizon may cause some surgeries to remain
unplanned, more specifically: surgeries that hlie#r due date beyond the planning horizon (i.es¢ho
that are released in any of the last three periods) remain unplanned. Our scheduling approach does

not exploit this relaxation of the problem, so ttiees not deteriorate the results.

We generate a set of patients usivagting list replenishmerance and then release all surgeries from
the schedule which was constructed to generatbat@ced number of surgeries. What remains is a
set of surgeries with release dates and due daésepresents patient arrivals during a year. $&is

of surgeries is stored and fed into each of theduelng approaches separately. Thus, we schedeile th
same surgeries using different scheduling systamsrder to fairly evaluate the differences in
performance of these approaches. We assume tlietedifes in terms of achieved utilization rates
between the constructive heuristics are not largaugh to cause emptiness or excessive growth in

waiting lists.

4.3.2. Schedule generation

We use the generated set of surgeries to createc&tlules with our scheduling approach. Figure 4.1
shows the basic steps of this scheduling apprddwh output of this system is the OR schedule for 26
two-week-periods (i.e. ‘a year). Remember thatrgy#anning cycle generates an OR schedule for a
single two-week-period. Thus, we need to executpldbning cycles. Th€reating MSSstep is at a
higher planning level level (tactical) and need betrepeated every period. The other stémgia]

scheduling, Improving schedw@dFinalization) are repeated for all 26 periods.

Due to random elements in the scheduling appraaath as picking a random OR-dayRandom Fit

or picking random surgeries duriftgndom Exchangeve run each system three times on the same
set of patients. Due to the nature of our heussti®@ do not expect a great amount of variation
between the runs, so we limit the number of runsroter to limit computation time and effort for

processing and analyzing the results.

Also, to limit the influence of a specific set afrgeries, Approach
we use thawvaiting list replenishmenapproach (Section
. . . Approach
4.3.1) to generate three unique instances of semye| !nstance Run
Again, the number of instances is limited, becatise Instance i RuUN
random effects are limited in our approach, while y i
Instance i Run
require to limit computation time and effort for '
processing and analyzing the results. Note thadaveot Approach
1=3 n=30 m=3

generate a new instance for every scheduling approa
Figure 4-2 — Schematic overview of experiment setup
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but that we feed the same set of surgeries intb eabeduling approach in order to provide a fair
comparison. However, the basiaiting list replenishmenmethod is based on a 100% planning
target. If component Eplanning target)has any other value (e.g. 90%) we would have gésifar

too many or far too few surgeries. Therefore, dpproaches 26-3@ve generate separate instances
with an adapted version of theaiting list replenishmentethod in which we use adjusted planning

targets rather than the 100% in the basic method.

Concluding, to evaluate the alternative schedudipgroaches, we generate 270 schedules: 3 patient

instances * 30 approaches * 3 runs per approaed.Rgure 4.2)

4.3.3. Simulation

In reality, not the planned idle time and over tiane of interest, but the realized values. Thuggetoa

good estimate of these values, not the planneddatdhshould be evaluated, but a realisation thereof
taking into account the stochasticity of surgeryations and possibly other unpredictable events.
Therefore we use th®perating Room Manager Ganagplication to simulate the realisation of our

schedules.

We choose a discrete-event simulation approachrderao simulate all desired effects. The main
reason for this is that, due to limited capacityogce type C (needetliring surgery), the different
ORs on a single day cannot be evaluated indepdgpdémtother words, resources of type C may

create dependencies between OR-days, as the $tat .o

surgery needs to be delayed if there are insuffigiesources:

GangEx MaTum

available. Also, discrete-event simulation giveghesoption -

Arthkn

of modeling the arrival of emergency surgeries tiegd to f J L
- EEAA THR Fhace

FrestO0g

be performed as soon as possible, and may cause :
.J?estPLD‘;

elective surgeries to be delayed (suggested ilsezi4.5).

Thorac L Phaco U
Hemikn

Phaco
Phaco

In simulation, we assume that all patients are yrefal | P

£athn [Flitee
Fhaco

surgery at the beginning of the day. This meang t

FPhaco

surgeries can also stdreforetheir planned start time. Thi¢

MaTum FPhaco

causes all surgeries to be performed consecutivétiiout

intermediate gaps in which one needs to wait fpatent. | "~ Phaco

FPhaco

The only exception in our simulation model is wizetype C Gynace

Arthkn

resource is required but unavailable. In practicet all . Atk | paca

FPhaco

patients are ready at the beginning of the day, mRtf s OB Varic [ | ArthEnk

MAobi

Figure 4-3 - Simulation gantt chart
showing resource type C conflict
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personnel anticipates on delays and speedups mdination with the surgical ward. The result isttha
the next patient is always present at the OR-deyant when needed, such that the assumption of ‘all

patients are available and ready’ is valid.

In simulation, all surgeries are performed in tlegineduled OR, and in the sequence in which they ar

on the OR schedule. No surgeries are cancelletiocdue-shows or overtime regulations.

The start of a surgery may be delayed by the ufedostity of a resource of type C. Whenever all anit
of a resource are in use and a surgery that alsdsnis resource is about to start, the statefg
delayed until the resource becomes available. TRerédnains empty until the resource has become
available and the surgery can start. Figure 4.3vshbis effect in the simulation Gantt chart in the
Operating Room Manager Gam@urgeries in red represent those that use theneasowhich has a

capacity of one unit. Here, thewOSM had to wait for theAdesVoe'to complete.

The start of a surgery may also be delayed bytiaahof an emergency surgery. We model these, as
these break-ins have direct impact on realized tide and overtime for the OR department. We

consider the category of emergency surgeries thatl immediate action, as these are the only that
may influence the realisation of the elective OReslule. Simulation generates a random number of
emergency surgeries with random arrival times, thaseemergency surgery parameter settings (c.f.

Section 5.1). Upon the arrival of an emergencyfdiewing rules are applied:

1. If there is an OR in which no surgery is curreniblging - -

performed, start the emergency surgery in that ¢

immediately o NesPle || |

| Sunoved | L L |

If there is no OR available, let the emergency syrgvait

OpHern =
T A0

3. If any surgery finishes and there is an emergencygesy :

FPhaco

waiting, start the emergency in this OR immediatahd ° B Ehace

CorAfd ArthSch

Arthkn

continue with the remaining elective surgeries rafiee

Fhaco

emergency surgery SR | T |
We consider a single emergency surgery type, frohichv all TR | Lepchl b
emergency surgeries inherit their characteris@sapter 5 provides Arthseh | | THE
more details on the definition of this surgery typed the . o
determination of its characteristics. Figure 4.4veh the effect of - U | e
emergency surgery arrivals in the simulation Gantitart in the; e

Arthn i

Operating Room Manager Gamelhe red-coloured EmSurg | MaRes _ —
HernlCic

Gezw
Figure 4-4 - Simulation gaﬁft“Ehart
(green = plastic surgery) had to wait, leading tertme for this showing an emergency surgery

OR-day.

(=T

represents the emergency surgery. Here, the okbetive surgeries'
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In simulation, surgery durations are drawn randotrdged on the expected duration, the standard
deviation of duration and the distribution type.isTbtochasticity creates an error in the simulation
outcome of our performance indicators. In orderettuce this error, we perform multiple replications
That is, we simulate every scheduléimes, and average the outcome in order to olstafficiently
reliable estimates. Law & Kelton (2000) suggesequential approach to approximate the number of
replications required in order to obtain a conficeinterval with a certain relative error. We useirt
approach to create a 95%-confidence interval wittP@relative error. We choose a small relative
error to limit the random influence of simulati@s we keep in mind that there are many other random

influences (in the heuristics, as well as in theysty instances).

The objective of the sequential procedure is tal fam estimate of the expected performance with
relative error ofy at a 100(1x)% confidence level (Law & Kelton, 2000). As perfance measure,
we use the weighted sum of average weekly over{lDi® and average weekly idle time (IT) with
respective weights of 2 and 1 (see Section 5.4é&bails on weight factors). We aim at finding an
estimate with a relative error of 1%=0.01) at a 95% confidence leveF0.05).

The sequential procedure has the following steps:

1. Make nyinitial replications of the simulation and set m¢=

_ S?(n .
2. ComputeX(n)andd(n,a) =t _,, ., S () from the realisations X X5, X3, ... X,. Note
n

that d(n,a) is the usual half-length of a confidence intervXl(n) is the average (mean) of
the realizations an&*(n) is the sample variance of the realizations.

3. If o(n,a) /‘)T(n)‘ < yl(d-y), then the desired error has been found. Notewieatise an
adjusted relative erroy /(1-y)to achieve the desired error for the actual esemétthis
condition is met, we can us&(n)as an estimate and stop the procedure. Then, the
confidence interval ist)_((n) =-o(n,a), X(n) + o(n, a')].

Otherwise, run an additional simulation replicafimcreasen by one and return to step 2.

We run this procedure for thmse approactiapproach 1) with an initial value of = 5 replications
and y/(1-y) = 001/099=0.009901 Table 4.8 shows the results. We break the praeedt
n=25.
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Table 4-8 - Results sequential procedure to determé number of replications
n X(n) s(n.a) | o(n,a)/|X(n)
5 841,73 38,94 0,0463
6 838,37 30,67 0,0366
7 834,51 26,43 0,0317
8 833,53 22,24 0,0267
9 834,80 19,35 0,0232
10 832,05 18,08 0,0217
11 834,01 16,69 0,0200
12 832,55 15,39 0,0185
13 831,47 14,21 0,0171
14 830,04 13,40 0,0161
15 829,57 12,43 0,0150
16 830,29 11,65 0,0140
17 829,82 10,94 0,0132
18 830,35 10,32 0,0124
19 829,49 9,89 0,0119
20 827,64 10,12 0,0122
21 828,35 9,71 0,0117
22 828,20 9,23 0,0111
23 828,04 8,81 0,0106
24 828,37 8,44 0,0102
25 828,51 8,08 0,0098

We conclude to run 25 simulation replications fecke schedule to obtain a sufficiently reliable
estimate of performance. We determine the valuesviertime (OT) and idle time (IT) by simulation.
The other performance indicators (ROBO:; andMSS scheduling factpare calculated directly for

each OR schedule, as they are independent of atixgdry duration.

4.4. Model verification and validation
We qualitatively validate our model in discussioitmeome main actors in the planning process, i.e.

the OR planners, the OR manager and some othesamgvstaff. Besides, we perform a detailed
analysis of the planning rules formalised inGuidelines for OR planninglocuments to check if our
model sufficiently covers the actual constraintd preferences in the actual OR planning process. We
conclude that over 90% of dlbuidelines’ are covered by our restrictions. Of the remaindest
guidelines are preferences for the sequence oésasgwithin an OR-day. We do not formalise these
into our model, but assume that resequencing ttgesas within an OR-day can solve the majority of

violations of these preferences, whenever needed.assumption is supported by the OR planners.

We validate our model quantitatively by comparihg factual realisation of an actual OR schedule
with the simulation results for the same OR scheeduhen entered into our model. We analyse a two-
week-period from June 4 2007 until June 15 2007. A¥sign each surgery to its corresponding
surgery type and generate the surgeries basedeosutigery types in th®perating Room Manager

Gamesoftware. Note that we generate the surgeries thigir default surgery type characteristics,
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rather than using information on actual surgeryation. This is to validate our assumptions on
expected duration of surgeries of these surgergsty@/e reconstruct the schedule by assigning each
modeled surgery to the OR-day its factual counterpas in, and we maintain sequence of the
surgeries within the OR-day. Furthermore, we asgigeach OR-day the corresponding specialty and
regular start and end time of the session, basatieifactualsession schedul®r this period (there
were some small deviations from the defagssion schedyleWe simulate 25 replications of this

schedule and estimate the total idle time and mruertTable 4.9 presents the results.

Then, we calculate the actual idle time (IT) aneértimne (OT) of the realized schedule in practice in

this period, using the following formulae:

IT=> max{o, ¢, —maxb, }

JOE;

OT = Z max{o,(r]%gxbj j -C } :
whereb; is the end time of surgefyc; is the regular end time of sessioandE; is theset of surgeries

assigned to sessionTable 4.9 presents the results.

Table 4-9 - Validation Overtime - Idle time

Actual Model Rel. diff
Idle time (min) 1296 1073 -17,1%
Overtime (min) 819 946 15,5%

Although the magnitude of actual and modeled peréorce is similar, we observe an underestimation
of overtime and an overestimation of idle time hy enodel. This can partly be explained by the
factor ‘late start’ (see Section 2.4.6). This i$ imzorporated into our model, but causes the and t

of the last surgery to increase if it were. A latad-time leads to higher overtime and lower idteet

so this may compensate some of the difference lesitree model and reality. The magnitude of this

error is on average approximately 20,8 minuteafo©OR-day.

On the other hand, the model includes turnover timts planned duration for a surgery, such that t
schedule includes turnover times fon surgeries. In practice, there are onhl turnover times fon
surgeries. This causes higher overtime and lowkr tidne in the model, an opposite effect of

neglecting the ‘late start’. The magnitude of #misor is approximately 14,7 minutes for each OR-day
These two errors cancel out each other for a lpage but their net influence is difficult to esate. In

our goal function we try to minimize the weightedns of overtime and idle time. The one is

underestimated and the other overestimated by odemso the error of the sum will always be less.
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Therefore, we conclude our model have a high pritibato be valid with regard to overtime and idle

time.

We validate the other performance indicators of model, the standard deviation of bed occupancy
levels of the surgical wards, by comparing the alciind modeled bed occupancy levels of the factual
schedules of December 8, 2006 until November 10720Ne derive modeled bed occupancy by
using the length-of-stay parameters of each surdeaged on its surgery type definition), and

calculate the standard deviation. We compare thih actual bed occupancy levels for elective

surgeries, as described in Section 2.3. Table 4 €epts the results.

Table 4-10 - Validation Overtime - Idle time

Actual Model Rel. diff
BOb: (pat.) 5,00 5,28 5,6%
BOe: (pat.) 7,85 7,95 1,2%

Errors may be caused by the assumption of a detestmilength-of-stay for each surgery type; we did
not model stochasticity in length-of-stay at thegstal ward. As relative differences are small, we

conclude our model to provide high probability ofedid estimation of bed occupancy levels.
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5. Data analysis

The chapter describes the process and resulte afata analysis to determine the values of the mode
parameters, as defined in Section 4.1 These ot@ifim actual hospital data on surgeries,
admissions and sessions. We use data from DeceéBn€06 until November 11, 2007. Section 5.1
covers the determination of surgery characteristiosugh the definition of surgery types. Sectioa 5
presents the characteristics of the additional uess, including the ORs themselves and the
distribution of sessions among specialties. Sedi@ngives the weight factors for the goal function

and explains prioritization among the performamzidators.

5.1. Surgery (type) characteristics
As stated in Chapter 4, surgeries derive theiradtaristics from a surgery type. Section 5.1.1resfi

a surgery type more precisely. Section 5.1.2 dessrihe data analysis process to determine the
surgery types and some of their characteristicege3y duration, defined as a stochastic varialsle, i
treated separately. In Section 5.1.3, we use dama the hospital to show that using historical data
surgery duration and turnover times provides bgttedictions than the use of estimates given by the
surgeons. In Section 5.1.4, we present the reshittse data analysis on surgery duration in whieh w

fit a probability distribution function to the daftlem the hospital.

5.1.1. Surgery type definition

A surgery typeis a collection of properties, shared by a gro@isimilar surgeries. Within such a
category, surgeries share both medical as webgistical characteristics. Every surgery type s t

following characteristics:

- Specialty {GEN, GYN, ENT, ENT-C, URO, PLA, NEU, ORT, EYE}
- Expected duration Number of minutes

- Stdev of duration Number of minutes

- Distribution type {normal, uniform, lognormal, ...}

- Emergency Yes / No

- Length-of-stay before surg. Number of days

- Length-of-stay after surg. Number of days

- Surgical ward {E1, D1, other}

- List of instrument sets required (type B resources)

- List of equipment required (type C resources)
The goal of defining surgery types is to find a nmiegful typology for surgeries at such a level of
detail that: a) surgery types have sufficignérnal homogeneitysurgeries belonging to a surgery type
have fairly similar characteristics (both from adia as well as a logistical point of view) anda)

resulting number of defined surgery types is adlsmsgossible.
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Requirement a) ensures that modeled surgerieshvittierit their characteristics from a surgery type
sufficiently represent the characteristics of maigeries. Requirement b) enables standardization i
planning surgeries, e.g. through the applicatiomMaster Surgical Schedulin@his is because a lower
number of surgery types corresponds to ‘largegaties, which in their turn recur more often ia th
OR schedule. Note that these requirements areathaiory. As such, defining surgery types is an act
of balance. For a starting point, we choose thellef/detail of existingurgery protocol¥, of which
one to several dozens exist per specialty. We Bpally turn away from the level of detail of
procedure codesas this would lead to several hundreds or thaisanh surgery types, even more so

because multiplprocedure codemay be assigned to a single surgery.

5.1.2. Determining characteristics of surgery types

Figure 5.1 schematically shows the process of iogasurgery types and determining their
characteristics. We start the analysis by retraspmdyg assigning as much actual surgeries in the
dataset as possible tsargery protocal For every protocol that has two or more actuggeaties from

the dataset assigned, a surgery type is creatdd, avhame equal to the name of the protocol.
Assignment is performed on the basis of the texth@Treatmenfield of every surgery (as inserted in
the hospital information system). This field contaithe text the surgeon has written down on the
admission formand is essential for OR planners in schedulirg shrgery. Table 5.1 gives an

example of such texts for surgeries that all beloniipe protocollinfundibulotomie!

Table 5-1 - Examples off reatment text for 'Infundibulotomie’

INFUND.LI + CONCHA INF.BDZ. INFUND LI, NASOFARYNX+ BIOPT
INFUND.LI.+ CONCHA INF.STRIPPING BDZ. INFUND.BDZ.+ CONCHA INF.STRIPPING BDZ.
INFUNDIBULOTOMIE INFUND.+ CONCHA MEDIA REDUCTIE
INFUND.LI.+ CONCHA MED.BULL.LL

Next, we continue with the surgeries that could metassigned immediately due to incomprehensible
text in theTreatmenffield or due to the non-existence of a correspaggiirotocol. Surgeries that have
corresponding procedure codes as those alreadynasgsio a surgery type are added to these surgery
types. For other surgeries with similar descriptiont without a corresponding protocol, we create a
new surgery type. The remaining surgeries are attedrest-type’, which we create, one for every
specialty. For similar surgeries performed by sangeof more than one specialty, we create separate
surgery types for each specialty. For example, veate a Arthroscopy kneetype for General
Surgery as well as &fthroscopy kneetype for Orthopaedics. This ensuieternal homogeneitpf

surgery types w.r.t. specialty.

14 A surgery protocols a text document that gives an in-detail desionipof the material requirements for a
surgery and the activities of preparing the patiensurgery and the activities of performing thegery itself.
The documents are centrally stored and are creatgdnaintained by OR personnel.
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Figure 5-1 - Process of creating surgery types

We verify this initial assignment by discussingvith some seniosurgery assistantgo check if we
correctly interpreted th&reatmenttexts on which we have based the assignment asmtian of
surgery types. We adjust the surgery types basdti@inrecommendations, leading to a total set of

179 surgery types.

We derive the surgery type characteristics by airadythe surgeries assigned to each surgery type.
Table 5.2 presents the measures we use to findevdar the deterministic properties of a surgery
type. Surgery duration, being a stochastic variabléreated separately in Sections 5.1.3 and 5Sif1.4
we observe that a surgery type scores very lomi@mnal homogeneityi.e. that surgeries assigned to
a surgery type have very dissimilar characteristies try to divide the surgery type into multiple
surgery types with more homogeneity, while keepaigvance from a medical point of view.

Table 5-2 - Measures for determining surgery typelwaracteristics

Property Value determined by ...

Specialty Most frequently occurred value (mode)

Emergency Most frequently occurred value (mode)

Length-of-stay (before surg.) Median

Length-of-stay (after surg.) Median

Surgical ward Most frequently occurred value (mode)

Instrument sets (resource type B) Include on list if more then 50% of surgeries requires the resource
Equipment (resource type C) Include on list if more then 50% of surgeries requires the resource

To facilitate the clustering of surgeries, the tmaof surgery types and the determination of etyg
type characteristics, we develop @R-DataBasetool in Microsoft AccessFigure 5.2 shows a
screenshot of the form we use to assign individuageries to a surgery type. Figure 5.3 shows a
screenshot of the form we develop to summarizectigacteristics of the surgeries assigned to a

surgery type. We use this information to deterntireesurgery type characteristics.
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==l OperatieForm : Formulier e[ |3
P o1 14 OKdatum: 2-1-2007
Specialisme: CHIL
Opnameindicat ARTHROSCOPIE LLKNIE + EVT.VKE RECONSTR.
| Behandeling:  ARTHROSCOPIE LL.KNIE + EVT.VKE RECONSTR.
OKmemo: A CAMERA

Verrichtingen 39411 ARTHROSCOPIE VAN DE KNIE IN COMBINATIE MET EE
38876 VERLEMGEM, VERKORTEN OF UITSNIJDEM VAM PEZEM,
38542 VOORSTE EN/OF ACHTERSTE KRUISBAMDPLASTIEK MET
38641 UITGEBREIDE ARTHROTOMIE, PATELLECTOMIE, CHEIL

Netten: VKB COMPLEET
SEMITENDINQSUSSET
BASISMNET
GTS SYSTEEM
ARTHROSCOPIE KMIE
Operatietype: VKB reconst’ucﬁe -
VKB reconstructie
Abdominale Uterus Extirpatie / Adnexextirpatie

Curettage

Debulki
Mieuw type ESGU o

Laparoscopische sterilisatie

Sectio

Vaginale uteruzextirpatie met voor-en achterwandplastiek -
[7] Alleen operaties zonder type Zmettype: | 714
[] Sorteer op 'behandeling' # zonger type: 1

i £ toizal
|  Filter typen op spedalisme 315

Record: [14 ][ d] 13 [ (M)} #| van 7915

Figure 5-2 - MSAcces©R-DB tool (assigning surgery to a type)

Finally, we calculate the share each surgery tygmih the total amount of surgeries of a specialty.
These fractions are used to create a representativef surgeries within a specialty, when we use
these fractions for generating surgeries (see @edti3.1). Emergency surgeries are not scheduted, s
we exclude the surgery types for whiEmergencyproperty isYes Formally, we use the following

formula to calculate the expected fract@mof each surgery type

n :
a =—— L,
>n

iD{E“Ss(j>l}
in whichn; is the number of surgeries assigned to surgeryitype
E is the set of surgery types that meet criterlmérgency = Nq’
s(j) is the specialty of surgery type
S is the set of surgery types for specidity

Appendix 2 provides a full list of all surgery tygand their characteristics as well as their exgobct

fraction a

77



Operating room scheduling in SKB Winterswijk
Thijs Knoeff

=358

=] TypeAnalyse : Formulier
Aantal Operaties: 159
Opname
# Dagen Freg »  Mediaan: # Dagen Freg
a 14 o 1 96
-2 4 2 23
1 3 = | Gemiddelde: 3 12
-3 2 ] 0 4 7
-B 1 7 5
=g 1 | Voor 0K 5 3
22 1 - i} a
Anesthesie
Anesthesietech, Freq - Type Freg
Algeheel 137 A 137
Epi+tilgehesl ] AR g
7 : 7
Spin+Epi+5edatie 1 R 1
Verrichtingen
Code  Omzchrijving Freq
35385  CHOLECYSTECTOMIE PER LAPAROSCOOP, INCLUSIEF E 124
35350 CHOLECYSTECTOMIE 24
35584 DIAGMOSTISCHE LAPAROSCORIE. INCLUSIEF EVEMTUE 20
38511 OPERATIEVE VERWWNDERING VAN GEZWELLEN LITGAAMN 2
35588 THERAPEUTISCHE LAaPAROSCORIE, BUWOORBEELD TER 2
38871 TEMOLYSE FLEXORPEES VINGER/HANDPALM 1
35512 PROEFLAPAROTOMIE 1

-~

CHI: Cholecystectomie laparoscopisch

- Medizan: Afdeling Freq -
1 E1CH 136
= DICH 14
Gemiddelde: AT 2 |2
bosc 1
2
Na OK
Prioriteit Bruto OK duur

Pria Freg Gemiddelde:

G 123 73

16

4 1 Medl’aan.

5 1 &9

AH 1 (OK gl 0 - 4200

n=143

Netten

MHaam Freq
LaP. GALELAASHMET Il TAMGEM 150
LaP. GALELAASMET | 150
LaP GALBL. Il OPTIEK EM SHOEREN 149
BASISHET 26
CHIRURGISCH BUIKMET 25
L&P COLOMN TAMGEM 3
WOMDSET OK 2
GYMAECOLOGIE LARAROSCORIE SET 2
LAP.COLOM TROCARDS 1

m

Figure 5-3 - MSAcces©R-DB tool (summarizing surgery characteristics)

5.1.3. Historical data vs. surgeon based estimates

In the current situation, planned duration of stiege for most specialties is based on the time

indicated by the surgeon. As have we observed ¢lid®e2.4.3, specialties that use historical data

(Gynaecology and Eye surgery) report smaller medreg differences between realized and planned

operation duration than specialties that use surppased estimates. We pose the following question:

Does the use of historic averages per surgery pypeide a better prediction of surgery duration tha

the current use of indication by the surgeon?

To measure quality of prediction we use the abeokrtor, i.e. the absolute difference between

planned and realized surgery duration. We analijziegeries from the dataset of December 8, 2006

until November 11, 2007 that satisfy all of thddaling conditions:

- Realized surgery duration is known

- Planned surgery duration is known

- Surgery belongs to a surgery type that has at teassurgeries assigned that meet the first

two conditions
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We estimate the average absolute error of planoeatidn Err;), by calculating the average absolute

difference between planned duratigand realized duratiox.

Err, = 1Z| P, = %], with n = number of surgeries considered
n=

Then, for all surgery typaswe calculate the mean realized surgery dura)T(pn

o 1 : : . . .
X, = EZ X, [t with realized surgery duratiofy andE; as the set of surgeries assigned to type
t | I0E,
Then we estimate the average absolute error if addvhave used the mean surgery duration for the

surgery type for predicting duratioBrt,):
Err, = EZ‘K(D - Xi‘ , with t(i) the surgery type of surgerandn the number of surgeries.
n=s

Table 5.3 presents the results.

Table 5-3 — Absolute errors in surgery duration preliction

Name Value
Erry 18,17
Erry 12,07

As the absolute error is lower when using mean taurdor each surgery type, we may cautiously
conclude that using historic mean duration for mtety surgery duration provides a better predictio
of surgery duration better than using the indicatib the surgeon. This conclusion holds only far th
current typology of surgery types and the curreasignment of surgeries to these types. Performing
this analysis on separate surgery types showdah&6% of all surgery types prediction of surgery

duration improves if historic data is used.

Note that in our retrospective analysis, we cateuthe mean duration of all surgeries of a surgery
type in the dataset and then use this mean aseanatlve predictor of duration for all of the serigs.
This is actually incorrect, as realized duratiofisurgeries taking plackter thansurgeryi are not
known at the time of scheduling surgénStrictly, one could only calculate the mean forgeries
performed in the past. However, we assume the absehtrends in surgery duration. This causes
surgeriesafter surgeryi to have the same expected duration as surgeei@sesurgeryi, as long as
they belong to the same surgery type. Therefonegelier not statistically completely valid, we stick
the preliminary conclusion that there is a highbyatality that prediction errors can indeed be |ayder

by using historic data for predicting surgery dimat
Surgery types that have available data on only sangery are filtered out, because using this data

would unfairly lead to a perfect prediction. Beaaus that case, we would be predicting the surgery

duration of a surgery by the realized durationhid single surgery.
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In Section 2.4.4 we have identifed possible impnosmets for the prediction of turnover times. We
observed that errors were small, but that prediciiccuracy may improve if we differentiate planned
turnover times with regard to anaesthesia typéeratan using a fixed turnover time per specialty.
We analyze realized turnover times and seek wayimpoove predictability by comparing several
types of differentiation on the basis of historidata. All turnovers between two elective surgeines
the same session are analyzed and for each sutgetyrnover time aftersurgeryas well as the
turnover time before surgergre retrieved. Options for differentiation are camgudl by variance
analysis, in which we try to find factors that iease thdraction of accounted varianc@lso known
as theR-squared valueNe compare differentiation by specialty, anaesthgype (general, regional or
local) and surgery type both for the turnover tiaféer surgery as well as turnover tineefore
surgery. Table 5.4 lists the results.

Table 5-4 — Variance analysis on realized turnovetimes

Factor R ? for turnover time R? for turnover time
before surgery after surgery

Specialty 0,142 0,141

Anaesthesia type 0,257 0,201

Surgery type 0,337 0,230

A maximum fraction of accounted variance is achieiemodeling the turnover timeeforesurgery

for each surgery type separately. Note that thiusimn of anaesthesia type and surgery type in the
model causes a difference in performance for theotter timebeforeandafter surgery. The surgery
after the turnover determines the duration of the tuemaviore than the surgebgforethe turnover.
With other words, you could conclude thaeparationof the next patienhas a bigger influence on
the duration of the turnover thafter-care of the previous patieMaximum predictability is reached

if we differentiate turnover times at the level @frgery types. Just like for surgery duration, we

conclude that it is best to use historic data termeine average turnover times per surgery type.

We recommend the use of historic data per surggyy tor both planned surgery duration as well as
planned turnover time. Therefore, in our planningdel we include the turnover time within the

planned duration and use historic data on the sumabized surgery duration and realized turnover
time before the surgery to determine the duration parametéhese duration parameters are
determined separately for each surgery type. Thewmur model, we need not consider turnovers

independently, as these are included in surgergtidur.

5.1.4. Fitting probability distribution to model du ration

We express the surgery duration (including turndwee) of a surgery type in three parameters:
- Expected surgery duration
- Standard deviation of surgery duration

- Distribution type
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The type distribution type is assumed to be norfoghormal or normal after a power-transformation.
Strum et al. (2000) analyze the suitability of natand lognormal models in modeling the uncertainty
of surgical procedure durations. They conclude libgitiormal models are better in estimating surgery
durations. We analyze data from the SKB to deteemwhether normal, lognormal or otherwise
transformed models fit better. For simplicity, weguire a single distribution type suitable for all
surgery types; each surgery type can have diffevahtes for expected duration and standard

deviation of duration, but all have the same dsttibn function.

We define stochastic variab}g as the duration (including turnover time) of a suygof surgery type
t, having X, ~ f (4,,0,), with expected duratiog, and the standard deviatias . The goal of this

analysis is to estimate distribution function fahd parameter values fer and o.. We know
realisations X, Xy, ... X, for all surgery types t. These realisations represkee actual surgery
duration plus actual turnover time befatgrgery for surgeries assigned to typ8urgeries with either

unknown realized surgery duration or unknown reairnover time were excluded from the data.

To test whether or not the given data can be mdd®fea normal distributiorGhapiro-Wilktests are
performed for each surgery type. At the 0,05 letleé null hypothesis that the data is normally
distributed is rejected for 53 surgery types (dua dotal of 137 surgery types that have enough dat

available).

To test for lognormality, realisations:XX;, ... Xy, are transformed by taking their natural logarithms.
If In(X,) follows a normal distribution, then Xollows a lognormal distribution. We test the log-
transformed realizations with @hapiro-Wilktest for each surgery type. At the 0,05 level, i
hypothesis that the data is normally distributedejected for 27 surgery types (out of a total 87 1
surgery types that have enough data available) pféléninary conclusion is that surgery duration is

better modeled by lognormal than by a normal diation.

We analyse Q-Q plots to verify the correctneshese results. It is known that Shapiro-Wilk teses a
sensitive to the number of samples, in such they tend to reject the null hypothesis (normality)
fairly quickly if the number of samples is high. &rbfore, we specifically check Q-Q plots of surgery
types with a high number of samples. Figures 5d @b show the Q-Q plots for surgery type 14
(‘Cholecystectomy lap.’, with n=110), respectively testing normality and lognormality. Both

Shapiro-Wilk tests reject the null hypothesis.
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|Norma| Q-Q Plot of BrutoInclWissel |
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Figure 5-4 - Q-Q Plot for normality test of surgerytype 'Cholecystectomy lap.'
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|Norma| Q-Q Plot of LnBrutolnclWissel |

|TYP60peratie|D: 14|

B ® @

xpected Normal |

E
2 g d

3,5 4,0 4,5 5,0 5,5

|Observed Valuel

Figure 5-5 - Q-Q Plot for lognormality test of surgery type 'Cholecystectomy lap.'

Although both Q-Q plots show a deviation from thmight line, we observe a much better fit for the
log-transformed values in Figure 5.5. B&hapiro-Wilktests reject the null hypothesis, but based on
the Q-Q plots we conclude a lognormal distributionfit much better to the sample data for this
surgery type. Therefore, we turn to another gocghoédit measure than the absolute number of
rejections at a given confidence level. We perfpair-wise comparison of the values of ®leapiro-
Wilk test statistic for each surgery type separatdhys €Tomparison is valid, because the number of
samples for the normality test equals the numbeaoiples for the lognormality test. A statisticueal

of 1 indicatesperfectfit. We state that a lognormal model outperforms anabmodel for a given
surgery type if theShapiro-Wilkstatistic value for the lognormality test is highlean theShapiro-
Wilk statistic value for the normality test. Based ors thneasure, lognormal models outperform
normal models on 106 surgery types (out of a wkdl37). This supports our preliminary conclusion

that surgery duration is better modeled by a logradistribution than by a normal distribution.

Detailed analysis of some surgery types indicatas dne of the main reasons for the performance of

(log)normal models, may be the skewness of theildigion. Skewness is a measure of asymmetry of
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the probability distribution. Figure 5.6 shows thistogram of surgery duration data for surgery type
14 (‘Cholecystectomy lap.’). This distribution hassitive skew, indicated by a long right tail ahé t

mass of the distribution concentrated on the lefhe figure.

BrutolnclWissel

TypeoperatielD: 14

257 ]

20 —

)

Frequency

T~
|

Mean =97,67
Std. Dev. =28,518
0 [j N =110

I I I
50 100 150 200 250

BrutolnclWissel

Figure 5-6 - Histogram for surgery duration for surgery type 'Cholecystectomy lap.'

This right-skewness of the distribution causes safimivith the normal distribution, also indicated

clearly in Figure 5.6. The value of teample skewneSdor this sample ig; = 0.9523

To correct for skewness, one could apply seveaalsformations. One of such transformations is the
log-transformation, in which we take natural lotfaris of all samples, as we have done in testing for
lognormality. This transformation tends to decrethgevalue ofsample skewnesEigure 5.7 shows

the histogram of log-transformed surgery duratiatador surgery type 14 (‘Cholecystectomy lap.”).

' Sample skewnegsr a sample ofi values is:g;, =
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We observe that this distribution is much less slé\il'he calculated value sample skewnesallies
with this observationg; =0.2415 less than the non-transformed sample. We obsebetdter fit with

the normal distribution for log-transformed data.

LnBrutolnclWissel
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Figure 5-7 - Histogram for log-transformed surgeryduration for surgery type 'Cholecystectomy lap.'

We repeat this analysis for more surgery types dratv the following observation: normal models
outperform lognormal models whenever sample skesv(afsun-transformed data) is low or negative.
Applying a log-transform causes lower skewness,itbsikewness of sample data for a surgery type
was already low or negative, log-transformationsesunegative skewness and worse fit. In more
general terms, we conclude that lognormal modetpesform normal models for samples that have
lower absolute sample skewndss log-transformed data compared to non-transéatmata. In other
words, we assume that the lower #igsoluteskewness, the better the fit with a normal distitdou
This assumption is validated with sample data inctvithe relation betweegoodness-of-fitand

absolute skewnes$mlds for 96% of the surgery types.

The third category we test concerns power transdtons. We test several power transformations, for

which we calculate the transformed valX8sfor every sample valu¥;. We test p-values (powers) of
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-0.5, -1, -1.5, -2 and -2.5. We use thiesolute skewness transformed data as goodness-of-fit
measure, rather than performing a new set of nayrtekts. We try to find the for which absolute
skewnessaveraged over all surgery types, is minimal. €&hb presents the results. Also, we report
the frequency of surgery types for which each fiangation provided the best results. For example,
applying a power-transformation wifh= -1.5leads to the best results in terms of miniasolute
skewnes$or 11 surgery types (i.e. I¥ins’).

Table 5-5 — Tested transformation results

Transformation |Average absolute Frequency of ‘wins’
sample skewness
None 1,081 39
Natural log 0,639 55
Power, p=-0.5 0,766 22
Power, p=-1 1,050 15
Power, p=-1.5 1,396 11
Power, p=-2 1,742 5
Power, p=-2.5 2,066 12

Although, all tested transformations lead'wins” for specific surgery types, the log-transformation
performs best in general, both amerage absolute sample skewnasd the frequency oWins’. As
we require a single distribution type (and in suxisjngle transformation type) to apply to all suyg
types, this supports the preliminary conclusiont thargery durations can best by modeled by a

lognormal distribution.

We conclude that surgery durations can best be edd® a lognormal distribution. To estimate

ando;for all surgery types t, we use sample mean anglsastandard deviation. In formulae:

1
Hy :_zxti [t
n 5

at:J L s (x, -X.)

nt_li

For surgery types with frequency < 3, we use an alternative standard deviationalmee the low
sample frequency may lead to an overestimationaofwce. For these surgery types, we randomly
draw a standard deviation from [0:4,50.254], to create a representative estimation of acttaidard

deviation. The interval [0.15,0.25] represents ridnege of coefficients of variation for most surgery

types.

Appendix 2 provides a full list of all surgery tygand their characteristic parameters.

5.2. Resource characteristics
Besides surgery type parameters, the model alsaresgvalues for the resource parameters. This

section presents the resources and correspondpagitias. Section 5.2.1 covers the ward beds as a

resource, defined as resource type A in the md@&kdtion 5.2.2 covers the surgical instrument sets
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(resource type B) and Section 5.2.3. lists thepgant resources we model (resource type C). Finally
Section 5.2.4 provides details on the session sitdethat we use in the model, defining the

assignment of OR-days to the specialties.

5.2.1. Resource type A: Ward beds

As mentioned in Section 2.3.1, this research feewsethe two main surgical wards in the hospital:
departmengl for patients can return home fairly shortly altargery (short stay), and departmBrit

for patients that need to recover from surgeryadonger period. A small number of patients are
admitted in other wards (such as the children’sdyvar are not admitted at all (type 3 and type 4
patients of ENT and Eye Surgery). We do not moldellied occupancy of patients residing in other
wards than E1 or D1.

Within each ward, capacity is formally subdividédr example, in ward E1, a number of beds is used
specifically for patients leaving the hospital betday of surgery, while other beds are used for
patients that are required to stay over for a nigghieast. In ward D1, every specialty has a nurober
beds assigned. Nevertheless, this subdivision diaty in both wards is only used as a ‘soft’ targe
rather than as a ‘hard’ constraint. In OR planniwgyd managers coordinate with OR planners to
achieve a suitable mix between patients that rekmmihe intended subdivision in bed capacity.
Because of this flexibility, we decide to treat b#ds in a ward as an equal resource and do not

distinguish separate bed types.

Table 5.6 lists all resources of type A and thapacity in units (beds).

Table 5-6 - Type A resources

Name Capacity
D1 48 beds
El 36 beds

5.2.2. Resource type B: Surgical instrument sets

Records of the sterilisation department list altofa263 different types of surgical instrumentsset
For each type of instrument set, one or more idahtipecimen are present in the hospital, contginin
exactly the same surgical instruments. Howeverumaber of instrument sets is used only at the
emergency department and not at the OR depart@gimérs instrument sets are used ‘on occasion’
for specific surgeries. These do not qualifystendard instrument seequiredfor any surgery type,

as data analysis on surgery types resulted intthess50% requirement of this resource (based on the
surgeries assigned to the surgery type and thalaste of the instrument sets). We model only those
instrument sets that appear at least once in tfigitdms of surgery types. This limits the setltb5

unique types of surgical instrument sets.
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Some instrument sets always used in combinatiomesdhare modeled as a single resource, with
capacity equal to the minimum of the capacitiesmefrument sets that form the combination. Others
are actually unique instrument sets from an adnnatise as well as a technical point of view, brg a
treated equally in practice. For example, someunsnt sets also have a variant that was procured
more recently. These contain slightly differenttinsents, which causes them to be technically
different. However, for many of these sets, surgedm not care whether they use the ‘old’ or ‘new’
version. So, for all practical purposes, theserumsént sets are equal. Therefore, we combine these
into single resource, and set the capacity to tine af the individual capacities. Also, we make some
more advanced combinations, such as for the situatiwhich a surgeon requires instrument set A or
instrument set B and C. The definition of these loimation-types further reduces the number of

unique types of surgical instrument sets to 100.

Each type of instrument set is a separate res@mndehe capacity is equal to the number of specimen
of this type available in the hospital. We do notbsider the break-down of an instrument set, nor do
we consider other causes of unavailability. We m&sthat every instrument set is always available
from on-hand inventory. Using an instrument setdorgery causes unavailability of this set for the
rest of the day. In practice, emergency sterilisetimay be ordered, that render an instrument set
available within hours of being used. However, peat guidelines for planning are not based on the
option of emergency sterilisations. Therefore, wled instrument sets are modeled to become
available at the start of the next day. That ighatstart of the day, instrument set inventorghgays

fully replenished.

Appendix 3 lists all type B (instrument set) resms and their capacities in units.

5.2.3. Resource type C: Equipment

We consider two types of equipment or machineryhdugh many more pieces of equipment are
used, only two are treated explicitly in planningidglines as they need specific attention when
scheduling surgeries. Many pieces of equipmenirestalled in every OR; these are available at all
times and do not influence scheduling. Other pietejuipment are used by a single specialty.i$f th
specialty has at most one OR available each dag or many of the smaller specialties), there is
always sufficient capacity, as equipment is onlgdeslduring surgery and is assumed available right
afterwards. We only consider mobile equipment ofciwitapacity is less than the number of operating
rooms, and for which the OR schedule may imply afsihis equipment in more than one OR on the
same day. Then, the actual OR schedule (and reafisanay cause a conflict when more thamits

of an equipment type are required simultaneoushgrex is the equipment type’s capacity.

Table 5.7 lists the equipment types and their déipaén units.
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Table 5-7 - Type C resources

Name Capacity
‘BV’ (Image Enhancer) 1
‘Cameratoren’ (Camera tower) 4

5.2.4. Session schedule

We presented the bassession schedulef the SKB in Section 2.2.1. This schedule allesa®R
capacity to specialties. In the model, we distisgu® specialties. These are General Surgery (GEN),
Gynaecology (GYN), Neurosurgery (NCH), Orthopaed©fT), Plastic surgery (PLA), Eye surgery
(EYE), Urology (URO), Ear-Nose-Throat Surgery (ENARd Ear-Nose-Throat Surgeoy children
(ENT-C). We treat children separately for ENT, hesmthey are scheduled in separate sessions (see
Section 2.1.2 for the differences). For planningppses, we consider ENT-C to be a separate

specialty than ENT, as adults cannot be plann@daohild-sessiorand vice versa.

We define capacity as the number of hours of regDR time available to every specialty. Table 5.4
lists the relative share of regular capacity fdr al the specialties, based on the defeadssion
schedulgSection 2.1.1). Although this schedule was vadiddll 2007, the division of actual capacity
often differed from the defaulession scheduld=irst of all, this is because oéduction weeksn
which capacity of the OR is temporarily lower deehiblidays (60% of normal capacity). In these
weeks, capacity is allocated byeslucted session schedulénis schedule allocates different shares of
capacity to each specialty than the defselision schedul&econd, differences occur because some
sessions are cancelled due to surgeon unavayabilia temporary shortage in the supply of patients
for surgery. OR capacity freed by cancelled sessioay be taken by other specialties, causing the
actual session schedul®r that week to be different from the default ofidird, in times of high
supply of patients for surgery, temporary extrag(far) capacity may be created bytending
sessionsThese are sessions for which arrangements are befdrehand such that regular working
hours are extended to 16:00 instead of 15:00. Mhatiethis is extra regular capacity, while working
overtime is a form of extra irregular capacity. Eab.8 lists the share each specialty has in regula
capacity, based on the actual session schedule.

Table 5-8 — Division of regular capacity in sessioschedule

Spec Default session Actual session Diff. Corrected session Diff.
schedule schedule (2007) (default — actual) schedule (corrected — actual)

GEN 34,1% 36,5% -2,3% 35,6% -0,9%
GYN 7,2% 6,9% 0,3% 6,8% -0,1%
ENT 8,2% 7,0% 1,2% 7,8% 0,8%

ENT-C 2,4% 2,4% 0,0% 2,2% -0,1%
NEU 0,9% 0,9% -0,1% 0,8% -0,1%
EYE 8,2% 7,6% 0,7% 7,8% 0,2%
ORT 22,5% 24,4% -1,9% 23,5% -0,9%
PLA 8,2% 7,5% 0,7% 7,8% 0,3%
URO 8,2% 6,9% 1,4% 7,8% 0,9%

We observe the largest differences between theulleémd actual session schedule for General

Surgery and Orthopaedics (first two columns in €hB). In 2007, both specialties had a largereshar
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in total capacity than they would have had if tieéadlt schedule was followed exactly for all weeks.

In absolute numbers, these differences reach ap taverage shortage of 8 hours of regular capacity

for General Surgery per two-wes&ssion schedulgycle.

In order to correct for these differences, we azrthe default session schedule. We could create an

average session scheduie which each specialty gets assigned exactlyntiraber of hours as in the

actual total session schedule of 2007, dividedheyriumber of cycles (26 in a year). However, this

would lead to a session schedule that is very miffefrom thedefault session schedulsed in 2007,

as average capacity is much lower than capacity mormal week due to the existence of reduction

weeks. Therefore, we choose to correct the defmgision schedule, such that it sufficiently reflect

the relative division of capacity between speaaliin 2007. In this, there may be a misfit in cétgac

in absolute terms, but the whole ‘capacity pie’wdtdbe divided similarly in the corrected session

schedule as in the total actual capacity divisib2@D7. Furthermore, we prefer common correction

methods. For example, extending a session to 1i8:@common measure, shortening sessions to

14:15 is not; the first measure is preferred okiersgecond.

We perform the following corrections:

- Extend 8 sessions of General Surgery to 16:00adsté 15:00

- Extend 5 sessions of Orthopaedics to 16:00 inst€48:00

Table 5.8 presents the consequences of these thonsed terms of relative share in regular capacit

for every specialty. We observe that these measagse a division of capacity that better refl¢iots

actual division in 2007. Table 5.9 presents thepletesession schedulge use as a parameter in the

model.

Table 5-9 Corrected session schedule

Even week

Monday

Tuesday

Wednesday

Thursday

Friday

OR1 OR2 OR4 OR5 OR6
GEN URO GEN ORT ENT
8:00 — 15:00 8:00 —15:00 | 8:00 —16:00 | 8:00 —16:00 8:00 — 15:00
PLA GEN GEN ORT EYE
8:00 — 15:00 8:00 — 16:00 | 8:00—-16:00 | 8:00 —16:00 8:00 — 15:00

ENT-C
ENT GYN GEN GEN 9:00 - 11:00
8:00 — 15:00 8:00 — 15:00 | 8:00—-16:00 | 8:00 —15:00 ORT
11:30 — 16:00
PLA URO GEN ORT EYE
8:00 — 15:00 8:00 —15:00 | 8:00 —16:00 | 8:00 —16:00 8:00 — 15:00
ORT ORT GYN GEN ENT-C
8:00 — 16:00 8:00 — 16:00 | 8:00—15:00 | 8:00 —16:00 9:00 — 11:00
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Odd week OR1 OR2 OR4 OR5 ORG6
Monday ENT URO GEN ORT PLA
8:00—15:00 | 8:00— 15:00 | 8:00 - 16:00 | 8:00 - 16:00 | 8:00 - 15:00
PLA GEN GEN ORT EYE
Tuesday 8:00—15:00 | 8:00—16:00 | 8:00—16:00 | 8:00—16:00 | 8:00—15:00
ENT-C
ENT GEN GEN ORT 9:00 — 11:00
Wednesday | g.00” 1500 | 8:00-16:00 | 8:00 - 15:00 | 8:00 — 16:00 GYN
11:30 — 15:00
GEN URO GEN ORT EYE
Thursday 8:00—16:00 | 8:00—15:00 | 8:00—15:00 | 8:00—16:00 | 8:00—15:00
NEU
Friday 8:00 — 11:00 GEN GYN ORT ENT-C
GEN 8:00— 16:00 | 8:00—15:00 | 8:00—16:00 | 9:00—11:00
11:00 — 16:00

Using a balanced session schedule that refle@pragentative allocation of capacity to speciaises

very important because of our approach of generaurgerieswaiting list replenishmentSection

4.3.1). With this approach, available capacity i@ @f the main determinants for the number of
surgeries created for each specialty. Using a sepitative corrected session schedule causes tie cas
mix of the modeled set of surgeries to sufficiemiypresent the actual case-mix of the hospital in
2007.

5.3. Weight factors

The goal function of the model is defined in terofisa weighted sum of our performance indicators.
We opt for a hybrid approach to assess the finmlomoe. First, we use weights to decrease the number
of performance indicators from five to three. Thebeee derived performance measures are not
weighted with each other, but are subsequentlyreddiey absolute priority. As such, we first compare
approaches on the performance indicator with tigadst priority. For approaches that score equal on
this performance indicator, comparison is basetherperformance indicator with the second priority.
If this will not break the tie, we turn to the thiperformance indicator, the one with the lowest

priority.

In order of decreasing priority, we define theduling three (derived) performance indicators:
1. Utilization performance (UP): Average total weekly idle time (IT)

Average total weekly overtime (OT)

2. Bed occupancy levelling (BO): Standard deviation bed occupancy level D1 {BO
Standard deviation bed occupancy level E1{BO

3. Complexity of planning (CP): Complexity surgery planning at operational offliegel (CP)

This ordered prioritization originates from disdoss with hospital management on the relative

importance of these topics. Improving performandth wegard to utilization was deemed to be the

main objective, while reducing the workload forgeny planning is profitable but not essential.
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For utilization performance (UP), we calculate tinsighted sum of idle time (IT) and overtime (OT)

by using the following formula:
UP =w,; OT +wg,; [OT

The weight factors w and wyr determine the trade-off between underutilizatiod averutilization,
both of which are undesired outcomes. The tradéefiveen the two is a management decision and
could be made on the basis of several criteriagh) sigca mere strategic choice or financial reasons i
terms of costs and revenue. In our research, weotlaim at explicitly quantifying and evaluatingeth
trade-off between these two, but we aim at deangdsoth idle time and overtime. However, we do
not choose a weighting arbitrarily. Strum et aR917) perform a minimal-cost analysis, using the
information that costs for a minute of overtime ab®ut twice as much as costs for a minute of idle
time. Also, hospital managers in the SKB tend tlu@avertime as more ‘undesirable’ than idle time.
This is also due to the fact that any idle timerafhe elective surgeries may be used to perfomi-se
emergency surgeries. As such, unused regular ORcitgrould be used after all. Finally, as we
observe in assessing the values of the performizudoeators (Section 2.3), current practice leads to
higher idle time than overtime. We conclude thatrtme should receive a larger weight than idle
time in utilization performanceand choose weight factorstw= 1 and wr = 2 to represent these

considerations.

For bed occupancy levelling (BO), we calculate #imighted sum of standard deviations of bed

occupancy levels for wards D1 (Bf) and E1 (B@,), by using the following formula:
BO = WBODl |:BODl + WBOEI |:BOEl

The weight factors wpp1 and woe; determine the relative importance of the two watdsspital
management does not value improvement on one ware important than improvement on the other.
Besides, the capacities are of similar magnitudera the current values in standard deviationedf b
occupancy levels, so we not need a correction datesdifferences. We conclude that both wards
should receive equal weightsiied occupancy levellingnd therefore choose weight factorspyy =

1 and wog1= 1.
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6. Results

This chapter presents and discusses the resultsuofexperiments. Section 6.1 presents the
guantitative results for individual components, lea¢ which we vary separately with regard to the
base approachSection 6.2 presents the results of the comlninattheduling approachescluding a
‘best-of-all’ scheduling approach that combinesbait values of separate components. Also, Section
6.2 discusses the qualitative performance indic&idr (complexity of planning at the operational

offline level) in relation to the components angm@aches.

6.1. Individual components
In this section, we present the results for a simgdtance, to improve readability and limit theesand

number of the tables with results. Although exasuits may differ between the instances, we can
draw the same conclusions from the results ofhatd patient instances. Appendix 4 contains the

results for the other two patient instances.

In reality, not the planned idle time and over tiane of interest, but the realized values. Thuggtoa
good estimate of these values, not the planneddatdhshould be evaluated, but a realisation thereof
taking into account the stochasticity of surgeryations and other unpredictable events such as
arriving emergency surgeries. We report the stdaazhasalisation of overtime and idle time from
simulation rather than the planned overtime anel tishe from our schedules. After all, improving the
OR schedule aims at minimizing realized overtime w@he time. It is these realisations that cause th
unwanted costs and other unwanted effects. In ehaptwe have shown that that our simulation

model has a high probability of being valid witlyaed to overtime and idle time.

We present the results for each component consebdutn sections 6.1.1 until 6.1.6. For each factor

we compare the results with th@se approach (1)Table 6.1 shows the performance of the base
approach, compared to the current situation. Cusgnation values of performance indicators are
derived from real life data from the hospital, asatibed in section 2.3.2.

Table 6-1 - Current situation vs. base approach

oT T BOo: | BOm
Approach | ooy | minfwk) | Y7 | (pat) | (pat) | B°
Current | 404 626 | 1434 5,00 | 7,85 | 12,85

1 205 421 | 831 | 3,79 | 4,91 | 8,70

We observe that using even the most straightforvadrdcheduling systemddse approachuses

RandomFit at a 100% planning target without further improesmsteps) causes considerable gains
with regard to utilization performance. Realizethtaverage weekly overtime is brought back from
400 to 200 minutes and realizes total average weadkd time is reduced from 626 minutes per week

to 421 minutes per week. As both overtime and tilee have decreased, the weighted indicator
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utilization performance (UPhas also descreased (improved). These improverasstmainly caused

by improved surgery duration predictions, a predsdi planning target and a simple, though well-
structured, methodology to achieve the targetdization. Improved surgery duration predictionsdea

to a more ‘robust’ schedule in which the realized éme the sequence of surgeries on one OR on a
single day) corresponds better to the planned iemel hereof. A predefined planning target leads to
schedules that are more evenly filled with plansedjeries. And finally, the simple heuristic praesd

a well-structured way to fill the available capgas good as possible.

Improvements in bed occupancy levelling (reducaeddsrd deviation of bed occupancy levels) can be
explained by the random nature of the heuristicg&y scheduling is less random in the current
scheduling approach, as planners tend to schedulerges of the same surgery type in the same
session as much as possible. This causes high pedkmand for ward beds, because these patients
have the same expected length-of-stay at the suingierd. Random ordering leads to a better mix of

different lengths-of-stay at the surgical ward, sgguently showing lower variations from day to day.

6.1.1. Component A: Constructive heuristic

Table 6.2 presents the results in terms of realipedormance indicators when varying the
constructive heuristics used to generate an iratidl feasible solution (component A).

Table 6-2 — Component A: constructive heuristics

oT IT BOp; | BOg

Approach | Value A | iy | miniwk) | VP | (pat) | (pat) | BC
1(base) | RF 205 421 | 831 | 3,79 | 491 | 8,70
16 | FRLPT | 223 306 | 843 | 505 | 6,04 |11,00
18 | FF-SPT | 163 520 | 847 | 515 | 504 |10,19
20 | BFLPT | 222 400 | 844 | 472 | 515 | 9,87
22 | BF-SPT | 165 517 | 847 | 528 | 526 |10,54
24 NoncE | 598 835 | 2032 | 4,04 | 493 | 897

We observe that no improvements can be made wghrdeto our weighted indicatartilization
performance (UR)AIl 5 constructive heuristics show higher weighidle times and overtimes than
the Random Fitapproach. However, the LPTdngest Processing Timjeleuristics tend to decrease
idle time at the cost of overtime, while the SEShdrtest Processing Timdseuristics tend to increase
overtime at the cost of idle time. This is becausben using SPT, once the heuristic gets to
scheduling the longer surgeries, many OR-days hfready been filled with smaller surgeries. When
these longer surgeries are scheduled (eventuatlgssary because of due date constraints), a sehedul
may exceed its planning target. In realisations tbauses a higher risk for overtime. For LPT
heuristics, it is the other way around, leadingdtfiiculty in ever reaching the planning target.
Sessions are sometimes left ‘too empty’, causirggaer risk for idle time. Note that the results
indicate that the difference between the LPT-héiussand Random Fit is hardly as dramatic as the

difference between the SPT-heuristics and RanddmMAien separately assessing overtime and idle
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time. When weighted, it appears that schedulingloenty usingRandom Fitgives the best results,

due to the mix of shorter and longer surgeries.

Secondly, it appears that there is no differencevdsen theirst Fit andBest Fitheuristics. This may
be explained by the case-mix in the SKB, which ams a high number of small surgeries. This
causes our the less sophisticated approaches &sikbst Fit) to be just as well able to generate a
sufficiently loaded OR schedule as a more sophitgttcand smarter heuristic (suctBast Fi) would

do. We conclude the SKB does not ‘need’ such sagaptoaches, but assume results could be very
different when using these heuristics to createedgles based on very different case-mixes.
Moreover, the waiting list in our model causes plest surgeries to be available for schedulingrat a
moment in time. The more options for filling ‘gaps’the schedule the heuristic has, the less ‘stihart
needs to be to create a sufficiently loaded ORdwdke Again, this availability of many scheduling
options caused by a large waiting list, is a charigtic that resembles the actual situation atSK8.

In hospitals where waiting lists are smaller fortai® specialties or where they consist of lestediht

surgery types, we may expect to see different tesul

Bed occupancy levelling has significantly deteriedawhen using theF-SPT, FF-LPT, BF-SPTand

FF-LPT. This is caused by the fact that these heuristicts available surgeries by duration before
scheduling them. This causes higher probabilitiesfirgeries of the same surgery type, with theesam
expected length-of-stay at the same ward, to bedsdbd consecutively at the same OR-day. A
random scheduling order causes a better mix oémifit lengths-of-stay, with a lower variations in

bed occupancy levels as a result.

The alternative approach RF-NonCRof-conflictfre@ results in very inferior schedules. In this
approach, we first relaxed the resource constraint tried to fix the conflicts afterwards. As the
results show, this causes a major increase in teghamvertime and idle time. Resource conflicts
numerous after the first constructive phase in tiesaristic, and prove very difficult to fix in the

improvement phase, without unbalancing the scheddleerefore, whatever constructive heuristic
one would use at the SKB, we suggest to always takeurce constraints into account when

constructing an initial OR schedule.

Concerning component A (constructive heuristic) may conclude that a simple random approach

usingRandom Fityield the best results in terms of our perfomandéeators.

6.1.2. Component B: Random Exchange

Table 6.3 presents the results in terms of realpgrtbrmance indicators when adding a local search

improvement heuristic (Random Exchange) with séwetups (component B).
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Table 6-3 — Component B: Random Exchange

oT T BOp: | BO
Approach | Value B | i | (miniwky | YP | (pat) | (pat) | BC
1(base) | None | 205 421 | 831] 3,79 | 4,91 | 8,70
2 REL | 207 413 | 827 3,06 | 2,40 | 5,46
3 REL+ | 203 421 | 827]3,10 | 2,11 | 5,21
4 REI2 | 204 | 423 |832] 2,82 | 2,26 | 5,08
5 RE12+ | 206 421|832 2,93 | 1,97 | 4,90
6 RE123 | 201 413|816 2,99 | 2,07 | 5,06
7 RE123+ | 203 412 | 819] 2,84 | 2,04 | 4,88

When we compare the addition oRandom Exchangdecal search heuristic to our base approach, we
observe that mainly causes improvements in bedpagaty levelling. Much is gained by complete
swapping OR-daysRE type 1, as weighted standard deviation of bed occupdeegls for both
surgical wards is reduced by a mere 35%. Moretimra RE type 1} lead to an additional
improvement of 3%, as well as another couple otgas by evaluating swapping and moving
individual surgeries within the planning perid’E type 2 Again, more iterations yield an additional
small improvementRE type 123 Applying average load levelling for the OR schiedwithin this
Random Exchange heurisfiRE type 3 does not significantly influence variation in bedcupancy
levels. We observe that the greatest improvemengetsiae to improved bed occupancy levelling at
ward E1. This is probably because E1 is the shayt-ward, and accommodates patients that had
relatively simple surgeries. These surgeries dfi@ve the smallest surgery duration and occur in the
highest frequencies, both of which have a high g@hdlty of resulting in a accepted improvement
iteration in the local search heuristic. Analoggusurgeries with a large surgery duration ardalif

to reschedule in the local search heuristic, asethgll probably cause expected overtime or idieeti

to increase, yielding an infeasible swap.

Concerning realized overtime and idle time, we oleséhat RE types 1 and 2 do not have an effect on
these performance indicators. The implementatiampfovement criteria ilRandom Exchangeause

a deterioration of expected overtime and idle ttmde infeasible. On the other hand, improvement
also does not occur in types 1 and 2. Resultsligtgly different for RE type 3which adds a average
load levelling criterion for the OR schedule. Napgecifically optimize for even more balanced OR
schedules, leading to a slight decrease in reatizedime and idle time. However, the differences a
not significant, so we may conclude that addilRpadom Exchandecal search heuristic of type 12+
or type 123+ to our base approach vyields the besilts in terms of our weighted performance

indicators.
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6.1.3. Component C: MSS cycle length

Table 6.4 presents the results in terms of realipedformance indicators when using a MSS
scheduling approach with several cycle lengths. W&o evaluate performance indicator CP
(complexity of planning) here, which we measurengsheMSS scheduling fractioras defined in

section 4.2.3.

Table 6-4 — Component C: MSS Cycle length

Approach | Value C (mi(n)/-\l/_vk) (mir'ka) UP (BrJgt'D_)l agtE-; BO | CP (%)

1 (base) - 205 421 | 831 3,79 | 491 | 8,70 -
8 2 213 412 |838] 3,41 | 3,14 | 6,55 77,5
9 4 215 412 842|279 | 326 |604| 829
10 6 228 404 | 860 3,56 | 3,55 | 7,11 83,7

Although slight differences in averages occur, é¢hare no significant changes in realized average
weekly overtime and idle time when using a Mastagial Schedule (MSS) with cycle length of 2 or

4 weeks, as compared to our base approach withabeaviSS. When extended to a cycle of 6 weeks,
the MSS shows inferior performance w.r.t. overtiam idle time. This is probably caused by the

MSS slots (reservations for real surgeries) fillumg the OR too much. This leaves less room for
scheduling other surgeries, such as the ones thabtlhave an MSS slot, or in case of MSS slot
shortage. The heuristics seem to be less abl# thi§iremaining space optimally, causing an iase=

in realized overtime, leading to a significant e&se of weightedtilization performance

Bed occupancy levels have lower resulting standakdations when using an MSS approach. This is
caused by the fact that the MSS itself is optimiZed a smooth bed occupancy level during
construction. The bed occupancy levels are a re$uhis smoothed MSS occupancy levels plus the
additional bed occupancy due to surgeries scheduiep of the MSS. Therefore, it seems logical
that, the more actual surgeries are assigned to 88§ the lower the variation bed occupancy kvel

This holds for an MSS with cycle length of 2 weedsd the MSS with cycle length of 4 weeks, with
the latter showing the smallest standard deviatiobed occupancy levels. For the MSS with cycle
length of 6 weeks, performance w.r.t. bed occupasayorse. An explanation lies in the argument

above: such an extensive use of MSS leaves legbiliy for scheduling the remainder of surgeries.

Complexity of planning at the operational offlinkumning level, as measured by the reciprocai86
scheduling fractiordecreases as MSS cycle increases. As describdtpter 4, the longer the cycle
length, the more surgery types that can be incatpdrin the MSS. Also, the shortage of slots due to
the rounding of average frequencies is less fgelacycle lengths. We observe increasing fractans
surgeries to be scheduled within the MSS slotsyake dength increases. Analogously, complexity of

planning is lower for longer cycle lengths.
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For our conclusion we use the prioritization asirgef in section 5.3: first we assegslization
performancethanbed occupancy levellingnd finallycomplexity of planningWWe conclude approach

9 (with MSS cycle length of 4 weeks) to yield thesbresults for this component, as there is no
significant difference with approaches 1 and &utlization performancewhile approach 9 provides

the best results in terms lsédoccupancy levelling

6.1.4. Component D: MSS round factor

Table 6.5 presents the results in terms of realipedormance indicators when using a MSS
scheduling approach with several round factorslessribed in section 4.2.3.
Table 6-5 — Component D: MSS round factor

oT T BOp, | BO cp
Approach | Value D | v | miniwky | P | (pat) | pat) | E© | (9)
1 : 205 421 | 831 3.79 | 491 |8.70] -
8 1 213 412 | 838] 3,41 | 3,14 | 6,55 | 77,5
11 0.9 213 410 | 836 2,79 | 2,97 | 5,76 | 79,3
12 0.8 213 416 | 843 ] 2,96 | 2,96 | 5,92 | 80,9
13 05 230 402|862 2,74 | 3,17 | 5,91 | 87,6

We observe that for lower round factors, a greatenber of surgeries can be planned in the MSS
slots. This is expected, because lower round fadead to higher amounts of MSS slots for each
surgery type and to lower MSS slot shortage. Howeas described in the previous section, high
numbers of MSS slots and a high MSS schedulingifratave a downside with regard to utilization
performance and bed occupancy levelling, becausg kave less flexibility for scheduling the

remainder of surgeries.

We find that approach 13 (round factor 0,5), altftotnaving the highest MSS scheduling fraction,
drops out because of high resulting average weeldytime. For the remainder, the differences in
results between approach 11 and 12 (round fac®ra@d 0,8 respectively) are non-significant,

although this instance shows slightly better averagrformance for a round factor of 0,9.

6.1.5. Component E: Planning target

Table 6.6 presents the results in terms of realpadormance indicators when using several fixed
planning targets different from 100% as well adaglsbased approach using 2 parameter values, as

described in section 4.2.4.

Table 6-6 — Component E: Planning targets

oT IT BOp; | BOgy
Approach | Value E | .oy | minwk) | YP | (pat) | (pat) | B©
1 100% | 205 421|831 3.79 | 4.91 | 8,70
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26 90% 77 797 950 | 3,33 | 4,62 | 7,95
27 95% 122 587 832 | 3,74 | 4,87 | 8,61
28 105% 319 303 941 | 3,80 | 4,90 | 8,70
29 B=0.25 145 533 822 | 3,75 | 4,62 | 8,38
30 B=0.5 102 649 854 | 3,56 | 4,69 | 8,25

The variation of planning target has the most gifice on planned overtime and idle time, as shown in
the results. This is intuitively correct: when osehedules surgeries aiming for a lower planned
utilization target, one can expect more realizde ione and less realized overtime, and the opposit
holds as well. The results support this statemasitig a planning target of less than 100% tends to
decrease realized average weekly overtime andaseresalized average weekly idle time, while the
use of a planning target of more than 100% leadsntancrease in overtime and a decrease in idle
time. The slack-based approaches plan slack ifOReschedules and aim at preventing the risk for
overtime. As expected, this as well causes lower dime and higher idle times. When realized
overtime and idle time are weighted, the three agghies with the lowest value artilization
perfomanceare: 100%-target, 95%-target, and tBe0.25-slack target. Between these three, no

significant differences occur.

In terms of bed occupancy levelling, differencesMaen these three are non-significant due to high

variation on these values for the other patientimses.

We conclude that the optimal planning target idpldy somewhere between 95% and 100% and that
a slack-based approach does not yield additionataaement in the SKB data and our approach. For

ease of planning for human planners, we concludavaur a planning target of 100%.

6.1.6. Component F: Resource type C fix heuristic

Applying the resources type C fix heuristic, ascdié®d in section 4.2.5, caused an average decrease
of 96% in the number of resource type C confliéispecially forRandom Exchangwith a high
number of iterations, a lot of type C conflicts wareated (an average of 41 conflicts per schedule)
The heuristic reduced this number to 0-2 confljms schedule and proves a useful addition to the
heuristics. The heuristic only allows reschedulivithin the OR-day, therefore not causing difference

in the values of our performance indicators.

6.2. Combination and discussion

Besides the individual components, we tested skvepproaches that use combinations of

components, as defined in table 4.7. In approdctvel combine a different MSS cycle length with a
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round factor, for which we add tiRandom Exchangecal search heuristic (type 123+) in approach

15. Table 6.7 presents the results.

Table 6-7 — Combinations: MSS

. oT IT BOp: | BOg: CP

Approach Description (minfwk) | (miniwk) UP (pat.) | (pat) BO (%)
14 MSS: 4 weeks, round factor 0.9 219 404 843 | 3,09 | 2,71 | 5,80 (82,8
15 MSS: 4 weeks, round factor 0.9, RE123+ 220 405 845 | 2,62 | 2,37 | 4,99 | 82,9

Approach 14 provides equaltilization performanceas the base approach, but lower weighted
standard deviation of bed occupancy level (BO) aigher MSS scheduling fractions than the
individual approaches which are combined here @aagr 9 and 11). It seems that the combination of

a 4 week cyclic MSS and a round factor of 0,9 apgindhe optimal MSS settings for our dataset.

Approach 15 is extended with tRandom Exchangecal search heuristic (type 123+). Note that this
heuristic only swaps/moves surgeries that are steddon top of the MSS. We do not consider
swapping the surgeries assigned to MSS slots,eabI86 itself has already been optimized w.r.t. bed
occupancy levelling. The results show tidndom Exchanganproves the schedule even more,

leading to an additional 14% decrease in weightaadsard deviation of bed occupancy levels.

Furthermore, we test some combinations of the ocactste heuristics (component A) and the local

search heuristics (component B). The results arsgmted in Table 6.8.

Table 6-8 — Combinations: Constructive heuristics ad local search

Approach Description (migl-\ll—vk) (mir|1-/rwk) uP 5’) 25)1 5) 25; BO
6 RF, RE123 201 413 816 | 2,99 | 2,07 | 5,06
17 FF-LPT, RE123 219 393 831 | 3,62 | 2,86 | 6,48
19 FF-SPT, RE123 158 514 830 | 4,44 | 2,29 | 6,73
21 BF-LPT, RE123 219 395 834 | 3,35 | 2,64 | 5,99
23 BF-SPT, RE123 158 511 827 | 4,38 | 2,63 | 7,01
25 RF-NonCF, RE123 256 446 959 | 2,76 | 1,44 | 4,20

Compared to the approaches evaluated in 6.1.1cdimbinations of constructive heuristics and local
search lead to slightly bettatilization performancepresumably due to the average load levelling of
the Random Exchange type 3 iterations that exjliofitimize for balanced OR schedules.

Much more important is the gain in terms of bedupamncy levelling when compared to the results in
Section 6.1.1. However, even with the addition @fal search iterationRandom Fit(our basic
heuristic, approach 6) still provides the best ltssw.r.t. all performance indicators. The analyesisl

conclusions of Section 6.1.1 also holds for thesalined approaches.
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When we compare all approaches, the overall winseapproach 7 Random Fit with Random
Exchange type 123+)However, we included the complexity of operatioofiline planning into this
research. The execution Bandom Exchangiocal search heuristics incurs more workload at th
operational offline planning level, for a humanrpiar, running such a heuristic is undoable. Given
the restriction that complexity for OR planners magt increase, all approaches requiring the
execution of local search heuristics at the opematioffline planning level can be declared infbkesi
The MSS approach provides the solution for thiemdiha between schedule performance and
complexity for the OR planners. When we use an M&Ssurgery planning, we can use smart
improvement heuristicdRandom Exchangand such) at a level of creating and maintainirghtsS
itself. This is a tactical planning level and doest create additional workload for the operational
planners. Even better, when one has a well desilyt®8, complexity of operational offline planning
is greatly reduced. For all surgeries that havesslothe MSS, the OR planner only needs to select
patients from the waiting list and assign themvailable MSS slots in order to generate more than

80% of the surgery schedule.

Therefore, we choose in favour of an MSS schedulipgroach without the use of improvement
heuristics at the operational offline planning leWge construct our definitive scheduling approagh

selecting the best option for every componentoagladed in sections 6.1.1t0 6.1.5

Table 6-9 — Combination: Best of all components

A Constructive heuristic Random Fit
None
B Random Exchange (RE123+ best, but rendered infeasible by restrictions for human planners)
C MSS Cycle Length 4 weeks
D MSS round factor 0,9
E Planning target 100%

We find that this approach corresponds to the ambrave evaluated as approach 14. The average

results for this approach in all 3 patient instan@ee shown in table 6.10

Table 6-10 — Best scheduling approach (14)

. oT IT BO BO CP

Instance Description (min/wk) | (min/wk) uP (patD.)l (patE.; BO (%)
1 14: RF, MSS: 4 weeks, round 0,9, Target 100% 219 404 843 | 3,09 | 2,71 | 5,80 | 82,8

2 14: RF, MSS: 4 weeks, round 0,9, Target 100% 218 416 852 | 2,58 | 2,43 | 5,01 | 82,9

3 14: RF, MSS: 4 weeks, round 0,9, Target 100% 213 418 849 | 2,32 | 2,58 | 4,90 | 84,1
Avg 217 413 848 | 2,67 | 2,57 | 5,24 | 83,2
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7. Conclusions and recommendations

This chapter draws conclusions from the resultsgimels an indication of the potential benefits when
implementing the selected solution (Section 7.&cti®n 7.2 lists recommendation for implementing
the improved scheduling system and provides recardatens for further extension of research as

well as other interesting future research areas.

7.1. Conclusions
Our evaluation approach and the simulation studywsthat the best solution for improving OR

efficiency, levelling bed occupancy and reducingrikdaad for planning personnetonsists of
redesigning the surgery scheduling system and pocating a Master Surgical Scheduling (MSS)
approach. In this new surgery scheduling systemewa (tactical) level of scheduling is created, in
which a balanced Master Surgical Schedule withckedgngth of 4 weeks is generated and optimized
with regard to resource requirements (especiallydveed levelling). For generation of the MSS, a
round factor of 0,9 and a cycle length of 4 weekproposed. At the operational offline planning
level, actual surgeries can be assigned to sldtseiMMSS. After this, remaining capacity is fillema
100% planned utilization target using a simREndom Fiapproach that takes resource capacities into

account and assigns remaining surgeries from thiengdist.

Compared to the current situation in the SKB, timukation results of the proposed solution give
estimates of:

- 46% decrease in average weekly overtime at the €pRrtiment

- 34% decrease in average weekly idle time at thael@fartment

- 46% decrease in standard deviation of bed occugameyfor ward D1

- 67% decrease in standard deviation of bed occugarmeyfor ward D1

- 83% of surgeries to be planned much easier by R@l@nners using the MSS

Table 7-1 — Current situation vs proposed solution.

oT AT UpP BOp; | BOg; BO CP
(min/wk) | (min/wk) (pat.) | (pat.) (%)
Current situation 404 626 1434 | 5,00 | 7,85 /12,85 -
Proposed solution 217 413 848 | 2,67 | 2,57 | 5,24 | 83,2
% difference -46% -34% -46% | -67%

Figures 7.1 visually presents the difference ima&aad deviation of bed occupancy levels for the

current situation and the proposed solution.
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Capacity usage for E1
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Figure 7-1 — Bed occupancy level for ward E1 for auent situation (above) and proposed solution (bely)

Besides these quantitative results, leading teebetipacity use at the OR, lower peak requirements
for ward beds and reduced complexity of plannirging the MSS scheduling approach provides an
additional qualitative advantage. Using a MSS fargery scheduling provides improved
manageability for the hospital and its relevanbec{managers, surgeons, planners) as the MSS is an
instrument which can be used to fine-tune the dapgraoom schedule to each actors preferences and

wishes.

The greatest advantage when using an MSS is thaneis will no longer need to solve the hard
puzzle of creating a feasible and acceptable sygygredule each planning cycle over and over again.
And when the hospital puts enough effort in creatin‘optimal’ MSS, and uses a more structured
approach at the operational planning level, trernaadenefits efficient resource usage of both the

OR and the surgical wards are there for the taking.
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7.2. Recommendations
For implementing the proposed surgery schedulirgjesy, the SKB is recommended to take the

following steps:

1. Standardization: define surgery types and theirattaristics with the use of past data and

expert knowledge of planning personnel and megieasonnel. Start with the most common
types and keep maintaining and extending the setirgfery types. Include these surgery types

into the hospital information system and use thens€heduling once available.

Use predictions based on historical data for opmraduration and turnover time for each
surgery type, rather than surgeon-based estimatéged values of turnover times. Repeat

statistical analysis from time tot time with newtalao provide accurate predictions.

Construct a MSS consisting of an agreed numbetoté $or each surgery type. Use expert
tooling (such as tools used in this research) tor@ghize the MSS with regard to utilization
and bed occupancy levelling. Once a optimalized M&8 smooth bed occupancy levelling
is generated, use this document to further fine-tt;mthe wishes of relevant actors in the
hospital (planners, surgeons, managers, sterdisatepartement, etc.). For the operational
offline planning level, no expert tooling is needdgdne could even print a graphical
visualisation of the MSS and present this ‘blugpion a clipboard to OR planners to be used

in their weekly planning activities.

In line with the results and limitations of thissearch, the SKB is recommended to engage in further

research upon:

1.

Optimization of ward capacity: modeling of the waiapacity (in terms of beds and nursing
capacity) in more detail, including stochasticifylength of stay, possibilities for ‘double bed
occupation’ (the use of a single bed for more thae patient on a day) and determination of
required future capacity.

Model differences between specialists, rather gpetialties, for further improvement of OR
planning

Cost analysis of the OR department: translate pedoce of the OR into financial (cost)
indicators to derive well-founded tradeoffs betweenflicting performance indicators
Optimization of the use of sterile surgical instemhsets for the OR

Planning of emergency patients: what are the caesexps of the current practice in dealing
with emergency patients? how can this situatiommproved?

Detailed analysis of waiting times for elective adergency surgeries, including trends in
arrival processes, different urgency categories ted possibility to plan admissions and

surgeries farther into the future
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Appendix 1. Abbreviations

BF
BO
ENT
EYE
FF
GEN
GYN

LPT
MSS
NEU
OR
ORT
oT
PLA
RE
SKB
SPT
URO

Best Fit

Bed occupancy

Ear-Nose-Throat Surgery

Eye Surgery

First Fit

General Surgery

Gynaecology

Idle time

Longest Processing Time

Master Surgical Schedule/Scheduling
Neurosurgery

Operating Room

Orthopaedics

Overtime

Plastic Surgery

Random Exchange
Streekziekenhuis Koningin Beatrix
Shortest Processing Time

Urology
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Appendix 2. Overview surgery types

Exp Stdev LOS LOS
ID | Spec Dur Dur Fraction Name Ward before after BV |Camera IDs of Instrument sets
1| GEN 43,7 12,9 0,228 | Arthroscopie knie (CHI) E1l 0 O|No |Yes 12
2 | GEN 97,7 28,5 0,077 | Cholecystectomie laparoscopisch El 1 O0|No |Yes 51;52;54
3| GEN 93 21,7 0,004 | Cholecystectomie open E1 4 0|[No |No 14;18
4| GEN 82,4 19,3 0,038 | Lieshreuk: laparoscopisch E1l 0 O|[No |Yes 14;31;53
5| GEN 1145 22,4 0,019 | Mamma ablatio E1l 2 0|No |No 43
6 | GEN 116,8 23,3 0,002 | Mamma sparende operatie E1l 1 0|No |No 14;43
7 | GEN 122,2 22,2 0,017 | Mamma amputatie en okselklierdissectie El 2 0|[No |No 43
8 | GEN 73,2 29,5 0,062 | Mamma tumor incl. réntgen localisatie El 0 0[No |No 14:43
9 | GEN 88,5 31,8 0,001 | Mozaik plastiek (CHI) E1l 1 O|No |Yes 6;12;14,46;63
10 | GEN 2412 80,1 0,016 | Rectum amputatie / Low anterior resectie D1 12 1|No [No 14;18;56;65;95
11 | GEN 79,8 24,7 0,019 | Schouderscopie (CHI) E1l 0 O0|No |Yes 82;83;85
12 | GEN 102,5 24,4 0,054 | VKB reconstructie E1l 1 0O|No |Yes 6;14;28;83;85;96
13 | GEN 39,4 55 0,006 | Bursa olecrani E1 0 0[No |No 44
14 | GEN 117,3 37,5 0,004 | Putti Platt E1l 1 0| Yes | No 5;8;10;11;14;38
15| GEN 73,3 15 0,002 | Elleboogscopie E1l 0 O|No |Yes 23;44
16 | GEN 48,3 14,8 0,017 | Ganglion extirpatie (CHI) E1l 0 O[No |No 44
17 | GEN 60,9 12,1 0,014 | Enkelbandplastiek (CHI) E1 0 O|No |Yes 22:23:44
18 | GEN 60,9 16,4 0,074 | Buikhernia, open procedure E1l 0 0O|No |No 14
19 | GEN 111 47,1 0,014 | Littekenbreuk E1l 2 0O|No |No 14
20 | GEN 41,8 11,2 0,010 | Bursa prae patellaris E1l 0 0|No |No 14
21| GEN 145,6 52,3 0,032 | Darmresectie D1 10 1/No |No 14;18;56;65;95
22 | GEN 40,5 9,6 0,013 | Haemorrhoidectomie E1 0 0[No |No 14
23 | GEN 71,9 65 0,014 | Port-a-cath inbrengen E1l 0 0|Yes | No 44
24 | GEN 38,9 16 0,024 | Sinus Pilonidalis / Perianale fistel El 0 O|No |No 14
25| GEN 133,1 27,8 0,009 | Strumectomie El 2 0O|No |No 43;44
26 | GEN 80 23,7 0,045 | Varices E1l 0 0|No |No 14;19
27 | GEN 47,2 22 0,050 | Verwijderen osteosynthetisch materiaal El 0 0| Yes | No 14:44:;46
28 | GEN 75,6 47,4 0,003 | Gynaecomastie El 1 O|No |No 14,44
29 | GEN 84,1 29,1 0,013 | Anus praeter naturalis (AP) D1 9 0|No |No 14;18
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30| GEN 292 50,2 0,001 | Femoro-poplitea bypass D1 11 0O|No |No 14;19;94
31| GEN 69 13,6 0,003 | Mediastinoscopie E1l 0 0|No |No 57
32 | GEN 157,3 29,2 0,005 | Parotis tumor E1l 2 0|No |No 43:44
33 | GEN 208,1 52,9 0,008 | Thoracotomie D1 11 1/No |No 14;25;56
34 | GEN 106 69,1 0,014 | Lymfklierextirpatie/dissectie E1 1 0[No |No 14:43:44
35| GEN 54,3 27,4 0,053 | Gezwellen, excisie (CHI) E1l 0 0O[No |No 14;44
36 | GEN 49,9 25,3 0,014 | Amputatie teen/vinger E1l 1 0|No |No 44,46
37 | GEN 56,2 48,6 0,010 | Necrotomie E1l 1 0|No |No 14;44,;46
38 | GEN 36,3 9,7 0,004 | Nagelbedexcisie E1 0 0[No |No 44:;46;98
39| GEN 111 41,1 0,003 | Enterostomie D1 14 O|No |No 14,18
40 | GEN 41,6 7,7 0,003 | Condylomata E1l 0 O[No |No 14;44
41 | GEN 278,5 60,1 0,002 | Maagresectie D1 13 1[{No |No 14,18,56;64
42 | GYN 76,7 17,3 0,226 | Abdominale Uterus Extirpatie / Adnexextirpatie other No |[No 14:30
43 | GYN 145,7 56,9 0,006 | Debulking other No |[No 14:18;30;56
44 | GYN 36,6 4,1 0,048 | Laparoscopische sterilisatie other Yes | Yes 31
45| GYN 69,4 18,3 0,124 | Vaginale uterusextirpatie met voor-en achterwandplastiek other No |[No 14;32
46 | GYN 45,6 18,8 0,048 | Bartholinische cyste other No |[No 98
47 | GYN 32,3 10,1 0,255 | Diagnostische hysteroscopie other No |Yes 20;41
48 | GYN 35,2 7,1 0,050 | Exconisatie other No |[No 14:20;32
49 | GYN 32,2 11,4 0,023 | LETZ other No |[No 20
50 | GYN 45,9 10,4 0,087 | Resectie hysteroscopie other No |Yes 79
51| GYN 87 19,1 0,031 | Sacrocolpopexie other No |[No 14:18;30
52 | GYN 45,8 15,3 0,070 | Laparoscopie other No |Yes 31;40
53| GYN 37,8 28,9 0,014 | Verwijdingsplastiek other No |[No 98
54 | GYN 48 12 0,002 | Enterocele other No |[No 14;32
55 | GYN 160 40 0,002 | Refertilisatie other No |[No 15;30;40;61,;89;94
56 | GYN 33 8,3 0,002 | Shirodkarbandje other No |[No 20
57 | GYN 71 19,8 0,006 | Vulvectomie other No |[No 14:32
58 | ENT 75,7 18,7 0,148 | FESS E1l 1 O|No |Yes 42;67;84
59 | ENT 107,3 20,8 0,036 | Middenoor inspectie E1l 0 0O[No |No 13;24,;49;50;55;70;71
60 | ENT 57,8 22 0,069 | Poliepectomie E1l 0 0|No |No 42;67;75;86
61 | ENT 252,8 67,3 0,066 | Sanatie E1l 1 0|No |No 13;24,;49;50;70;71
62 | ENT 77,6 21,9 0,098 | Septumcorrectie E1l 1 0|No |No 84
63 | ENT 61,4 19,5 0,289 | Tonsillectomie (volw) E1l 1 O[No |No 90
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64 | ENT 56,6 13,4 0,036 | Infundibulotomie E1l 1 0O|No |No 42;67;84
65 | ENT 43,5 10,4 0,049 | Conchotomie/Conchacaustiek El 0 0|No |No 84
66 | ENT 51,1 8,3 0,072 | Microlaryngoscopie E1l 0 0|[No |No 60
67 | ENT 127,5 61,7 0,066 | Tympanoplastiek E1l 1 0|No |No 13;55;70;71
68 | ENT 134,9 13,4 0,030 | Benige neuscorrectie E1l 1 0|No |No 16;84
69 | ENT 33,2 6 0,030 | Bloedneus / Coagulatie D1 2 0O[No |No 84
ENT-
70| C 11,8 6,9 0,175 | Adenotomie (kindjes) other No |[No 9
ENT-
71| C 12,5 6,5 0,557 | BK (kindjes) other No |[No 26
ENT-
72| C 12,4 6,8 0,262 | Tonsillectomie (kindjes) other No |[No 87
ENT-
73| C 22 6,9 0,006 | Klieven tongriempje other No |[No 44,87
74 | NEU 78,1 17,1 1,000 | HNP other No |[No 39
75 | EYE 39,3 16 0,010 | Cataract klassiek other No |[No 17;74
76 | EYE 31,2 11,8 0,919 | Phaco other No |[No 74
77 | EYE 60,5 16,8 0,048 | Strabismus other No |[No 89
78 | EYE 29,5 5 0,006 | Pterygium other No |[No 89
79 | EYE 70 55,2 0,004 | Ectropion E1l 1 0|No |No 44,66;88
80 | ORT 64,5 14,9 0,008 | Hallux valgus (excl. Wilson) E1 1 0[No |No 44:;46;72
81 | ORT 102,4 10,3 0,007 | Hemi-knie D1 3 0O[No |No 5,7;8;14,33;34,35,36;37,38;77
82 | ORT 63,3 4 0,002 | Mozaikplastiek (ORT) E1l 1 0|No |No 6;14;46;63
83 | ORT 34,7 7,7 0,383 | Arthroscopie knie (ORT) E1l 0 O0|No |Yes 12
84 | ORT 49,4 18,5 0,078 | Neerplastiek E1l 1 0|No |No 14;29;46
85 | ORT 69,6 16,4 0,048 | Schouderscopie (ORT) E1l 0 O|No |Yes 82;83;85
86 | ORT 58,5 19,7 0,016 | Enkelscopie E1l 0 O|No |Yes 22;23;85;86
87 | ORT 98 21,6 0,121 | Totale heup D1 5 0|No |No 5;8;14,38;77
88 | ORT 96,2 20,6 0,093 | Totale Knie D1 5 0|No |No 5;8;14,;38;77;91
89 | ORT 36,4 10,2 0,031 | Klieven peesschede - tendovaginitis El 0 0[No |No 44
90 | ORT 144.8 36,8 0,013 | Revisie totale heup D1 13 1|/No [No 5;14;38;77;80
91 | ORT 48,8 14,6 0,023 | Wilsonosteotomie E1l 1 0O[No |No 44;72;97;100
92 | ORT 34,9 5,7 0,010 | Hohmann elleboog E1l 0 0|No |No 44
93 | ORT 41,1 11,3 0,009 | Haglundse exostose E1l 0 0|No |No 44:46
94 | ORT 37,2 19,4 0,023 | Hamerteen correctie E1l 0 0|No |No 44:45:46;100
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95 | ORT 122,7 24,5 0,004 | Schouderprothese D1 3 0O|No |No 8;14;38;46;77
96 | ORT 102 12,4 0,004 | Valgiserende tibiakoposteotomie El 2 0|Yes | No 5;8;14;38

97 | ORT 23,5 13,4 0,021 | Mobilisatie / doorbewegen E1l 1 0|[No |No

98 | ORT 51,4 10 0,006 | Enkelbandplastiek (ORT) E1l 1 0|No |No 44:;46;62

99 | ORT 54,2 11,7 0,004 | Hallux rigidus El 0 0[No |No 44;45;46;72;100
100 | ORT 122,6 55,7 0,007 | Revisie totale knie D1 7 1|No |[No 5,8;14,;38,46,77
101 | ORT 42,8 20,2 0,017 | Exostose, diverse El 0 0[No |No 44,46

102 | ORT 33,8 3,6 0,004 | Morton's nheuroom E1l 0 0|No |No 44

103 | ORT 118,7 51,4 0,014 | Arthrodese voet/enkel E1 1 0| Yes | No 6;27:44;46
104 | ORT 46,7 5,9 0,011 | Arthrotomie El 0 0[No |No 14;44;46
105 | ORT 47,3 15,6 0,014 | Overig: pees (CHI/ORT) E1l 0 O[No |No 14;44

106 | ORT 118,4 31,6 0,006 | Matti-Russ El 1 0|Yes |No 14,46;47,48;73
107 | ORT 47,8 6,1 0,004 | Achillespees verlenging E1l 0 0|[No |No 14:44

108 | ORT 39,3 12,1 0,016 | Ganglion extirpatie (ORT) E1l 0 O0|No |No 44

109 | PLA 98,8 51,2 0,012 | Polsscopie E1l 0 O|No |Yes 23;86

110 | PLA 34,7 15 0,357 | CTS (PLA) El 0 0[No |No 44

111 | PLA 81,8 26,3 0,055 | Dupuytren El 0 0[No |No 44

112 | PLA 199,2 43,5 0,038 | Mamma reductie E1l 3 0|No |No 15

113 | PLA 58,7 27,1 0,019 | Synovectomie E1l 0 0|No |No 44

114 | PLA 106,8 14,3 0,014 | Correctie afstaande oren other No | No 15

115 | PLA 145,6 40,6 0,033 | Mamma-augmentatie / mammareconstructie El 2 0|No |No 14

116 | PLA 110 25,7 0,010 | Levatorplastiek E1l 1 0|[No |No 15

117 | PLA 77,8 18,5 0,048 | Neurolyse El 1 0[No |No 15;44

118 | PLA 106,3 6 0,010 | Arthroplastiek CMC El 1 0[No |No 15;73;100
119 | PLA 58,1 16,5 0,131 | Gezwellen, excisie (PLA) E1l 0 0O|No |No 44

120 | PLA 1925 19,1 0,005 | Abdominoplastiek E1l 2 0|No |No 15

121 | PLA 100,6 55,3 0,057 | Overig: pees/pezen (PLA) E1l 1 O[No |No 15;44

122 | PLA 168,3 101,4 0,010 | Arthrodese van de pols E1l 2 0| Yes | No 15:48;73
123 | PLA 63,8 31,4 0,024 | Overig: Transpositie/transplantatie klein (PLA) El 0 O0|No |No 44

124 | PLA 55,6 12,2 0,069 | Overig: Transpositie/transplantatie middel (PLA) El 0 0O[No |No 15;44

125 | PLA 96,8 47 0,093 | Overig: Transpositie/transplantatie groot (PLA) E1l 2 0|No |No 15;58;99
126 | URO 50,8 10,1 0,123 | Circumcisie / Preputium plastiek other No |No 44

127 | URO 142,2 29,9 0,034 | Nefrectomie D1 9 1|No |[No 14;56;65
128 | URO 59,7 22,4 0,063 | Orchidopexie other No |[No 44
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129 | URO 66,6 18,2 0,043 | Push-up steen / Retrogade D1 2 0| Yes | No 68;69;92

130 | URO 81,6 21,1 0,178 | TURP (Transurethrale resectie van de prostaat) D1 2 0|No |No 21;68;69;92
TURT (Transurethrale resectie van een blaastumor) /

131 | URO 59,2 17,5 0,195 | Lithotrypsie D1 1 0[No |No 21;68;69;92

132 | URO 59,4 12,2 0,031 | TVT-O D1 1 0[No |No 14;20

133 | URO 39,5 7,8 0,010 | Vasectomie E1l 0 O[No |No 98

134 | URO 122,5 12 0,010 | Vaso-vasostomie D1 0 O[No |No 44,59;89;94

135 | URO 82,1 24,8 0,087 | Uretero-renoscopie D1 1 0|Yes | No 68;69;92;93

136 | URO 59,8 2,2 0,017 | IVS D1 1 0[No |No 14;20;69;92

137 | URO 58,7 10 0,060 | Hydro- of spermatocele E1 0 0[No |No 44

138 | URO 39,1 4,2 0,026 | Sachse D1 1 0[No |No 68;69;81,92

139 | URO 54,5 8,3 0,029 | Cystoscopie D1 1 O|No |No 68,;69;92

140 | URO 94,3 13 0,024 | Lymfeklierdissectie D1 4 0|No |No 14:56;65

141 | URO 38,8 5,7 0,014 | Meatotomie El 0 0[No |No 44

142 | URO 81 19,3 0,005 | Penis plastiek vigs Nesbitt D1 1 1|/No [No 44

143 | URO 54,5 16,3 0,005 | Varicocele palomo D1 0 0O[No |No 43

144 | URO 175,5 61,7 0,012 | Radicale prostatectomie D1 11 1|No |[No 14;56;65

145 | URO 261,3 121,5 0,010 | Urinedeviatie vigs Bricker D1 12 1|/No |[No 14;18;56;65;78

146 | URO 197 58 0,005 | Pyelumplastiek D1 5 0| Yes | No 14:25;56;78

147 | URO 186 46,5 0,005 | PUL D1 5 0]Yes |No 68;69,76;92

148 | URO 59 13 0,007 | Coaptite D1 1 O|No |No 68,69;92

149 | URO 35 8,8 0,002 | Testis biopten E1l 0 0|No |No 44

150 | GEN 54,8 22,2 0,006 | Rest (CHI) El 1 0[No |No

151 | GYN 28 13 0,006 | Rest (GYN) other No |No

152 | ENT 47 6,3 0,013 | Rest (KNO) El 0 0[No |No

153 | EYE 28 13,1 0,013 | Rest (O0G) El 0 0[No |No

154 | ORT 69,1 20,1 0,005 | Rest (ORT) El 0 0[No |No

155 | PLA 130 56,8 0,017 | Rest (PLA) El 1 0[No |No

156 | URO 118,7 53 0,007 | Rest (URQ) D1 10 0[No |No
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Appendix 3. Instrument sets

ResourcelD | Name Capacity
5 ACCU BOOR GROOT 3
6 ACCU BOOR KLEIN 2
7 ACCU RECIPROQUE ZAAG 1
8 ACCU ZAAG 3
9 ADENOTOMIE 2
10 AO HOEKPLATENSET 1
11 AO SCHROEVEN EN INSTR. 1
12 ARTHROSCOPIE KNIE 16
13 BASIS ORENBLAD 2
14 BASISNET 26
15 BASISNET PLASTISCHE CHIRURGIE 2
16 BENIGE NEUSCORRECTIE SET 1
17 CATARACTSET 3
18 CHIRURGISCH BUIKNET 4
19 CROSSECTOMIE 5
20 CURETTAGE SET 5
21 ELLICK OLYMPUS 6
22 ENKELDISTRACTOR 1
23 ENKELSCOPIE 1
24 EXTRA OOR INSTRUMENTEN 1
25 FINOCHIETTO SPERDER 1
26 FOWLER SET 9
27 GECANNULEERDE SCHROEVENSET 1
28 GTS SYSTEEM 2
29 GUTSENSET 2
30 GYNAECOLOGIE ABDOMINAAL 4
31 GYNAECOLOGIE LAPAROSCOPIE SET 5
32 GYNAECOLOGISCH VAGINAALSET 3
33 HEMI KNIE INSTRUMENTENSET 1
34 HEMI KNIE INSTRUMENTENSET LARGE 1
35 HEMI KNIE INSTRUMENTENSET MEDIUM 1
36 HEMI KNIE INSTRUMENTENSET SMALL 1
37 HEMI KNIE PASPROTHESES 1
38 HEUPNET 4
39 HNP NET 2
40 HSG-SET 2
41 HYSTEROSCOPIE 3
42 INFUNDIBULOTOMIE 3
43 KINDER-BASIS-BUIK 3
44 KINDERNET 12
45 KIRSCHNERDRADENSET 2
46 KLEIN BOTNET 5
47 KLEIN FRAGMENT IMPLANTATEN EN PHILOS 2
48 KLEIN FRAGMENT INSTRUMENTARIUM 2
49 KNO BOOR 2
50 KNO BOORTJES 1
51 LAP. GALBLAASNET | 3
52 LAP. GALBLAASNET Il TANGEN 2
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53 LAP. LIES INSTRUMENTEN 2
54 LAP.GALBL. Il OPTIEK EN SNOEREN 2
55 LEILA 1
56 LUMBOTOMIE 2
57 MEDIASTINOSCOPIESET 1
58 MESHGRAFT DERMATOME 1
59 MICRO INSTRUMENTEN PLASTISCHE CHIRURGIE 1
60 MICROLARYNXSET 2
61 MICROSET PLAST.CHIR. 1
62 MITEK ENKEL 1
63 MOZAIEKPLASTIEK 1
64 OLIVETTI SPERDER 1
65 OMNISPERDER 2
66 OOGLEDENSET 1
67 OPTIEK 0°EN 30° 3
68 OPTIEK 12° 6
69 OPTIEK 70° 8
70 ORENBLAD HOGE DOOS 2
71 ORENBLAD LAGE DOOS 2
72 OSCILLERENDE ZAAG 4
73 OSTEOTOMIESET PLAST. CHIR. 1
74 PHACOSET 12
75 POLIEPECTOMIE SET 2
76 PULL-SET 1
77 PULSE LAVAGESET 3
78 PYELOTOMIE SET 1
79 RESECTIESET HYSTEROSCOPIE 3
80 REVISIE TOTALE HEUPPROTH 1
81 SACHSE SET OLYMPUS 2
82 SCHOUDERSCOPIE 2
83 SEMITENDINOSUSSET 3
84 SEPTUMSET 4
85 SHAVER GR. 3
86 SHAVER KLEIN DYONICS POWER 2
87 SLUDERSET 6
88 SONDAGE 1
89 STRABISMUSSET 4
90 TONSILECTOMIE 4
91 TOT. KNIE 3
92 TUR-SET OLYMPUS 5
93 URETHRO RENO SCOOP 1
94 VAATNET 2
95 VIERKANTE BUIKSPERDER GROOT 2
96 VKB 2
97 WILSON OSTEOTOMIE SET 2
98 WONDSET OK 9
99 ZIMMER DERMATOOM 1
100 ZIMMERBOOR 4
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Appendix 4. Results for other instances

Approach IT oT UP BO, BO, BO WL

1 201 419 821 3,64 4,90 8,55 -

2 207 418 833 2,46 2,09 4,55 -

3 204 422 831 2,51 2,03 4,55 -

4 208 419 835 2,37 2,12 4,49 -

5 207 421 834 2,43 1,87 4,30 -

6 203 414 820 2,77 1,87 4,64 -

7 201 415 817 2,35 1,70 4,05 -

8 205 430 841 2,62 3,53 6,15 77,5%
9 211 423 845 2,54 3,09 5,64 82,9%
10 217 418 852 2,80 3,84 6,63 83,5%
11 205 426 836 2,61 2,61 5,22 79,4%
12 204 424 832 2,63 2,70 5,34 80,7%
13 219 423 862 2,39 2,24 4,63 86,9%
14 218 416 852 2,58 2,43 5,01 82, 7%
15 214 417 845 2,23 2,37 4,60 82, 7%
16 224 404 852 4,89 6,28 11,17 -
17 220 400 839 3,55 3,55 7,10 -
18 159 536 854 4,81 5,22 10,03 -
19 155 528 838 3,57 2,27 5,84 -
20 221 406 848 4,69 5,33 10,02 -
21 224 400 848 3,20 2,94 6,14 -
22 163 530 855 4,65 5,66 10,31 -
23 155 524 835 3,50 2,58 6,08 -
24 578 838 1994 3,35 4,99 8,34 -
25 269 465 1004 2,40 1,26 3,66 -
26 71 785 928 3,05 4,49 7,54 -
27 126 593 845 3,75 4,83 8,58 -
28 326 278 931 3,65 4,85 8,50 -
29 149 519 817 3,28 4,88 8,16 -
30 102 647 850 3,65 4,67 8,31 -
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Approach IT oT UP BO, BO, BO WL
1 199 420 818 3,31 4,66 7,96 -
2 204 417 824 2,46 2,17 4,63 -
3 203 418 824 2,45 1,98 4,43 -
4 203 421 826 2,37 1,89 4,25 -
5 202 421 824 2,42 1,81 4,23 -
6 197 415 809 2,34 191 4,25 -
7 198 418 813 2,37 1,72 4,09 -
8 210 409 829 2,49 3,20 5,69 77,1%
9 209 419 837 2,40 3,12 5,52 82,2%
10 218 413 850 2,74 4,04 6,78 84,4%
11 205 422 832 2,24 3,22 5,45 81,3%
12 213 412 838 2,83 3,30 6,12 82,1%
13 221 415 856 2,35 2,39 4,74 88,1%
14 213 418 844 2,32 2,58 4,90 84,1%
15 220 413 853 2,33 3,22 5,56 84,1%
16 217 400 835 4,82 6,39 11,21 -
17 215 398 827 3,32 3,18 6,50 -
18 159 528 846 4,98 5,36 10,34 -
19 149 530 829 3,78 2,21 5,99 -
20 219 402 839 4,60 5,02 9,62 -
21 215 398 829 3,42 2,53 5,95 -
22 162 522 846 4,72 5,44 10,16 -
23 155 518 827 3,78 2,43 6,21 -
24 578 844 2000 3,21 4,81 8,02 -
25 273 472 1017 2,29 1,34 3,63 -
26 72 791 935 3,27 4,69 7,96 -
27 120 587 828 3,33 4,66 7,99 -
28 329 281 938 3,91 4,89 8,80 -
29 150 517 818 3,37 4,69 8,06 -
30 102 650 855 3,76 4,61 8,37 -
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