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Management summary

The focus of empirical literature on the relation between investment and internal finance is on the influence of financial constraints. However, literature is ambiguous whether this influence has a positive or a negative effect on the relationship. Studies comparable with Fazzari et al. (1988; 2000) conclude that investment-cash flow sensitivity for financially constrained firms is higher compared to lower financially constrained firms. However, studies comparable with Kaplan & Zingales (1997; 2000), conclude the contrary, lower constrained firms displayed a higher sensitivity of cash flow to investment than higher constrained firms. Clearly et al. (2007) combines the results of these studies and proved that the ICFS is U-shaped.

In this paper the influence of financial constraints on the ICFS is studied for a sample of Dutch SMEs, while controlling for industry influences and is guided by the following question:

‘Do financial constraints influence the relationship between internal finance and investments of Dutch SMEs?’

The sample is divided by using the SA-index (Hadlock & Pierce, 2010) into financial constrained, financial unconstrained or neither of both. This index is used since older / larger firms are expected to be less financial constrained than younger / smaller firms (Carreira & Silva, 2010; Hughes, 1994; Lopez-Gracia & Aybar-Arias, 2000).

The data analyse provide Dutch evidence showing that internal finance is postively related with investment. The focus of this research is however on the influence of financial constraints on this relationship. It was expected that financial constrained firms had a stronger ICFS compared with financially unconstrained firms. The results of the data do not support this expectation. Both the constrained and the financially unconstrained firms did not show a significant ICFS. This could be an indication that the ICFS is non-monotonic, suggested by among others Cleary et al. (2007), Guariglia (2008), Hadlock & Pierce (2010) and Hovakimian (2009). They argued that this non-monotonic behavior if investment is caused by a trade-off between the two effects (1) the risk of default and liquidation and (2) the need to generate revenue to repay debt.

Consequently, this study finds evidence that internal finance influence the investments for Dutch SMEs during the period 2009-2012. This conclusion is robust for different measures for sizes and controlled for investment opportunities and industries. The influence of financial constraints on this relationship is not proved.
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1. INTRODUCTION

The accessibility to external finance of small and medium-sized enterprises (SMEs) has become more interesting after the recent financial crisis, according to among others OECD (2012) and Silva & Carreira (2010). However, the existence of different economic theories, literature is ambiguous about the empirical measure for financial constraints since it is not directly observable. It is an abstract concept. This chapter contains an introduction to this topic. First, in paragraph 1.1, the research background is described. Paragraph 1.2 contains the research motivation for this study and in paragraph 1.3 the objectives and relevance are discussed. Subsequently, in paragraph 1.4, the research question and the different sub questions are formulated. The last paragraph of this chapter contains the structure of this thesis.

1.1 Research background

Recently, increasing attention is devoted in analyzing the influence of internal finance in the investment behavior of firms. Moreover, there is extensive media attention devoted to cash holdings (Bates, Kahle, & Stulz, 2009). In 2006, the president of the board of directions of Saxion, Wim Boomkamp, reacted on the accusation of the ‘general education alliance’¹ that there is too much money being hoarded by universities. According to Boomkamp the increase in liquidity is used as a preventive measure against possible setbacks.² Lins, Servaes, & Tufano (2010) support this statement, liquidity is used as a precautionary hedge against financial frictions on the capital market. This implies a wedge between the costs of internal and external finance.

Contrary, the classical Modigliani & Miller (1958) approach states that the capital structure is irrelevant to investment decisions. In the presence of the perfect capital market, there are no differential costs of external and internal finances. In this frictionless environment they are perfect substitutes of each other. However, their theoretical approach has been that of static, partial equilibrium analysis and is based on drastic simplifications. Once capital market imperfections are introduced, such as agency costs, information asymmetry, accessibility of the capital market or the tax system, the costs of external finance surpasses the costs of internal finance.

The pioneering paper of Fazzari, Hubbard & Petersen (1988) intensified the debate on the sensitivity of investment to internal finance. Under the assumption that external financing is more costly than internal financing, changes in cash flow, used as a proxy for internal finance, is an important determinant of marginal capital spending for constrained firms. They proved that the sensitivity of investment to cash flow is higher for firms that face a larger wedge between the costs of external and internal funds. This conclusion is generally supported by different other studies (Bond, Harhof, & Van Reenen, 1999; Carpenter, Fazzari, & Petersen, 1994; Nickell & Nicolitsas, 1999).

¹ Dutch denomination is ‘Algemene Onderwijsbond’
Kaplan & Zingales (1997) challenged the seminal study of Fazzari et al. (1988) extensively. They questioned the validity of the measure of financial constraints, a positive and statistically significant relationship between investment and cash flow used by Fazzari et al. (1988). Based on the same database complemented with firms annual reports, Kaplan & Zingales (1997) proved that the investment-cash flow sensitivity (ICFS) is the highest for firms which seem to be the least financially constrained. This has also been concluded by different researchers, such as Chang, Tan, Wong & Zhang (2007), Cleary (1999) and Erickson & Whited (2000).

Researchers devoted much attention to the influence of internal finance on investment. However, literature is ambiguous whether this influence has a positive or a negative effect on the relationship. Studies comparable with Fazzari et al. (1988; 2000) conclude that investment-cash flow sensitivity for financially constrained firms is higher compared to lower financially constrained firms. However, studies comparable with Kaplan & Zingales (1997; 2000) and Cleary (1999), conclude the contrary, lower constrained firms displayed a higher sensitivity of cash flow to investment than higher constrained firms.

According to Clearly et al. (2007), the cause of these contradictory conclusions is the lack of a precise empirical proxy for financial constraints. They argue that the relationship between investment and cash flow is everywhere positive. In their research they show that this relationship is U-shaped due to the interaction between the cost and revenue effect of investment. According to them, investment increases if internal funds are also large. However, when the internal funds are low, investments starts to increase as internal funds decrease further. They argued that this non-monotonic behavior if investment is caused by a trade-off between two effects. These effects are (1) the risk of default and liquidation and (2) the need to generate revenue to repay debt. Assuming that higher levels of investment involves higher repayments costs, and hence, a higher risk of default, there is a positive relation between investment and cash flow. On the contrary, when internal funds is low, the company need funds to repay their debt. As a result, the company invests in order to generate revenue to repay their debt. Hence, there is a positive relation between investment and cash flow. The non-monotonic investment-cash flow relation is also studied by Firth et al. (2012) for China’s listed companies, Guariglia (2008) for firms in the UK, Hadlock & Pierce (2010) and Hovakimian (2009) for manufacturing firms in the US.

A substantial part of the studies which address the investment-cash flow sensitivity is based on panels of listed companies. These large listed organizations are less likely to suffer from financial constraints compared to SMEs. The latter are more likely to suffer from asymmetric information problems, and so from financing constraints, than the former due to the obligation to provide extra information when quoted (Carreira & Silva, 2010; Hughes, 1994; Lopez-Gracia & Aybar-Arias, 2000). Moreover, SMEs are the engine of the economic development, but due to these market imperfections and institutional fragility it inhibits their growth (Beck & Demirguc-Kunt, 2006). Therefore, small and medium-sized enterprises are an interesting group to focus on in order to study financing constraints. Recently, more attention is devoted to empirically study the effects of financial constraints for SMEs (e.g. Becchetti, Castelli, & Hasan, 2009; Beck & Demirguc-Kunt, 2006; Carpenter & Petersen, 2002a; D’Espallier & Guariglia, 2012; Guariglia, 2008). This study focuses on SMEs in the Netherlands, for the Dutch economy is an established market and a significant part (99%) of the
companies in this country are SMEs according to the ‘small and medium enterprises report’ (EIM, 2011). Furthermore, SMEs are responsible for 50% of the gross value added. Moreover, Van Ees & Garretsen (1994) showed that 55% of the total finance for non-financial listed Dutch companies constitute internal finance over the period 1984-1990. Lastly, De Haan & Hinloopen (2003) proved that internal finance is the first type of funds in the pecking order strategy.

1.2 Research motivation

As a lecturer of Finance & Control at Saxion University of Applied Science the core topics taught are investment and finance. Students are taught various issues, like analyzing a financial position and decision-making process for accepting or rejecting investments projects. In this research these two issues are combined. Subsequently, students will not be taught exclusively from theory books, but also through experience, gained during this research.

Further, due to the recent financial crisis, a substantial part of the companies could become financially constrained, which can lead to an altered risk-taking behavior and cash management policies towards a company with a more liquid balance sheet (Almeida, Campello, & Weisbach, 2011). The importance of cash, which should be taken into account when assessing the capital structure decisions of firms, is growing (Bates et al., 2009). Khramov (2012) proved that due to the financial crisis, financial constraints increased and that the sensitivity of investment to cash flow doubled. Also Campello, Giambona, Graham & Harvey (2010a), Campello, Graham, & Harvey (2010b), and Dunchin, Ozbas & Sensoy (2010) showed that during the financial crisis, firms generally are more financially constrained. Since the financial crisis is still present, it is still convenient to study the relation between investment and internal finance.

Lastly, a growing number of research was conducted between the relationship of internal finance and investment behavior (e.g. Fazzari et al., 1988; Francis, Hasan, Song, & Waisman, 2012; Guariglia, 2008; Kaplan & Zingales, 1997). However, there is lack of emperical evidence based on SMEs, which are more likely to be more financially constrained (D’Espallier & Guariglia, 2012; Guariglia, 2008; Silva & Carreira, 2010). Hence, this empirical research will focus on the influence of financial constraints on the relationship between internal finance and investments based on a sample including exclusively small and medium-sized enterprises from the Netherlands.

1.3 Objectives & relevance

Currently, students in the final stage of their bachelor study, so students who are writing their bachelor thesis at a university of applied science, are exclusively supervised by lecturers who are certificated with a master’s degree. In order to eligible as a supervisor, this research should be realized. Moreover, the students can expect a lecturer who is capable in conducting research and who is competent in research methodology. By accomplish this research it contributes to the practical experience, which is substantially in dealing with difficulties during this phase of the study.

---

3 Dutch denomination is ‘Kerngegevens MKB’
Besides the prior personal objective, there is an academic objective in conducting this research. This research aims to elucidate the concept of financial constraints and its influence on the relationship of internal finance and investments. Much attention is devoted to this influence, however, literature is ambiguous whether this influence has a positive or a negative effect on the relationship. This study attempts to shed further light on this debate. The objective of this research is to investigate what the influence of financial constraints is on the relationship between internal finance and investment behavior. Besides, quoting Bassetto & Kalatzis (2011, p. 264), ‘the literature on financial constraint in investment decisions have not yet arrived at a definitive conclusion about when a firm is financially constraint.’

1.4 Research question
This research project is guided by the main research question, which has been formulated as follows:

‘Do financial constraints influence the relationship between internal finance and investments of Dutch SMEs?’

In order to answer the research question, the subsequent sub questions are central in this research:
1. How can the concepts ‘internal finance’, ‘investments’ and ‘financial constraints’ be defined and measured?
2. How are Dutch SMEs defined?
3. What is the theoretical and empirical relation between ‘internal finance’ and ‘investments’?
4. To what extent is the relationship between ‘internal finance and ‘investments’ affected by the degree of ‘financial constraints’ for SMEs?

The conceptual model of this research is depicted in figure 1.

![Figure 1: Conceptual model](image-url)
1.5 Thesis structure
Preceding is the basis for the structure of this thesis. It consist of six chapters, the references and the appendices excluded, which are presented at the end of this thesis. This introductory chapter discussed the research problem, motivation, objectives, the relevance and the research structure. In chapter two relevant literature, linked to the research problem, will be discussed. Furthermore, this section contains an overview of the different theoretical approach which combines financial constraints with investment-internal finance sensitivity. This chapter ends with formulating the hypotheses. Chapter three elaborates the research methodology of this study. Moreover, the concepts of ‘internal finance’, ‘investments’ and ‘financial constraints’ are operationalized. The results of this research are elaborated in chapter four and in chapter five the conclusion is presented. Finally, chapter six consists of the discussion which contains the research limitations and the recommendations for future research.
2. LITERATURE REVIEW

To properly understand the influence of financial constraints on the relationship between investments and internal finance, this problem is placed in a broader perspective. This chapter contains an elaboration on the relevant literature in order to frame this research. First, in paragraph 2.1, the methodology of the search for literature is described. Paragraphs 2.2, 2.3 and 2.4 contain respectively the literature review of the variables ‘internal finance’, ‘investment’, and ‘financial constraints’. Subsequently, paragraph 2.5 discusses the theory and the statements from the empirical literature with regard to the relationship between investments-internal finance sensitivity and the influence of financial constraints on this relationship. Finally, the hypotheses of this research are formulated.

2.1 Literature search methodology

Analyzing prior research contributes to acquire relevant theoretical approaches, define variables and set up the research design. In order to acquire applicable literature ‘Google Scholar’, ‘Science Direct’ and ‘Jstor’ were used. With these websites it is possible to search on keywords and apply filters. A multiplicity of keywords was used to acquire relevant literature and to ensure to mitigate any bias of missing suitable scientific literature. Keywords used for this literature review are: corporate investment, cash flow, financial constraints, investment-cash flow sensitivity, corporate / external / internal finance, internal / external costs of funds, investment (behavior / decision / choice), neoclassical theory, agency theory, imperfect capital markets.

A distinction of usability of various scientific articles was made by using the filter. First criterion was the year of publication, however, this was not a substantially issue due to the increased interest of the impact of financial constraints on investment-cash flow sensitivity since the seminal paper of Fazzari et al. (1988). Second criterion was based on the journals (e.g. journal of banking and finance, journal of corporate finance, journal of finance, review of financial studies) which published the studies. Lastly, based on the relevance of the literature with the keywords, the websites produces a hierarchy of the literature.

Preceding search methodology resulted in an extensive list of literature useful for this research. Further selection and prioritization took place by eliminating articles based on a critical review of the title, abstract and introduction. A set of financial and economical books are used besides the scientific articles to expand the already collected literature. An enumeration of the scientific articles used for this research can be found in the references.
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2.2 Internal finance

This section contains the theoretical considerations about internal finance. Moreover, proxies for measuring internal finance are elaborated. Jordan, Westerfield & Ross (2011, p. 105) used the following definition: ‘Internal finance simply refers to what the firm earns and subsequently plows back into the business, such as retained earnings or depreciation.’ This money is generated by the business itself. The dominant source of funding is internal finance in Europe. In Japan it is shifting more to internal funding. Moreover, businesses in the United States finance two-thirds to three-quarters of their capital spending with internally generated finance (Megginson, Smart, & Gitman, 2006). Contrary, external financing refers to funds obtained outside of the firm. This generally involves getting cash from an outside source, like borrowing money or selling stock.

2.2.1 Theoretical consideration

Internal finance can be used in order to create cash holdings. In the presence of the perfect capital market, holding cash is irrelevant. Suppose that the cash flow of a company is insufficient for all of their future expenses. Consequence is that the company should raise funds to keep operating; it can do that at zero cost. In this frictionless environment there are no differential costs of external and internal finances, there is no liquidity premium (Opler, Pinkowitz, Stulz, & Williamson, 1999). Recently, more attention is devoted in the investigation of cash holdings in the empirical literature. Various researchers focus on determinants of corporate cash holding (Kim, Mauer, & Sherman, 1998; Ozkan & Ozkan, 2004; Pinkowitz & Williamson, 2001). These researchers based the study on the theory of Keynes (1936), who argued that there are two benefits to cash holdings; the transactions costs motive and the precautionary motive.

The transaction costs motive is based on the cost of converting cash substitutes into cash (Opler, Pinkowitz, Stulz, & Williamson, 1999). Companies that have a shortage of internal resources can raise funds by selling assets or issuing new debt or equity. Nevertheless, all of these options involve costs. As a result, it is expected that companies that incur higher transactions costs hold a greater amount of liquid assets (Ozkan & Ozkan, 2004). This motive is discussed by different researchers such as Miller & Orr (1966) and Myers & Majluf (1984).

The emphasis of the precautionary motive is on the costs which are from the execution of investments opportunities. This motive is based on the theory that firms accumulate cash if the costs of external finance are prohibitively high or in the case of a shortfall of the cash flow. This accumulation of cash is attained by internal finance. Hence, with this motivation of holding liquid assets, companies are able to continuously anticipate on investment opportunities. This research will focus on this last motive of holding cash.

2.2.2 Empirical approaches

Internal finance is traditionally measured by cash flow. Practically every researcher uses this variable (e.g. Ağca & Mozumdar, 2008; Fazzari et al., 1988; Guariglia, 2008; Kaplan & Zingales, 1997). The proxy of cash flow is used differently, though it is not a modeling issue in the literature. The measure of cash flow which is primarily used is net income before extraordinary items plus depreciation (e.g. Ağca & Mozumdar, 2008; Fazzari et al., 1988; Guariglia, 2008; Kaplan & Zingales, 1997). Other researchers use a proxy that is slightly different in the definition, such as operating cash flow (Clearly, Povel, & Raith, 2007; Firth, Malatesta, Xin, & Xu, 2012), earnings before interest, taxes, depreciation and amortization (George, Kabir, & Qian, 2011), net income before extraordinary items...
plus depreciation and amortization (Chen & Chen, 2012) or net income before taxes plus depreciation (Silva & Carreira, 2010). However, the differences between these definitions are minimal and statistically negligible (Firth et al., 2012). Moreover, according to Guariglia et al. (2011), internally generated cash flow is important in financing incremental fixed assets.

2.3 Investment
This section contains the theoretical considerations about investment, where the dependence of investment on the availability of internal finance is discussed. Besides, proxies for investment opportunities and the associated rationale are elaborated. Keynes (2006, p. 69) defined investment as: ‘the increment of capital equipment, whether it consists of fixed capital, working capital or liquid capital. Moreover, significant differences of definition are due to the exclusion from investment of one or more of these categories.’ Most of the researchers who studied the ICFS focused on tangible fixed capital.

2.3.1 Theoretical considerations
Modigliani & Miller (1958)\(^4\) showed in their classic paper that the cost of capital for an organization is independent of the capital financial structure. Therefore, the market value of any firm is independent of its capital structure. The value of a firm is based on the present value of its future cash flows, which are generated through the execution of investments with a positive net present value. The investments of a firm should be driven only by the expected future profitability and it should not be affected by the availability of internal or external funds. Hence, in a perfect capital market the capital financial structure cannot influence the firm value. These perfect capitals market, based on drastic simplifications, exist without financing frictions, e.g. agency costs, information asymmetry, accessibility of the capital market or the tax system. Under these assumptions the financial policy and structure is irrelevant for real investments. Investment decisions of firms are not affected by their financing decisions in the perfect capital markets; firms have complete financial flexibility and can adjust their financial structure costless to meet unexpected needs. Consequently, investment decisions are not affected by their financing decisions. Hence, the only determinant of investments is the investment opportunities of an organization (Ağca & Mozumdar, 2008).

However, capital markets are not perfect due to the presence of financing frictions and therefore corporate finance gets interesting (Denis, Financial flexibility and corporate liquidity, 2011). Presently, most researchers agree on the fact that investment decisions are influenced by financing decisions (e.g. Almeida et a., 2011; D’Espallier & Guariglia, 2012; Khramov, 2012). Due to capital market imperfections, the costs of external finance surpasses the costs of internal finance. Hence, investments are sensitive to internal finance, according to the seminal papers of Kaplan & Zingales (1997) and Fazzari et al. (2000). They both agree on the fact that the dependence of investments on the availability of internal finance, for profit maximizing firms in a one-period model, is:

\[
\frac{dI}{dW} = \frac{C_{11}}{C_{11} - F_{11}}
\]  

\(^4\) This constructive approach with its central assumption of perfect capital markets is still the standard in teaching corporate finance (e.g. Hillier, Ross, Westerfield, Jaffe, & Jordan, 2010; Jordan et al., 2011).
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Investment, which is constrained to equal available internal finance

Internally available finance, with constant opportunity costs

\( C(e, \Theta) \) is the cost of external finance as a function of externally acquired finance and the extent of information asymmetry or agency problems

\( e \) acquired external finance

\( \Theta \) the extent of information asymmetry or agency problems, i.e. the cost wedge between internal and external finance

\( F(I) \) return to investment

The slope of investment demand is represented by \( F_{11} \) and the external cost function is denoted by \( C_{11} \), i.e. the slope of the supply for external finance. In the situation with a flat investment demand, that is \( F_{11} \approx 0 \), then investments are mostly financed with internal finance (\( dI / dW \approx 1 \)), resulting in a horizontal slope of the supply for external finance. This model is useful in the content of predicting the dependence of investment on internal finance. Nevertheless, it should be taken into account that control variables, i.e. the unobserved investment opportunities, are excluded in this model.

According to the theories of managerial agency theory and information asymmetry, the costs of external finance can surpass the costs of internal finance. As a consequence, this can cause an organization to forgo investment projects due to the lack of availability of internal finance or the premium on the costs of external finance.

2.3.2 Empirical approaches

Investment is measured as the increase / decrease in tangible fixed assets in a year raised with the depreciation, according to among others D’Espallier & Guariglia (2012), Degryse & De Jong (2006), Fazzari et al. (1988), Firth et al. (2012) and Guariglia (2008). These investments are obviously related to the investment opportunities of the firm (Fazzari et al., 1988; 2000; Kaplan & Zingales, 1997; 2000). These are inherently connected to each other. In the model (equation 1), introduced by Kaplan & Zingales (1997), investment is exclusively explained by the availability of finance, internally and externally. The unobserved investment opportunities are excluded in this model. The following baseline model is used to a large extent of the researchers (such as Almeida & Campello 2007; Fazzari et al. 1988; Hoshi, Kashyap, & Scharfstein, 1991; Silva & Carreira, 2010) studying the investment-cash flow sensitivity:

\[
Investment = f \text{ (internal finance, control variables)}
\]  

In this baseline model the investment opportunities are included as control variables. Literature is however ambiguous to the application of this control variable. In the following sections three approaches for this application are elaborated.

2.3.2.1 Q-theory

This empirical discussion started with Fazzari et al. (1988), who used Tobin’s Q, suggested by Tobin (1969), as a proxy for unobservable investment opportunities. The proxy from this theory is a rate of the market value of an additional investment to the replacement costs of this new investment, i.e. the marginal Q. Investments are exclusively determined by the shadow price of capital, that is the marginal Q. Advantage of Tobin’s Q is that it uses market value, and hence, this model allows direct measurement of expected value of future profitability (George et al., 2011). Fazzari et al. (1988) used
for empirical reason the average Q as a control for investment opportunities. However, this reduced-form Q model of investment is questioned by different researchers (e.g. Chen & Chen, 2012; Clearly et al., 2007; Kaplan & Zingales, 1997; Rauh, 2006). First, marginal Q should be used in order to measure investment opportunities, however, this is not directly observable. The average Q is used as an empirical approximation (Hayashi, 1982), which is proxied by the firm’s market-to-book value. This proxy is only valid when it meets four assumptions: (1) separation of investment- and financing decisions, (2) capital is homogenous, (3) linear homogenous production & linear adjustments costs and (4) perfect markets.

Consequences of the empirical use of average Q are the potential measurement problems. Further, the second criticism is that internal finance might contain information about investment opportunities, especially for young and small organizations, due to the high uncertainty about their investment projects (Silva & Carreira, 2010). As a result, a significant cash flow coefficient is not necessarily a signal for financial frictions. It could be the part of the ICFS reflects investment opportunities that was not captured by Tobin’s Q, also called the investment opportunities bias (Cummings, Hassel, & Oliner, 2006; Gomes, 2001; Hoshi, Kashyap, & Scharfstein, 1991; Hovakimian & Hovakimian, 2009). Even in a model without financial frictions, Alti (2003) showed, after controlling investment opportunities by Tobin’s Q, that firms still have a positive and significant investment-cash flow sensitivity. Moreover, Kaplan & Zingales (1997) empirically proved the exact contrary compared with Fazzari et al. (1988) based on the same data. The former proved that financially unconstrained firms showed a high sensitivity of investment to cash flow. Only when the investment opportunities are captured in an appropriate proxy, the method of Fazzari et al. (1988) is valid and a significant cash flow coefficient signals financing constraints.

Due to the investment opportunities bias, researchers used alternative proxies for investment opportunities. Most of them have difficulties with the determination of an adequate proxy for the marginal Q. Gilchrist & Himmelberg (1995) proposed the use of fundamental Q. In contrast to the use of average Q, they use a set of vector autoregressive (VAR) forecasting techniques in order to estimate the expected value of marginal Q. Carpenter & Guariglia (2008) constructed a new proxy for investment opportunities, the alongside Q. In order to capture information that is not captured by Tobin’s Q, the contracted capital expenditure is included. These are the contractual obligations for future new investment projects. However, for constructing this variable, the use of insider information, i.e. managers’ forecast of investment opportunities, is necessary. Erickson & Whited (2000) use Tobin’s Q as well, however, they propose a class of measurement error-consistent GMM in order to estimate marginal Q. Ağca & Mozumdar (2008) applied the same error correction estimations to manufacturing firms in the US and they find a significant relation between investment and cash flow. Furthermore, Bond & Cummins (2001), Bond, Klemm, Newton-Smith, Syed & Vlieghe (2004) and Cummins et al. (2006) use forecasts from securities analysts in order to construct a more accurate measure for the expected value of marginal Q. These firm-specific earnings forecasts, i.e. the Institutional Brokers Estimate System (I/B/E/S), results according to Cummins et al. (2006) in the ‘real Q’.
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Nevertheless, in all of the above controls for investment opportunities market information is included. In the model used by Honda & Suzuki (2000) marginal $Q$ is specified as the ratio of profit per unit of capital to the cost of capital, that is:

$$Q_{it} = \frac{\pi_{it}}{K_{it-1}} \frac{K_{it-1}}{p_t (r_t + d)}$$  \hspace{1cm} (3)

Where subscript $i$ describe to the $i$-th organization and subscript $t$ refers to the $t$-th period

- $\pi$ gross profit, defined as ordinary profit minus taxes plus depreciation and interest expenditure;
- $K$ is the level of real capital stock, proxied by all beginning tangible fixed assets;
- $p$ deflator of investment goods price;
- $r$ cost of debt;
- $d$ average of the total sample depreciation rate.

This model is based on the assumption that there are constant returns to scale of production and static expectations (Harada & Honjo, 2005). The study of Honda & Suzuki (2000) is based on listed Japanese firms. Yet, their proxy for investment opportunities is also a suitable proxy for unlisted firms, whereas it is not based on market information.

### 2.3.2.2 Euler equation

Related to the $Q$-theory is the Euler equation investment model, however this model avoids the investment opportunity bias by excluding marginal Q. These models are both derived from the same dynamic optimization problem. This model is introduced by Abel (1980) and specified by Whited (1992) in a regression equation. The relation between current investment in successive periods is created by past investment, total output and cash flow. Advantage of this model is that it determines current investment decision, based on the current expectations of future profitability and therefore avoid the use of marginal Q. The model controls all influences on investment decisions. Disadvantage is that misspecification associated with the role of financial variables in this model is less easily explained away as merely capturing an exceptional influence (Quader, 2013).

The $Q$-theory and the Euler equation investment model are based on the same theory and therefore on the same dynamic optimization problem, due to investment in the present will influence the availability of capital in the future. Both the models are static models. A comparison between this outlay in the present and the expected revenues in the future is needed, so these models involve intertemporal allocation of resources. Also identical to the $Q$-theory are the simplifying assumptions of the model such as the capital homogeneity, linear marginal adjustment costs, the complete perfect capital markets and that investment is fully reversible. Nevertheless, the results of these models can be considerably different (Whited, 2006). Also, Whited (1992) and Oliner, Rudebusch & Sichel (1995) showed that these models are outperformed by the relative simple sales accelerator models. This is due to the relative weak empirically power of the Euler equation (Whited, 1998). Gilchrist (1990) showed that the Euler equation hold for a sample with firms that pay low dividend in contrast to a sample with high-dividend firms, both in a world in absence of financial market imperfections.

---

6 Different moments in time.
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2.3.2.3 Sales accelerator
Market information is necessary in order to use the different proxies of the Q-theory, e.g. the market-to-book value, earning forecast and fundamental Q. This information is not available for every firm, this is exclusively available for listed organizations. The sales accelerator model is designed in such a way that market-information is not necessary. This proxy is based on the rationale that investment opportunities are captured due to the expected profitability. This expected profitability is the result of the growth of sales (Scellato, 2007). Researchers that used this basic sales accelerator models are e.g. Bakucs et al. (2009), Guariglia (2008), Kadapakkam et al. (1998), Konings et al. (2003) and Scellato (2007). This model is interesting due to the empirically strength (Angelopoulou, 2005; Whited, 2006). Moreover, this method is widely used in studying financing constraints in developed economies (Chow & Fung, 2000).

2.4 Financial constraints
This section contains the theoretical considerations about financial constraints, i.e. the determination of the most appropriate definition for the concept. Further, the empirical approaches of financial constraints are discussed.

2.4.1 Theoretical considerations
Since financial constraints are not directly observable, it is an abstract concept and it is hard to give a distinct definition. Kaplan & Zingales (1997, p. 172) used a precise, yet meanwhile broad definition: ‘financial constrained firms face a wedge between the internal and external costs of funds.’ This wedge can be caused by the asymmetric information theory and the managerial agency theory.\footnote{More information about these theories is in paragraph 2.5.1.} Drawback of this definition is that practically every firm is classified as constrained, due to the transaction costs of raising external finance. To prevent this generalization, Carreira & Silva (2010, p. 732) define financial constraints as: ‘the inability of a firm or a group of firms to raise the necessary amounts (usually due to external finance shortage) to finance their optimal path of growth.’ This definition is rather abstract (e.g. what is the optimal path of growth for an organization?). Comparable is the definition used in Guariglia (2008), which is also abstract. He defines as internally financially constrained those firms whose activities are constrained by the amount of internally generated funds they have. According to Silva & Carreira (2010), this concept ensures that researchers have difficulties with the quantification of this unobservable variable. Researchers still devote their time in finding a method to measure financial constraints.

2.4.2 Empirical approach
There are a number of specifications associated with a proper measure of financial constraints (Silva & Carreira, 2012). Due to the expectation of highly heterogeneous levels of access to external funds, the first characteristic is that financial constraints are \emph{firm-specific}. Furthermore, it is possible that a firm which was previously financially unconstrained, but for example due to idiosyncratic shocks or a change in investment opportunities, the firm had difficulties to receive a loan. The opposite is also possible, due to new and better investment opportunities or a stronger relationship between the firm and the external financier. Hence, the measure for financial constraint should also be \emph{time-varying} (Cleary, 1999). According to Musso & Schiavo (2008), it is not definite when a firm is

7 More information about these theories is in paragraph 2.5.1.
financially constrained or unconstrained. They argue that there are different degrees of constraints and firms can have different scales of constraints, and hence, continuous. Besides the theoretical considerations, these specifications ensure that it is rather complicated to find an appropriate measure for financial constraints. This measure should be objective, firm-specific, time-varying and continuous in order to be optimal, and according to Silva & Carreira (2012) such a measure does not already exist. Nevertheless, subsequent paragraphs are about the approaches to measure financial constraints with their primary benefits and drawbacks.

2.4.2.1 Indirect measures
The investment-cash flow sensitivity is the first empirical measure for financial constraints, which is introduced by Fazzari et al. (1988). According to this study, financially unconstrained firms can easily obtain external funds to finance their investments. Hence, no positive and significant cash flow coefficient should be found. Contrary, for constrained firms, who use internal funds for financing investments, there should be investment-cash flow sensitivity. Firms are a priori distinguished by dividend payout ratio and classified as either constrained or unconstrained firms. Firms with a low-dividend payout ratio were classified as financially constrained, since that these firms use most of the internal funds to finance their investments. Financially constrained firms showed higher investment-cash flow sensitivity in comparison to firms with a high-dividend payout ratio. And hence, the ICFS could be a convenient measure of financial constraints. Several other studies supported this conclusion (Almeida & Campello, 2007; Audretsch & Elston, 2002; Benito, 2005; Guariglia, 2008; Silva & Carreira, 2012).

Nevertheless, this approach has been extensively challenged. Starting with Kaplan & Zingales (1997), who argued that certain assumptions of the classification scheme were deficient. A low-dividend payout ratio can be caused not only through financial constraints, but also due to potentially risk adverse management or precautionary savings (Lins et al., 2010). Besides, it could be that part of the ICFS reflects investment opportunities that were not captured by Tobin’s Q, also called the investment opportunities bias (Cummings, Hasset, & Oliner, 2006; Gomes, 2001; Hoshi, Kashyap, & Scharfstein, 1991; Hovakimian & Hovakimian, 2009). Even in a model without financial frictions, Altı (2003) showed, after controlling investment opportunities by Tobin’s Q, that firms still have a positive and significant investment-cash flow sensitivity.

Lastly, Clearly et al. (2007) argue that the relationship between investment and cash flow is positive everywhere. In their research they show that this relationship is U-shaped due to the interaction between the cost and revenue effect of investment and thus, the ICFS relationship is non-monotonic.

Almeida, Campello & Weisbach (2004) use a different model of demand for liquidity compared with the ICFS. They argue that the cash policy of a firm is leading for the classification of constraints. When the internal funds are insufficient to finance all investment opportunities, the firm has to pass up some projects in order to be able to finance future opportunities or hedge against future shocks. For these financially constrained firms there is a positive relation between the cash stocks and cash flow, i.e. the cash-cash flow sensitivity (CCFS). This is in contrast with unconstrained firms, who can obtain external funds for financing all investment opportunities. The research of Han & Qiu (2006) showed evidence comparable with Almeida et al. (2004) for public traded firms in the US.
Recently, however, researchers found conclusions contrary to the CCFS. Lin (2007) showed a positive and significant cash-cash flow sensitivity for both constrained and unconstrained Taiwanese firms. Likewise, Pál & Ferrando (2009) presented that firms in the Euro-area had a positive CCFS. Riddick & Whited (2009) showed that the CCFS is negative for most sub-samples. They argue that the cash-cash flow sensitivity is not driven by cost of external finance, but more importantly, it is driven by uncertainty and fluctuations in income. Moreover, Acharya, Almeida & Campello (2007) showed that financially constrained firms saved cash from cash flow when hedging needs are high. When the hedging needs are low, firms use excess cash flow to reduce debt. This implies that a positive and significant cash-cash flow sensitivity is not a signal for financial constraints. Compared to this conclusion, D’Espaller, Huybrechts & Schoubben (2013) found that firms with a high CCFS are attractive to external financers due to the association with a higher liquidity, profitability and more dividends. Related to the Q-theory, used by inter alia Fazzari et al. (1988), is the Euler equation investment model. This model excludes marginal Q and therefore avoids the investment opportunity bias. Disadvantage of this model is that it is based on a large number of assumptions, a highly parametric model (Coad, 2010) and that the empirical power is weak (Gilchrist, 1990; Quader, 2013; Whited, 1998).

Drawback of all of these models is that they are not firm-specific and not time-varying. Additionally, another disadvantage of these indirect measures of financial constraints is the ex ante classification in constrained or unconstrained firms. Kaplan & Zingales (1997) and Clearly et al. (2007) discussed already two pitfalls of these methods. Respectively, if the segmenting variable correctly distinguishes between the different groups and that the relationship may in fact be U-shaped. Moreover, it is possible that the proxies for constraints are affected by financial constraints (Silva & Carreira, 2012).

2.4.2.2 Direct measures

In order to avoid the theoretical and empirical problems related to the indirect measures of financial constraints, direct measures can be an alternative. Public traded companies are obligated to provide an annual report, including the financial statements. This company report can be used as an indicator for financial constraints for each firm (Hadlock & Pierce, 2010; Kaplan & Zingales, 1997). In order to classify firms into different groups of financially constrained, the researchers used some keywords associated with financial constraints. For example, Hadlock & Pierce (2010, p. 1914) uses the following expressions: ‘financing, finance, investing, invest, capital, liquid, liquidity, note, covenant, amend, waive, violate, and credit.’ Subsequently, the statements that are found are assigned a code from 1 to 5 of financing constraints. These codes are aggregated to derive the level of a firm’s financial constraints. Kaplan & Zingales (1997) combine this qualitative data with quantitative data in order to create a final score.

Benefit of this measure is the accuracy and richness of qualitative information. Nevertheless, the use of qualitative information is largely limited to public traded companies, and hence, sampling bias can occur. Further, due to the detailed examination of the company reports, analyzing involves a considerable amount of effort and time.
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8 See for information about these assumptions paragraph 2.3.2.2.
9 The coefficient of ICFS and CCFS.
10 Public traded firms are expected to be less financially constrained than SMEs.
An alternative, to prevent this amount of effort and time, is merely ask firms about their financial constraints. These self-evaluation by the businesses utilizing surveys is used by inter alia Beck, Demirguc-Kunt & Maksimovic (2008), Campello et al. (2010a; 2010b) and Savignac (2009), whereas the former use a single question in order to classify firms and the other researchers use a combination of various questions. For these different questions it is necessary to construct a score in order to combine them and determine the level of a firm’s financial constraints (Silva & Carreira, 2012). The benefit of surveys is that financial constraints with investments opportunities are directly taking into account, due to the fact that the surveys are answered by the firm itself. Nevertheless, major drawback is the subjective character of the variables which can lead to a perception bias. Respondents can judge financially constrained different, whereas two firms in the same financial condition can be assessed both financially constrained and unconstrained. Furthermore, to prevent the amount of effort and time necessary for field research, data should be available. However, data with this type of information is scarce and usually limited in the details (Claessens & Tzioumis, 2006).

Direct measures have the benefits that they are firm-specific and time-varying\(^\text{11}\) compared to indirect measures of financial constraints. However, due to the subjective and qualitative character, it is recommend to combine it with quantitative data (Kaplan & Zingales, 1997; Silva & Carreira, 2012). The combination of these types of data is frequently referred to as indexes.

**2.4.2.3 Indexes**

Indexes are suitable for analyzing financial constraints, due to the combination of several variables and the use of qualitative and quantitative information. They are firm-specific, time-varying and can be used as a dependent variable, due to their continuous character. Indexes are applied only recently, starting with Lamont, Polk & Saa-Requejo (2001) which used the KZ-index\(^\text{12}\) in order to measure financial constraints. Building on Kaplan & Zingales (1997) classification of financial constraints based on direct measures and company reports, an index is created based on regression coefficient of variables. These variables are accounting ratios, specifically cash flow, total debt, dividend, cash and Tobin’s Q. The use of Tobin’s Q\(^\text{13}\) is a major disadvantage of this index, due to the use of average Q instead of marginal Q.

Whited & Wu (2006) therefore constructed their own index, namely the WW-index\(^\text{14}\). Nevertheless, there is still much overlap between components in the indexes, but according to Whited & Wu (2006) the correlation is approximately null. Compared to the KZ-index, new firm characteristic is added to the WW-index. The index is presuming that the shadow cost of external funds is a function of observable firm characteristics. Firms are considered financially constrained if the outcome from the WW-index is high. Hennessy, Levy & Whited (2006) used the WW-index also as a proxy for financial constraints. Nonetheless, Hennessy & Whited (2007) argued that this index is not a proxy
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\(^{11}\) When the data is collected every period.

\(^{12}\) KZ-index: \(KZ_{it} = -1,002CF_{it} + 3,139B_{it} - 39,368D_{it} - 1,315C_{it} + 0.283Q_{it}\), where CF is cash-flow over total assets, B is long-term debt over total assets, D is total dividends over total assets, C is liquid assets over total assets and Q is Tobin’s Q. This method is also used by Baker, Stein & Wurgler (2003) and Malmendier & Tate (2005).

\(^{13}\) More information about Tobin’s Q in paragraph 2.3.2.1.

\(^{14}\) WW-index: \(WW_{it} = -0,091CF_{it} + 0,021B_{it} - 0,062D_{it} - 0,044A_{it} - 0,035Y_{it} + 0,102IY_{it}\), where CF is cash flow over total assets, B is long-term debt over total assets, D is a dummy variable if a firm pays dividend, A is logarithm of total assets, Y is sales growth and IY is industry sales growth.
for the shadow cost of external funds, but for the need for external funds. Benefit of this index is the availability of data, which are obtained easily through financial statements and market information. The main drawback is that the index is highly parametric. The large amount of parameters ensures a complicated implementation. Further, the index is sample-specific, and thus, not firm-specific.

An alternative, introduced by Musso & Schiavo (2008), is to sort firms in a certain class, e.g. cross-industry. This ranking is based on seven variables; size, profitability, liquidity, cash flow generating ability, solvency, trace credit over total assets and repaying ability. Each variable received a score between 1 to 5 and this results in an ordinal score for the level of financial constraints of a firm. Consequently, this index is not a continuous variable due to the ordinal data. Moreover, benchmarking between the different classes is impossible, due to the ordinal data, and hence, the relative rankings in the classes.

Hadlock & Pierce (2010) argue that the measure for financial constraints should contain exogenous firm characteristics. According to them, most of the methods for measuring financial constraints are based on endogenous variables, which do not have a straightforward relation to constraints due to certain theoretical or empirical assumptions. They showed that only leverage and cash flow predict the financial constraints for a firm, after controlling for size and age. However, they do not recommend to include these variables due to the endogenous nature. In order to identify financial constraints, a measure should solely rely on the two most relative exogenous variables, firm size and age.

According to Hovakimian & Titman (2006) is size one of the most widely used proxy for measuring financial constraint due to (1) transaction costs decrease with size and therefore, external finance is more expensive for small firms, (2) due to the adverse selection problem (Myers & Majluf, 1984), small firms have limited access to external finance and (3) for large firms it is easier to raise more debt since they are more diversified and have less bankruptcy risk. Resulting in that the size of the firm is important for the degree of financial constraints of a firm. Firm size is important, since smaller firms are likely to be more affected by information asymmetric, as they are more likely to face idiosyncratic risk, lower collateral values compared with their liabilities and higher bankruptcy costs (Schiantarelli, 1995). Also Petersen & Rajan (1994) argued that smaller firms incline to be more financially constrained as a result of the lower reach or visibility. Resulting in difficulties for investors in assessing the quality of projects. Large traded companies are obligated to provide extra information, and hence, suffer less from asymmetric information problems, thus, from financial constraints (Carreira & Silva, 2010; Hughes, 1994; Lopez-Gracia & Aybar-Arias, 2000). Firm age is also important due to the short track records of younger firms and information is limited for potential investors (Schiantarelli, 1995). Relationships with investors are built over time, allowing firms to easier obtain external funds (Silva & Carreira, 2010).
Hadlock & Pierce (2010) performed an a priori classification of the level of financial constraints using the SA-index. Drawback of this measure of financial constraints is that it can suffer from omitted variables. If the non-linear regression does not have a good fit, the omitted variable bias can occur. The index should correspond to the economic reality in order to be a correct measure for financial constraints (Silva & Carreira, 2010). Advantages of the index is that it is based on two relatively exogenous variables and thus, independent of several theoretical assumptions. Besides, it allows for a non-monotonic relationship, which is also recently concluded through several researchers (e.g. Clearly et al., 2007; Firth et al., 2012; Guariglia, 2008; Hovakimian, 2009). Furthermore, the SA-index is relative simple to implement.

2.4.2.4 Single proxy
Even more practical than the SA-index is the use of one variable (single proxy) in order to measure the level of financial constraints. In case that a variable is highly correlated with financial constraints, this proxy can be a good measure. This method is commonly used. Rauh (2006) used five different variables for measuring financial constraints, namely; age, S&P credit rating, dividend, cash and capital expenditures. Denis & Sibilkov (2010) use dividend payout ratio and the S&P credit rating as well, completed with firm size and paper rating, the S&P short-term debt rating. According to Clearly et al. (2007) a good variable is rather hard to find, due to weak correlation with financial constraints. This is also as a result of the devised relationship between constraints and the variable. Furthermore, it do not allows for a non-monotonic relationship (Silva & Carreira, 2012).

2.5 Investment-cash flow sensitivity
In this section the relation between investment and cash flow is discussed. First, the theoretical relation is elaborated. Further, the extensive quantity of empirically studies which researched the investment-cash flow sensitivity is discussed.

2.5.1 Theoretical relation
As argued by Modigliani & Miller (1958) in their seminal work, the value of the levered firm is the same as the value of the unlevered firm. Under certain assumptions the financial policy and structure is irrelevant for real investments. Thus, in a perfect capital market the capital structure cannot influence the firm value. The value of a firm is based on the present value of its future cash flows, which are generated through the execution of investments with a positive net present value. The investments of a firm should be driven only by the expected future profitability and it should not be affected by the availability of internal funds. Holding cash in a perfect capital market is insignificant, it is considered as a zero net present value investment. These perfect capitals market, based on drastic simplifications, exist without financing frictions, e.g. agency costs, information asymmetry, accessibility of the capital market or the tax system. Investment decisions of firms are not affected by their financing decisions in the perfect capital markets; firms have complete financial flexibility and can adjust their financial structure costless to meet unexpected needs.

However, in the presence of financing frictions, corporate finance becomes interesting (Denis, 2011). Without the assumption of the perfect capital market, it can no longer be assumed that external capital is a costless substitute for internal capital. Hence, firms with growth opportunities invest less

\[^{15}\text{Abbreviation of Standard & Poor’s.}\]
\[^{16}\text{Firms which are financed with equity and debt.}\]
\[^{17}\text{Firms which are financed exclusively with equity.}\]
than the first-best optimum, resulting in a decreased growth and reduced firm value. Financially constrained firms, i.e. firms with high costs of external finance, will rely more on internal capital in order to mitigate these adverse effects (Denis & Sibilkov, 2010). Subsequently, the financial frictions can affect the company’s ability to undertake investments with a positive net present value (Almeida et al., 2011; Campello et al., 2010a). This wedge between internal capital and external capital can be explained by different theoretical approaches. Both theories result to the same approach for firms in their choice for internal or external capital.

2.5.1.1 Managerial agency theory
To effectively control the organizations with a significant number of shareholders, the management represents the interest of them. This relationship is called an agency relationship (Hillier et al., 2010). In the classical agency theory, the person who personifies the firm is besides manager (agent) also he who bears the financial risk (principal) (Fama, 1980), and who single-mindedly operates the firm to maximize profits. However, managerial agency problems can arise when managers who control the firm, are not the principals, e.g. the owners of the firm (Jensen, 1986). Jensen & Meckling (1976) compared the behavior of managers who are also owner to the behavior of managers who are not the equity holders. They showed that the effort of the manager can impact the investments of a firm.

Managers would tend to maximize grow beyond the optimal size, resulting an increase in their power through an increase in the resources under their control. Due to positive association between growth in sales and their compensation, managers are inclined to maximize the amount of resources over which they have control, according to Murphy (1985). Thus, external investors suspect that managers invest in projects to their own interests rather than perform to the interests of the shareholders (Kadapakkam, Kumar, & Riddick, 1998). Due to the increased risk for external investors, there is a premium on the costs of external finance. Besides, due to the increase in costs for monitoring the investments, a higher return is expected for compensation for these costs (Jensen, 1986; Stulz, 1990). Jensen (1986) advanced the managerial agency theory with his free cash flow theory, which is modeled by Stulz (1990). Free cash flow is defined as (Jensen, 1986, p. 323): ‘Cash flow in excess of that is required to fund all projects that have positive net present values when discounted at the relevant cost of capital.’

In order to mitigate the managerial agency problem that managers could tend to act in their own interest, equity holders limited managers’ access to free cash flow. However, in this limitation there is a tradeoff: managers should have sufficient internal capital in order to fund all projects with a positive net present value, while not providing excess internal funds to overspend on unprofitable projects (Jensen, 1986; Stulz, 1990).

However, focusing on the relation between investment and internal finance, the managerial agency theory can explain a differential cost of external and internal finance, due to the compensation for the increased monitoring costs for investments, and hence, higher expected return. Furthermore, due to the possibility of managers pursuing their own interest, rather than perform to the interest of shareholders, the costs of external finance surpass the costs of internal finance. Consequence is that accessibility to external financing for managers is restricted and they have to rely more on internal finance (Jensen, 1986; Stulz, 1990), which can cause a firm to forgo investment projects.
2. Literature review

2.5.1.2 Information asymmetry theory
In the presence of the perfect capital market, without taxes and the same accessibility for individuals and firms, the cost of capital for external and internal funds are similar.\(^\text{18}\) However, asymmetric information can lead to a difference in the costs, thus these are not perfect substitutes. Asymmetric information is based on the availability of detailed information of investments decisions for insiders in contrast with outsiders. It implies that not all market participants have the same access to information (Kadapakkam et al., 1998). Due to information and contracting problems\(^\text{19}\) there is a premium on external capital. This is as a result of that external investors will underprice risky securities (Myers & Majluf, 1984). Information asymmetry is positively associated with the cost of external finance (Brennan & Subrahmanyam, 1996; Easley & O'Hara, 2004; Myers, 1984). Greenwald, Stiglitz & Weiss (1984) argue that asymmetry of information in competitive markets will be characterized by credit rationing. In these circumstances the investments of a firm will be dependent on the availability of capital and not its costs. Ascioglu, Shantaram & McDermott’s (2008) main conclusion is that firms with high information asymmetry have greater investment-cash flow sensitivity. Smaller firms are likely to be more affected by information asymmetry, as they are more likely to face idiosyncratic risk, short track records, lower collateral values compared to their liabilities and higher bankruptcy costs (Schiantarelli, 1995).

The information asymmetry theory consists of two different problems, i.e. adverse selection and moral hazard, which both have a different effect on SMEs (Hyytinen & Väänänen, 2006). Adverse selection is based on the problem that an outsider, e.g. an external financier, cannot differentiate between the diverse firms in need for a loan. The outsider cannot distinguish between a loan to a good or bad firm. The problem occurs in the initial phase of financing. In order to mitigate those possible losses from a loan to a bad firm, the outsider grants a higher rate for compensation (Stiglitz & Weiss, 1981).

Moral hazard is based on the problem that the loan is used in a different way compared to the indicated purpose. Therefore, moral hazard problems occur when the outsider provided a firm with a loan. The firm will not use the money as intended or take unnecessary risks from the viewpoint of the external financier (Bester & Hellwig, 1987). According to Hyytinen & Väänänen (2006), SMEs both face adverse selection and moral hazard problems. However, adverse selection problems are more prevailing then moral hazard problems.

Both information asymmetry theory and managerial agency theory have the same conclusion, i.e. there is a premium on the external costs compared to the internal costs. Thus, firms with difficulties in raising external finance are expected to rely more on their internal finance. However, managerial agency problems arise more by large firms (Kadapakkam et al., 1998) due to their greater flexibility in timing their investments. Moreover, according to Bernanke, Gertler & Gilchrist (1996) and Carreira & Silva (2010), it is expected that stock traded companies face lower information asymmetry problems, due to the obligation to provide extra information for quoted firms, then SMEs. Furthermore, Hyytinen and Väänänen (2006) showed that SMEs face morzal hazard and adverse selection problems. Since this study is focused on SMEs, the theory of information asymmetry problems is central in this research.

\(^{18}\) Transaction costs inclined to be small and thus be neglected (Fazzari et al., 1988).

\(^{19}\) Lenders do not know how the money is being invested.
2.5.2 Empirical relation

Fazzari et al. (1988) started to empirically examine the influence of financial constraints on corporate investment. Growing literature used the basic assumption of Fazzari et al. (1988), which argued that the sensitivity of investment to internal capital increases with the wedge between internal and external costs of funds. In their cross-sectional research a distinction is made by applying the dividend payout ratio, based on a sample of firms in the United States. Financially constrained firms, i.e. firms with a low-dividend payout ratio, showed a higher investment-cash flow sensitivity in comparison to firms with a high-dividend payout ratio. Several other studies supported this conclusion.

Hoshi et al. (1991) researched this influence based in a sample of firms in Japan. Firms were grouped using the proxy for financial constraints, the closeness with their banking relationship. The closeness is measured by a membership of a firm in a ‘keiretsu’, a large industrial group. Due to a closely monitoring of the ‘keiretsu’ by the bank, the information costs of external finance were reduced. Firms with a closer relationship with their bank, e.g. in a ‘keiretsu’, had a lower investment-cash flow sensitivity. Contrary to this conclusion, George et al. (2011) empirical results showed that there is no significant difference between the sensitivity of Indian group affiliated and independent firms in India. Nevertheless, they showed that there is a positive and statistically significant investment-cash flow sensitivity for all firms. Based on a sample of firms in the United Kingdom, distinguished on age, size and type of industry, Devereux & Schiantarelli (1990) showed that new investments were financed from the retained profits. The results of analysis of firms of the United States by Gilchrist & Himmelberg (1995) showed that small firms showed a higher investment-cash flow sensitivity than large firms. They classified firms by dividend payout ratio and in addition by access to the bonds market, bond rating and size.

Various studies followed, not focusing exclusively on fixed investments, but also on working capital (Fazzari & Petersen, 1993), on investments in inventory (Benito, 2005; Guariglia, 1999; 2000), the effect of assets tangibility (Almeida & Campello, 2007) in growth (Carpenter & Petersen, 2002a; Guariglia, Liu, & Song, 2011), the influence of corporate governance (Francis, Hasan, Song, & Waisman, 2012) and in research & development decisions (Carpenter & Petersen, 2002b). Hubbard (1998) provides a critical review of the classification of financial constraints in prior research.

Nevertheless, there are various studies which provided opposite evidence with Fazzari et al. (1988). Kaplan & Zingales (1997) challenged their seminal study extensively. They questioned the validity of the measure of financial constraints, a positive and statistically significant relationship between investment and cash flow used by Fazzari et al. (1988). The approach of the latter is also criticized for failing to adequately control for the investment opportunities of the firm, which could create invalidate results (Alti, 2003; Erickson & Whited, 2000). In contrast with the assumption of Fazzari et al. (1988), Kaplan & Zingales (1997) proved that a firm with a low-dividend payout ratio is not necessarily financially constrained, and vice versa. In addition, based on the same database complemented with the firm’s annual reports, they proved that the investment-cash flow sensitivity is the highest for firms which seem to be the least financially constrained. As a proxy for degree of

---

20 See for more information paragraph 2.3.2.1.
financial constraints they used several variables strongly related to firms’ liquidity. Based on these variables Kaplan & Zingales (1997) constructed a classification scheme. For constructing this index, qualitative information in the annual report is used as well quantitative information in the firm’s financial statements and notes.

Similar, Cleary (1999) constructed an index of the firms’ financial status, based on traditional financial ratios, which are strongly related to a firm’s internal funds, such as current ratio, quick ratio and interest coverage ratio. Main conclusion is that the investments of financially unconstrained firms, i.e. firms with a strong financial status, are more sensitive to internal capital. This conclusion is comparable with the conclusion of Kaplan & Zingales (1997). After publishing preceding studies an intensive debate followed between Fazzari, Hubbard & Hubbard (2000) and Kaplan & Zingales (2000). Fazzari et al. (2000) argued that financial distress caused a low investment-cash flow sensitivity for the most constrained firms. Besides, they debated that the cross-sectional sample used by Kaplan & Zingales (2000) is insufficient heterogeneity. The latter responded to the criticism, that the sample is too small and homogeneous, citing Cleary (1999), which research used a large and heterogeneous sample. According to them, the distinction between financial distress and financial constraints is unimportant.

The conclusions of Kaplan & Zingales (1997; 2000) and Cleary (1999) are confirmed by several other studies. Gilchrist & Himmelberg (1995), which also found empirical evidence, based on firm size, similar with Fazzari et al. (1988), used, among other variables, dividend payout ratios as a proxy for financial constraints. Based on this proxy, they concluded that firms with a higher payout ratio showed a higher investment-cash flow sensitivity than firms with low payout ratios. Lamont et al. (2001) constructed an index as a degree for financial constraints and they showed that firms with high dividend payments and low market-to-book value have fewer investment opportunities and growth alternatives. Resulting in a lower need for financing. Allyannics & Mozumdar (2004) used a sample including firms with a negative cash flow, i.e. these firms were financially distressed. Based on this sample, they concluded that the investments of these firms were not sensitive to internal cash flows. Similar to Fazzari et al. (1988), financing constraints is measured by payout ratio. Nevertheless, when firms that are financially distressed are excluded, the overall results of Allyannics & Mozumdar (2004) are much closer to the studies of Fazzari et al. (1988; 2000). Besides, they provided that there is a decline in the sensitivity of investments to cash flow due to capital market imperfections. Similar, the findings of Ağca & Mozumdar (2008) indicate that there is a steady decrease, due to a reduction of these imperfections, of this sensitivity based on manufacturing firms in the United States. These capital market imperfections exist of an increased fund flows, institutional ownership, analyst following, antitakeover amendments and with the existence of a bond rating. Further, Rauh (2006) presents strong evidence that investments and internal funds are possibly related. In order to overcome the endogeneity problem, Rauh (2006) uses a different approach and showed that mandatory pension contributions, i.e. plausible
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21 Liquidity is strongly correlated with the availability of a firms’ internal funds.
22 ‘One memorable example mentioned by Kaplan & Zingales (2000) is that, in 1997, Microsoft would have been labeled as ‘financially constrained’ according to the classification schemes of Fazzari et al. (1988; 2000) even though it had almost $ 9 billion in cash, corresponding to eighteen times its capital expenditures!’ (Coad, 2010, p. 210).
23 According to Rauh (2006), there is causality between cash flow and investment opportunities.
exogenous shocks to a firm’s cash flow, affect a firm investments. In order to prevent the endogeneity problem, the cash flow of a firm is separated into pension- and non-pension related components.

Also according to Rauh (2006), the findings from Gomes (2001), Alti (2003) and Moyen (2004) displayed cash flow effects, however, these effects are due to the empirical misspecification. Gomes’ (2001) main results is that a positive and significant cash flow coefficient neither is sufficient nor necessary for the existence of finance constraints, the relationship arise in absence of financial market imperfections. This research shows that a proxy for marginal Q, that not perfectly captures investment opportunities, can cause an investment-cash flow sensitivity. Even in a model without financial frictions, Alti (2003) showed, after controlling investment opportunities by Tobin’s Q, that firms still have a positive and significant investment-cash flow sensitivity. Both studies are based on the same question; wether a positive and significant cash flow coefficient is a good measure of finance constraints. Also Moyen (2004) focused on this question. The outcome of this study is that constrained firms showed a higher ICFS than unconstrained firms. Nevertheless, firms that pay low dividend showed a higher sensitivity than firms that pay high dividend.

Researchers devoted much attention to the influence from financial constraints on the relationship of internal finance and investment. However, literature is ambiguous whether this influence has a positive or a negative effect on the relationship. Studies comparable with Fazzari et al. (1988; 2000) conclude that investment-cash flow sensitivity for financially constrained firms is higher compared to lower financially constrained firms. However, studies comparable with Kaplan & Zingales (1997; 2000) and Cleary (1999), conclude the contrary, i.e. that lower constrained firms displayed a higher sensitive of cash flow to investment than higher constrained firms.

According to Clearly et al. (2007), the cause of these contradictory conclusions is the lack of a precise empirical proxy for financial constraints. They argue that the relationship between investment and cash flow is positive everywhere. Their research shows that this relationship is U-shaped due to the interaction between the cost and revenue effect of investment. Contrary to prior literature, Clearly et al. (2007) believed that at some intermediate point where internal finance is sufficiently low and is further decreasing that investment starts to increase. According to them, investment increases if internal funds are also large. However, when the internal funds are low, investments starts to increase as internal funds decrease further. They argued that this non-monotonic behavior if investment is caused by a trade-off between two effects. These effects are (1) the risk of default and liquidation and (2) the need to generate revenue to repay debt. Assuming that higher levels of investment involves higher repayments costs, and hence, a higher risk of default, there is a positive relation between investment and cash flow. On the contrary, when internal funds is low, the company needs fund to repay their debt. As a result, the company invests in order to generate revenue to repay their debt. Hence, there is a positive relation between investment and cash flow. Clearly et al. (2007) showed that this results in a U-shaped ICFS. The non-monotonic investment-cash flow relation is also studied by Firth et al. (2012) for China’s listed companies, Guariglia (2008) for firms in the UK, Hadlock & Pierce (2010) and Hovakimian (2009) for manufacturing firms in the US.

24 See for more information paragraph 2.3.2.1.
25 According to Fazzari et al. (1988) firms that are financial constraint.
Recently, more researchers studied the influence from the financial crisis, the cause of a decline in the availability of internal finance, on to investments. Campello et al. (2010b) surveyed CFO’s in North America, Europe and Asia to investigate the impact of the financial crisis, on real investment spending. Chief financial officers were questioned if the accessibility of external and internal finance had influence on investment decisions. Moreover, the authors inquired whether the respondents sell existing assets to prevent to get financial constraint. The finding of this study is that financially constrained firms plan to cut more investment, marketing, technology and employment compared to financially unconstrained firms during the crisis. The propensity to sell off assets in order to generate funds is also significantly higher for constrained firms. Campello et al. (2010a) collected data through surveys during the financial crisis. The results show the importance of credit lines for corporate decisions. The lines of credits ease the impact of the financial crisis on investments. Dunchin, Ozbas & Sensoy (2010) studied the effect of the financial crisis on corporate investments. Main conclusion is that there is a significant decline in corporate investment following the onset of the crisis. The conclusions of Khramov (2012) are comparable with these findings. However, the findings of Khramov (2012) are not uniform across firms’ sizes and industry-specific effects.

Practically all researchers focused on large listed companies, although SMEs are more likely to suffer from financial constraints (Becchetti et al., 2009; D’Espallier & Guariglia, 2012; Guariglia, 2008; Silva & Carreira, 2010). Guariglia (2008) used a database where 99% of the firms are not traded on the stock market and concluded that the investment-cash flow relation is non-monotonic. Silva & Carreira (2010) emperically investigated Portuguese firms which were financially constrained. In general the Portugues firms were constrained, especially smaller firms. The database included firms with more than 100 employees, but importantly, also a random sample of firms with the amount of employees between 20 and 100, which can be indicated as SMEs. Becchetti et al. (2009) classified firms based on number of employees, with the smallest firms between 11 and 20 employees and the largest firms with more than 500 employees. D’Espallier & Guariglia (2012) uses a database which include only Belgian SMEs and showed that a significant ICFS do not reflect investment opportunities, but indicates that a firm is financially constrained.

Carpenter & Petersen (2002a) focused their research on the growth of small firms and concluded that the growth of small firms is constrained by internal finance using a panel of small US firms. Comparable, Oliveira & Fortunato (2006) find that for smaller Portuguese manufacturing firms growth is more sensitive to cash flow, which implies the existence of financial constraints for such firms. Honjo & Harada (2006) find a higher growth-cash flow sensitivity for younger SMEs in Japan. Also, Becchetti & Trovato (2002) for Italian manufacturing firms and Bhaduri (2008) for Indian manufacturing firms, reaches the same conclusion; small firms face a larger impact of cash flow on growth than larger firms. Egeln, Licht & Steil (1997) showed that smaller and younger firms in Germany are more constrained than their larger counterparts. In their study with German firms, Audretsch & Elson (2002) concluded that smaller firms are more sensitive for financial constraints. However, due to the specialized institutional structure in Germany, small firms in Germany have relatively less financial constraints in comparison with small firms from Anglo-Saxon. Finally, using a sample with Bulgarian firms, Budina, Garretsen & De Jong (2000) concluded that financial constraints are more severe for smaller firms.

---

26 The database consists of firms from the United Kingdom.
2.6 Hypotheses

Modigliani & Miller (1958) showed in their classic paper that the cost of capital for an organization is independent of the capital financial structure. Therefore, the market value of any firm is independent of its capital structure. The value of a firm is based on the present value of its future cash flows, which are generated through the execution of investments with a positive net present value. The investments of a firm should be driven only by the expected future profitability and it should not be affected by the availability of internal or external funds. Hence, in a perfect capital market the capital financial structure cannot influence the firm value. These perfect capital markets, based on drastic simplifications, exist without financing frictions, e.g. agency costs, information asymmetry, accessibility of the capital market or the tax system. Investment decisions of firms are not affected by their financing decisions in the perfect capital markets; firms have complete financial flexibility and can adjust their financial structure costless to meet unexpected needs. Consequently, investment decisions are not affected by their financing decisions. Hence, the only determinant of investments is the investment opportunities of an organization (Ağca & Mozumdar, 2008).

However, capital markets are not perfect due to the presence of financing frictions and hence, corporate finance becomes interesting (Denis, 2011). Due to capital market imperfections, the costs of external finance surpasses the costs of internal finance. Thus, it is expected that the investments of SMEs in a develop country, likewise for large listed companies in these western-countries, are generally financed with internal funds. This leads to the following hypothesis:

Hypothesis 1: Internal finance is positively related with investments for Dutch SMEs.

Fazzari et al. (1988) pioneering paper intensified the debate on the sensitivity of investment to internal finance. Under the assumption that external financing is more costly than internal financing, changes in cash flow, used as a proxy for internal finance, is an important determinant of marginal capital spending for constrained firms. Due to capital market imperfections, such as asymmetric information problems, the costs of external finance surpasses the costs of internal finance. They proved that the sensitivity of investment to cash flow is higher for firms that face a larger wedge between the costs of external and internal funds. This conclusion is generally supported through different other studies (Bond et al., 1999; Carpenter et al., 1994; Nickell & Nicolitsas, 1999). The unit of analysis of these studies was large listed companies in developed countries, like the Netherlands. Compared to these companies, SMEs are more likely to suffer from asymmetric information problems, and so from financing constraints. The large listed companies are obligated to provide extra information (public disclosure annual report) due to that fact that they are quoted on the stock market (Carreira & Silva, 2010; Hughes, 1994; Lopez-Gracia & Aybar-Arias, 2000). Consequently, the conclusion that large listed companies which are financially constrained have stronger investment-cash flow sensitivity than financially unconstrained large listed companies should be the same for SMEs. Thus, it is expected that the investments of financially constrained SMEs rely more on internal finance compared to financially unconstrained SMEs. This leads to the following hypothesis:

Hypothesis 2: Financially constrained Dutch SMEs have a stronger investment-cash flow sensitivity compared to financially unconstrained Dutch SMEs.
3. RESEARCH METHODOLOGY

This chapter contains the research methodology used for the empirical study of the relationship between internal finance and investment and the influence of financial constraints on this relation. First, the quantitative analyses are elaborated. In this section the methodology to test the hypotheses is described. Then the variables are operationalized and the empirical method is established. Lastly, the research sample is described.

3.1 Quantitative analyses
This section contains the research method used in prior literature and the method used in this research. This includes the method for detecting multicollinearity. Further, the research model is elaborated. Lastly, there is a description about the interpretation of the results.

3.1.1 Research method
An appropriate measure of association between variables is the Pearson’s product-moment correlation coefficient, denoted as ‘$r$’ (Babbie, 2007; Saunders et al., 2011). Other researchers used the Pearson’s product-moment correlation coefficient (PMCC) as well in order to reveal any association between variables (such as D’Espallier & Guariglia, 2012; Firth et al., 2012; Silva & Carreira, 2010). The value of the PMCC is between -1 and 1. A negative value signify a negative association between the variables, whereas a positive value signifies the contrary. A score of 0 means that the variables are perfectly independent of eachother. The PMCC is a lineaire association since the change of the variable is constant (Saunders et al., 2011). The strength of the linear association of internal finance on investment is therefore calculated by the Pearson’s product-moment correlation coefficient, similar with prior research (e.g. D’Espallier & Guariglia, 2012; Firth et al., 2012; Silva & Carreira, 2010). However, causality between the variables is disregarded with this method.

In order to test the causality and to determine the nature of the relation between internal finance and investment a regression model is performed. Nevertheless, there is no consensus in which form of linear regression best predict investment. Generally, the methods used in research exist of ordinary least square (OLS) method or the generalized method of moments (GMM) approach. A number of researchers use both types of regression analyze in their study (such as Ağca & Mozumdar, 2008; Firth et al., 2012; George et al., 2011; Guariglia, 2008; Hadlock & Pierce, 2010).

Linear regression is one of the most important techniques in order to study the relation between two or multiple variables (Koop, 2005). It provides insight into how the independent variables influence the dependent variable and the correlation coefficient indicates the degree of linear relationship between them. And hence, give an answer to the research question. It is common to work with standards for the level of significance, the statistical variable $t$ ($t$-test) (Saunders et al., 2011). It is only useful if the regression coefficient is sufficiently far from zero. A significance level of 5% is used in this research. A P-value of less than or equal to 0,05 indicates a significant result. The probability that the test procedure the hypothesis $\beta \neq 0^{28}$ wrongly accepted is maximum 5%. This standard for significance is widely used, according to Koop (2005).

---

28 This means that the regression coefficient of cash flow has explanatory power on investment.
An assumption for the use of the t-test is a normal distribution of the data. This assumption can be easily ignored, even for data samples smaller than 30 elements (Hays, 1994). Another assumption is that groups should have the same variance. However, this can also be easily disregarded, on condition that the groups are equally sized (Hays, 1994).

The OLS regression analysis is a frequently used method in studies focusing on the ICFS (e.g. Cleary, 2006; Fazzari & Petersen, 1993; Francis et al., 2012; Hadlock, 1998; Lewellen & Lewellen, 2009). This method uses the residuals in order to estimate the line of the best fit resulting in an equation. Through the use of this equation the effects of the independent variables on the dependent variable is explained. With the use of the sum of the squared residuals, the parameters are estimated. The estimation is only consistent when there is no perfect multicollinearity and the regressors are exogenous (De Veaux, Velleman, & Bock, 2008). Major benefit of this estimation is the limited necessity of the quantity of data, since it exist exclusively out of variables from one time period.

The regressors are expected to be endogenous in the investment equation, according to Bond et al. (2003), D’Espallier & Guariglia (2012) and Erickson & Whited (2000). Resulting in a biased and inconsistent OLS estimation. In order to prevent the possibility of endogenous regressors, the generalized instrumental variables estimation procedure is used. Lagged values of current period regressors are used as instruments to control for endogeneity, known as the two-stage least squares (2SLS) estimation. This is a special case when there is no perfect multicollinearity and the regressors are exogenous (De Veaux, Velleman, & Bock, 2008). Major benefit of this estimation is the limited necessity of the quantity of data, since it exist exclusively out of variables from one time period.

Both regression methods have advantages and disadvantages. In order to increase the level of robustness of this research both types of regressions are used in this research. This is in alignment with prior literature such as Ağca & Mozumdar (2008), Degryse & De Jong (2006), Firth et al. (2012), George et al. (2011), Guariglia (2008) and Hadlock & Pierce (2010). An assumption for both methods is the absence of multicollinearity.

3.1.2 Multicollinearity
Multicollinearity is a statistical issue and can arise if the independent variables are highly correlated with one another (Koop, 2005). In the presence of multicollinearity, the regression model has difficulty telling which independent variable is influencing the dependent variable. According to Schroeder, Sjoquist and Stephan (1992) there is no statistical test that can determine whether or not multicollinearity is a problem. There are only methods for detecting multicollinearity (Berry & Feldman, 1985). Prior literature provides numerous suggestions to detect multicollinearity. One of the most widely used procedures is the variance inflation factor (Mason & Perreault, 1991). Variance Inflation Factor (VIF) provides a reasonable and intuitive indication of the effects of multicollinearity on the variance of the regression coefficient (O’Brien, 2007). It measures to what extent the variance of the estimated coefficient of the independent variable is increased (Mason & Perreault, 1991). A VIF-value of 1 indicates that the independent variables are not correlation with one another. According to Kutner, Nachtsheim & Neter (2004) a value of approximately 5 indicates on multicollinearity and a VIF-value of 10 and above is a serious cause of concern.
3.1.3 Research model
The Pearson’s product-moment correlation coefficient is used in order to measure the association of the variables. However, causality between the variables is disregarded with this method. The coefficient do not reveal the determination of the nature of the relation between internal finance and investment. In order to test the causality and to determine the nature of the relation between internal finance and investment two regression models are performed (in alignment with Ağca & Mozumdar, 2008; Firth et al., 2012; George et al., 2011; Guariglia, 2008; Hadlock & Pierce, 2010). Both regression models use the same equation, which is:

\[
\text{Investment}_t = \beta_0 + \beta_1 \text{Cash flow}_t + \beta_2 \text{control variables}_t + \epsilon_{it}
\]  

(4)

3.1.4 Results interpretation
In order to answer the research question, two hypotheses are formulated. Hypothesis 1 is supported if there is correlation between investment and cash flow. The correlation disregard the causality, thus also a regression is performed. If the estimation of the regression model showed a significant and positive cash flow, hypothesis 1 is accepted. The sensitivity of investments to cash flow is reflected by coefficient $\beta_1$ in this model. In order to accept hypothesis 2, a distinction is made between the level of financial constraints of the firms. Financially constrained firms should show a positive and significant cash flow (coefficient $\beta_1$) in contrast to financially unconstrained firms. They should show a small and insignificant cash flow. Hypothesis 2 supported by the data if that is the case.

3.2 Variables
In the conceptual model are three variables distinguished: de explanatory variable internal finance, the dependent variable investment and the moderating variable financial constraints. Further, control variables are used to exclude idiosyncratic factors. In this section these variables are defined and it contains the operationalization.

3.2.1 Investment
In this research the definition of Keynes (2006) is limited to tangible fixed capital. Mostly every researcher who studied the ICFS focused only on tangible fixed capital (Audretsch & Elston, 2002; Bassetto & Kalatzis, 2011; Guariglia, 2008; Kaplan & Zingales, 1997; Rauh, 2006). The definition of investment in this study is: the increment of tangible fixed capital. In alignment with prior studies investment is measured as the change in tangible fixed assets between the beginning and the end of a year plus the depreciation in the same year (such as D’Espallier & Guariglia, 2012; Degryse & De Jong, 2006; Fazzari et al., 1988; Firth et al., 2012 and Guariglia, 2008). A negative value indicates that the firm did not invest, and hence, these values are excluded in the sample.

\[
\text{Investment} = \text{Change in tangible fixed assets plus depreciation}
\]  

(5)
3.2.2 Internal finance

Internal finance is defined as the earnings of the firm which subsequently plows back into the business (Jordan et al., 2011). Examples of internal finance are retained earnings or depreciation. Internally generated finance is important for investment due to the premium on the external costs compared with the internal costs. According to Keynes (1936), there are two motives to holding cash. This research will focus on the precautionary motive of holding liquid assets. This motive is based on the theory that firms accumulate cash if the costs of external finance are prohibitively high or in the case of a shortfall of the cash flow. This accumulation of cash is attained by internal finance. Hence, with this motivation of holding liquid assets, companies are able to continuously anticipate investment opportunities.

Internal finance is traditionally measured by cash flow. Practically every researcher uses this variable and is typically measured as (e.g. Ağca & Mozumdar, 2008; Fazzari et al., 1988; Guariglia, 2008; Kaplan & Zingales, 1997):

\[
\text{Cash flow} = \text{Net income before extraordinary items} + \text{depreciation}
\]  

This operationalization of cash flow is in compliance with the definition of internal finance. Therefore this operationalization is used in this research.

3.2.3 Financial constraints

There is still no consensus in the definition of financial constraints. Empirically are financial constraints not directly observable, it is an abstract concept and it is hard to give a distinct definition. Kaplan & Zingales (1997, p. 172) used a precise, yet meanwhile broad definition: ‘financial constrained firms face a wedge between the internal and external costs of funds.’ Result of using this definition is that every firm is classified as constrained, due to the transaction costs of raising external finance. To prevent this generalization, Carreira & Silva (2010, p. 732) define financial constraints as: ‘the inability of a firm or a group of firms to raise the necessary amounts (usually due to external finance shortage) to finance their optimal path of growth.’ This definition is also used in this research.

The most used empirical assessment of financial constraints is the investment-cash flow sensitivity, introduced by Fazzari et al. (1988). This indirect measure is also used by several author researchers such as Almeida & Campello (2007), Audretsch & Elston (2002), Bond et al. (2003), Guariglia (2008) and Silva & Carreira (2012). Kaplan & Zingales (1997) argued that the classification scheme used by Fazzari et al. (1988) were deficient, resulting in a flawed measure for financial constraints. In order to be a meaningful measure, certain assumptions are necessary. Based on the same database, only complemented with firm’s annual reports, they proved the opposite of Fazzari et al. (1988). Besides, it could be that part of the ICFS reflects investment opportunities that were not captured by Tobin’s Q, also called the investment opportunities bias (Cummings et al., 2006; Gomes, 2001; Hoshi et al., 1991; Hovakimian & Hovakimian, 2009).

As an alternative, Almeida et al. (2004) introduced the cash-cash flow sensitivity. This model is questioned by several researchers and they proved contradicting evidence (inter alia Acharya et al., 2007; D’Espallier et al., 2013; Lin, 2007; Pál & Ferrando, 2009; Riddick & Whited, 2009). Another alternative is the Euler equation investment model. This model excludes marginal Q and therefore
avoids the investment opportunity bias. However, the empirical power is weak (Gilchrist, 1990; Quader, 2013; Whited, 1998), the model is based on a large number of assumptions and is a highly parametric model (Coad, 2010). Valid for all these models is that they are not firm-specific and not time-varying. Additionally, another disadvantage of these indirect measures of financial constraints is the *ex ante* classification of firms in constrained or unconstrained.

To avoid these problems, direct measures can be an option. Annual reports can be used as an indicator for financial constraints for each firm (Hadlock & Pierce, 2010; Kaplan & Zingales, 1997). The usability is however limited to listed companies and it involves a considerable amount of time and effort. To prevent this amount of effort and time, is merely ask firms themselves to their financial constraints. Major drawback of this method is the subjective character of the variables which can lead to a perception bias.

Hadlock & Pierce (2010) argue that the measure for financial constraints should contain exogenous firm characteristics. They created an index using the two most relative exogenous variables, firm size and age, the SA-index. It can be measured for each firm and thus, this measure of financial constraints is firm-specific. Besides, it is possible that a firm altered from the degree of financial constraint during a given period (Cleary, 1999). The SA-index can cope with this time-varying changes, while it is also continuous and it is relative simple to implement.

The empirical variable to measure the degree of financial constraints used in this research is the SA-index of Hadlock & Pierce (2010):

\[
SA_{it} = -0.737S_{it} + 0.043S_{it}^2 - 0.040A_{it}
\]

(7)

Where subscript \( i \) describe to the \( i \)-th organization and subscript \( t \) refers to the \( t \)-th period

- \( S \) firm’s size
- \( A \) firm’s age

The size of the firm is defined as the natural logarithm of book assets, but it can also be measured as the natural logarithm of sales. Hadlock & Pierce (2010) define the age of the firm as the number of years the firm is listed with a non-missing stock price on Compustat. In this research the unit of analysis is SMEs, and thus, these firms are not listed. Therefore the age is defined by the number of years in activity (Silva & Carreira, 2010).

\[
\text{Firm size}_1 = \text{Natural logarithm of book assets}
\]

(8)

\[
\text{Firm size}_2 = \text{Natural logarithm of sales}
\]

(9)

\[
\text{Firm age} = \text{Number of years in activity}
\]

(10)

See for information about these assumptions paragraph 2.3.2.2.
Hadlock & Pierce (2010) argues to use for both variables a cutoff at approximately 95%. According to them, the relation between these firm characteristics and constraints are flat. Whereas below the cutoffs the relation is quadratic and thus, non-monotonic. In this research these cutoffs are not used for the reason that too much information is lost. Moreover, their unit of analysis are generally larger and older firms compared with our unit of analysis. Both variables are winsorized at the top 2% approach to use an approximation of the variables (Silva & Carreira, 2010).

The index is used to perform an *a priori* classification of the degree of financial constraints. The sample is divided into mutually exclusive groups with the use of tertiles. Firms are classified by the outcome, whereas the top is financially constrained and the bottom as financially unconstrained. The group in the middle is neither constrained nor unconstrained.

### 3.2.4 Control variables

Control variables are used to exclude idiosyncratic factors, other than the factors which are tested, which may influence the independent or dependent variables and hence, indirectly the relationship between internal finance and investment (De Veaux et al., 2008). Babbie (2007, p. 435) use the following definition of control variable: ‘A variable that is held constant in an attempt to clarify further the relationship between other variables.’ In order to control for biases and to increase the robustness of the results it is imperative to include control variables. In alignment with prior studies four control variables are used in this research. The control variables are investment opportunities, industry, past investments and size.

In alignment with prior literature (Bassetto & Kalatzis, 2011; D’Espallier & Guariglia, 2012; Guariglia, 2008; Silva & Carreira, 2010), past investments are also taking into account in the determination of investments. The past investments are measured identically with the present investments; the change in tangible fixed assets between the beginning and the end of a year plus the depreciation in the same year. Only the period differs one year.

Also a large investment literature (Fazzari et al., 1988; 2000; Kaplan & Zingales, 1997; 2000; Rauh, 2006) scales the ratio variables to control for possible heteroscedasticity due to differences in firm size. In order to eliminate these size effects, the investments are scaled by the level of capital stock. A substantial part of researchers used another measure for size, since not every company is listed. These researchers used the tangible fixed assets in the beginning of the year as a proxy for firm size (D’Espallier & Guariglia, 2012; Degryse & De Jong, 2006; Firth et al., 2012; Silva & Carreira, 2010).

\[
\text{Capital stock} = \text{Tangible fixed assets in the beginning of the year} \quad (11)
\]

[^30]: They use stock listed companies and in this research SMEs.
3.2.4.1 Investment opportunities
A substantial part of the literature containing the ICFS is based on the most important control variable, the investment opportunities. Prior literature is ambiguous about an appropriate measure for investment opportunities. A large body of literature is devoted in this methodology issue.

The most commonly used approaches to capture the investment opportunities involves two types of investment models, namely the Q-theory and the Euler equation model (George et al., 2011). The Q-theory uses marginal Q, the rate of the market value of an additional investment to the replacement costs of this new investment. Investments are exclusively determined by these shadow price of capital. Due to that marginal Q is not directly observable, average Q is used as an empirical approximation. However, this can lead to potential measurement problems. Carpenter & Guariglia (2008), Cummins et al. (2006), Erickson & Whited (2000), Gilchrist & Himmelberg (1995) used alternative proxies for average Q, but in all of their controls for investment opportunities is market information included. Due to that SMEs are typically not followed by analysts, these market information is not available for SMEs (D’Espallier & Guariglia, 2012). In the model used by Honda & Suzuki (2000), building on the work by Yoshikawa (1980). These market information is not necessary. Nevertheless, it seems improbable that this proxy capture the investment opportunities. The proxy neither uses forecasts or estimations, unlike all of the other proposed proxies. It is merely based on the ratio of profit per unit of capital to the costs of that capital. Moreover, assumption is made for the overall depreciation rate. As a result, this proxy is hardly used in empirical research.

The other approach is the Euler equation investment model, whereby this model deviate from the Q-theory by excluding marginal Q. There are also several similarities. The Q-theory and the Euler equation investment model are based on the same theory and therefore on the same dynamic optimization problem. Also identical as the Q-theory are the simplifying assumptions of the model such as the capital homogeneity, linear marginal adjustment costs, the complete perfect capital markets and that investment is fully reversible. The assumption are not entirely realistic (Coad, 2010). Further, analyzing the results based on these mathematical models are only open to identification and interpretation within the restrictive context (Coad, 2010). Nevertheless, the results of these models can be considerably different (Whited, 2006). Also, Angelopoulou (2005), Oliner, Rudebusch & Sichel (1995) and Whited (1992) showed that these models are outperformed by the relative simple sales accelerator models. This is due to the relative weak empirically power of the Euler equation (Whited, 1998). Gilchrist (1990) showed that the Euler equation hold for a sample with firms that pay low dividend in contrast with a sample with high-dividend firms, both in a world in absence of financial market imperfections. Oliner et al. (1995) showed that the mean squared forecast errors numerous times larger are than those of accelerator model. The main conclusion of that research was that due to the invalid dynamic structure of the data, the Euler equations poorly forecasts. Another disadvantage is that misspecification associated with the role of financial variables in this model is less easily explained away as merely capturing an exceptional influence (Quader, 2013). Both the Q-theory and the Euler equation are static models. According to Bond & Van Reenen (2007) the capital of the firm cannot be adjusted immediately and costless, whereby the use of statics models is inappropriate. Therefore, a possibility is to rely on dynamic econometric specifications which are not explicitly derived as optimal adjustment behavior. They argue that reduced form models, such as the sales accelerator, represent an empirical approximation to some complex underlying process that generate the data.
The investment model used in this research is the sales accelerator model. The rationale of this proxy is that investment opportunities are captured due to the expected profitability, resulting from the growth of sales (Scellato, 2007). Market information is excluded in this model, which is an advantage since that is exclusively available for listed organizations. Moreover, this model is interesting due to the empirically strength (Angelopoulou, 2005; Whited, 2006). The percentage change of sales is measured as the change in sales between a year and its previous year divided by the sales in the previous year (in alignment with Bakucs et al., 2009; Bloom, Bond & Van Reenen, 2007; Guariglia, 2008; Kadapakkam et al., 1998; Konings et al., 2003; Scellato, 2007 and Vermeulen, 2002).

\[ \text{Investment opportunities} = \frac{\text{Percentage change in sales}}{1} \]  \hspace{1cm} (12)

### 3.2.4.2 Industry

Another variable which proved to be an influential factor in the relation between internal finance and investment is the industry where the firms operate in. Various studies include the industry effects as a control variable (such as Brown, Fazzari, & Petersen, 2009; Clearly et al., 2007; Guariglia, 2008; Hoshi et al., 1991; Lyandres, 2007; Richardson, 2006 and Shin & Park, 1999). It is plausible that internal finance is positively correlated with the value of growth opportunities. According to Lyandres (2007), the ICFS would be nonzero even in the absence of financial constraints in the presence of such correlation. The strength of the relation between internal finance and the investment opportunities may vary across industries. It can lead to a biased conclusion when the industry is not taking into account. Thus, this control variable is included in order to control for variation across industries in capital intensity and growth during the sample period (Minton & Schrand, 1999). The relationship between the orginials variables is recomputed separately for each of the subsamples. The initial tables can be compared with the tables were the control variables are taking into account. The latter tables are called the partial tables (Babbie, 2007).

A well-established system for classifying industries is the Standard Industrial Classification (SIC)\(^{31}\). This system uses a code in order to classify organizations into a group. This is in alignment with prior studies (Brown et al., 2009; Clearly et al., 2007; Guariglia, 2008). The SIC-codes are constructed to group organizations into a broader classification, whereas the largest distinction is made on the level of divisions. In total there are five division.\(^{32}\) The industry is measured by the SIC-code of the division where the firm is operating in.

\[ \text{Industry} = \text{Division where the firm operate classified by the SIC-code} \]  \hspace{1cm} (13)

---

\(^{31}\) Dutch denomination is Standaard Bedrijfsindeling (SBI).

\(^{32}\) Source: www.kvk.nl
### 3.2.5 Overview variables

In table 1 is an overview of all the variables used in this research included with the definitions of the variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Investment ($I$)</td>
<td>Change in tangible fixed assets between periods $t$ and $t-1$ plus depreciation</td>
</tr>
<tr>
<td>2. Cash flow ($CF$)</td>
<td>Net income before extraordinary items plus depreciation</td>
</tr>
<tr>
<td>3. Firm size$_1$ ($S_1$)</td>
<td>Natural logarithm of book assets</td>
</tr>
<tr>
<td>4. Firm size$_2$ ($S_2$)</td>
<td>Natural logarithm of sales</td>
</tr>
<tr>
<td>5. Firm age ($Age$)</td>
<td>Number of years in activity</td>
</tr>
<tr>
<td>6. SA-index$_1$ ($SA_1$)</td>
<td>Level of a firm’s financial constraints = $-0.737S_1 + 0.043S_{1}^2 - 0.0404$</td>
</tr>
<tr>
<td>7. SA-index$_2$ ($SA_2$)</td>
<td>Level of a firm’s financial constraints = $-0.737S_2 + 0.043S_{2}^2 - 0.0404$</td>
</tr>
<tr>
<td>8. Capital stock ($K$)</td>
<td>Tangible fixed assets in the beginning of the $t$</td>
</tr>
<tr>
<td>9. Investment opportunities (%Δ$S$)</td>
<td>Change in sales between periods $t$ and $t-1$ in percentages of $t-1$</td>
</tr>
<tr>
<td>10. Industry ($SIC$)</td>
<td>Division where the firm operate classified by the SIC-code</td>
</tr>
</tbody>
</table>

*Table 1: Overview variables and definitions.*
3.3 Empirical research model

The research model can be transformed in the empirical research model used for both research methods. Based on the research model and the operationalization of the variables the empirical model used in this research is:

\[
\frac{I}{K}_t = \beta_1 + \beta_1 \left( \frac{I}{K}_{t-1} \right) + \beta_2 \left( \frac{\%\Delta S}{K} \right)_t + \beta_3 \left( \frac{CF}{K} \right)_t + \epsilon_t
\]

(14)

The subscript \(i\) describe to the \(i\)-th organization and subscript \(t\) refers to the \(t\)-th period. The 2SLS method use instrumental variables in order to cope with endogenous regressors. Lagged values of current period regressors are used as instrumental variables. The sensitivity of investments to cash flow is reflected by coefficient \(\beta_3\) in this model.

3.4 Research sample

The empirical research on the relation between internal finance and investment is performed based on secondary research strategy. This desk research contains that data is collected for some kind of other purpose and someone other than the user (Saunders, Lewis, Thornhill, Booij, & Verckens, 2011). The main advantage of this method is the simple accessibility to large amount of data. The variables internal finance and investment can be derived from annual reports publish by the companies. These annual reports are scientifically sufficient reliable since that the reports are tested and audited (Verhoeven, 2007). Moreover, secondary data is substantially used in previous studies which aimed at the ICFS (such as Bakucs et al., 2009; D’Espallier & Guariglia, 2012; Fazzari et al., 1988; Kaplan & Zingales, 1997; Konings et al., 2003). This research aims to correspond as closely as possible to the methods used preceding research. Consequently, the validity of the hypotheses, which are used in multiple conceptual models, can be judged.

This research is using the database ‘Reach’ from ‘Bureau from Dijk’ containing annual reports of various organizations. In this database is information included from 3,6 million Dutch companies, as well as 800,000 annual reports. ‘Bureau from Dijk’ is one of the largest publishers in the world of business information. All the data is derived from the annual reports of the organizations. In alignment with prior studies (such as D’Espallier & Guariglia, 2012; Fazzari et al., 1988; 2000; Firth et al., 2012; George et al., 2011 and Kaplan & Zingales, 1997; 2000) this study is longitudinal, since it is focused at understanding a causal process that occurs over time. The sample period covers the period 2009-2012. Compared with Cleary et al. (2007) and Guariglia (2008), the firms in the data sample operate in a broad range of industrial sectors, which are agriculture & mining, manufacturing, wholesale- & retail trade, transportation & public utilizes and services. Sectors with less than 5 observations are excluded in the sample. Identical with prior studies, utility companies (SIC-code starting with 43XX, 48XX and 49XX) financial companies (SIC-code starting with 6XXX) and public administration companies (SIC-code starting with 9XXX) are excluded in the sample in order to increase the comparability with previous research.

33 The other operationalization can be found in paragraph 3.2.5.
34 Except the original user.
35 Source: www.bvdinfo.com
The unit of analyses in this research is small and medium-sized enterprises. There are however a number of definitions of SMEs, coming from different sources like governmental institutions, SME agencies or European commission. The definitions of SMEs are used to limit the firms that should be included in policy reports. These are offered by national governments or regions which collaborate, such as the EU in Europe. The definitions are defined using one or a combination of the following criteria (Sendorvitz, 2009):

- Number of full-time employees
- Amount of total assets in the firm
- Amount of yearly sales

Table 2 shows the definitions of consecutively the European commission, the small business administration (SBA) from the United States (US) and the Australian bureau of statistics. The commission of the European Union and the Australian bureau of statistics use both definitions that are the same for all industries. Contrary, the SBA definition in the US defines small firms depending on which type of industry they belong (Sendorvitz, 2009).

<table>
<thead>
<tr>
<th>European commission</th>
<th>Small business administration, United States</th>
<th>Australian bureau of statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition of SMEs:</td>
<td>Definition of small firms:</td>
<td>Definition of SMEs:</td>
</tr>
<tr>
<td>- Micro firms: up to 10 full-time employees and an annual turnover or balance sheet of max. € 2 million.</td>
<td>- Manufacturing firms: max. 500 employees.</td>
<td>- Micro firms: less than 5 employees.</td>
</tr>
<tr>
<td>- Small firms: up to 50 full-time employees and an annual turnover or balance sheet of max. € 10 million.</td>
<td>- Wholesale trade firms: max. 100 employees.</td>
<td>- Small firms: between 5-19 employees.</td>
</tr>
<tr>
<td>- Medium-sized firms: up to 250 full-time employees and an annual turnover of max. € 50 million or balance sheet of max. € 43 million.</td>
<td>- Agriculture: max. $ 750,000 in average annual receipts.</td>
<td>- Medium-sized firms: between 20-200 employees.</td>
</tr>
<tr>
<td></td>
<td>- Retail trade and most service firms: max. $ 6.5 million in average annual receipts.</td>
<td>- Large firms: more than 200 employees.</td>
</tr>
<tr>
<td></td>
<td>- General and heavy construction (except dredging): average annual receipts of max. $ 31 million.</td>
<td></td>
</tr>
</tbody>
</table>

*Table 2: Official definition of small and medium-sized enterprises (Sendorvitz, 2009, p. 985).*

The definition of the European commission is used in this research, since the sample exist of Dutch firms. The focus of the definition is on the number of employees, since that is the distinction between the definition of the European commission, the small business administration and the Australian bureau of statistics. The annual turnover and the balance sheets are only taking into account with their maximum in order to increase the sample size (D'Espallier & Guariglia, 2012). The micro firms, with employees in the range from zero till ten, are excluded in the sample due to the lack of quality of information reported by such firms (Silva & Carreira, 2010). The criteria of the
definition of the EU is used in order to filter the data. In according with Guariglia (2008) and Silva & Carreira (2010), companies without complete records\textsuperscript{36} are disregarded in the sample due to time limitation. This research is focused on Dutch SMEs, since the Dutch economy is an established market and there is a lack of empirical evidence on the ICFS of SMEs in established markets. Moreover, the SMEs in Netherland are responsible from 50% of the gross value added and 99% of the companies are SMEs (EIM, 2011).

Outliers in the data could lead to outcomes which are biased. In order to control for these potential influence of outliers, Cleary (1999) and George et al. (2011) applied certain rules. These rules exist of winsorizing data above (under) a maximum (minimum). An example of one of the rules is: assign a value of 5 (-5) if cash flow / capital ratio is greater (lower) than 5 (-5). Another possibility to control for the potential influence of outliers is to excluded the observations in the 2% tails of each continuous variables. These cut-offs are used for preventing biased outcomes. According to Bhagat, Moyen & Suh (2005), this is a standard procedure on financial constraints (among others Bond et al., 2003; Cummings et al., 2006; D'Espallier & Guariglia, 2012; Guariglia, 2008). Moreover, it enhance the comparability with previous work. However, this research winsorize the first, second, 99\textsuperscript{th} and 100\textsuperscript{th} percentiles for the reason that otherwise too much information is lost. This method is identical with Denis & Sibilkov (2010) and Firth et al. (2012). Moreover, observations with sales growth exceeding (-) 100\% are excluded to avoid distortions arising from mergers and acquisitions (Almeida et al., 2004 and Clearly et al., 2007).

\textsuperscript{36}See paragraph 3.2.5 for all the variables.
4. RESULTS

This chapter contains the empirical results of this study. First, by using the descriptive statistics of the variables and based on the hypotheses, the variables are discussed. The variables were tested to reveal any relationship by performing the Pearson Correlation Analysis. In order to test the causality and to determine the nature of the relation between internal finance and investment a regression model is performed. The results of the regression analysis are used to test the hypotheses. Finally, the results are checked for robustness and multicollinearity.

4.1 Descriptive analysis

The final dataset consists of an unbalanced panel of 269 unique firms and 531 firm-year observations. The division of agriculture & mining is excluded, since there were only 4 firm-year observations. Table 3 provides an overview of the amount of firm-year observations per division.

<table>
<thead>
<tr>
<th>Division</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturing</td>
<td>95</td>
</tr>
<tr>
<td>Wholesale- &amp; retail trade</td>
<td>281</td>
</tr>
<tr>
<td>Transportation</td>
<td>81</td>
</tr>
<tr>
<td>Services</td>
<td>74</td>
</tr>
<tr>
<td>Total</td>
<td>531</td>
</tr>
</tbody>
</table>

*Table 3: Frequency table per division.*

All proportions are comparable with the proportion of all the Dutch SMEs (EIM, 2011).

The descriptive statistics of the variables used in this study are presented in table 4. The variable which indicates the division of the firms is excluded in this table, since it does not add value to the descriptive analysis.
4. Results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Minimum</th>
<th>Q1</th>
<th>Median</th>
<th>Q3</th>
<th>Maximum</th>
<th>Mean</th>
<th>St. dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{I}{K})</td>
<td>0,0047</td>
<td>0,0787</td>
<td>0,2148</td>
<td>0,5535</td>
<td>9,8481</td>
<td>0,8162</td>
<td>1,8636</td>
</tr>
<tr>
<td>(\frac{I}{K}_{t-1})</td>
<td>0,0095</td>
<td>0,0930</td>
<td>0,2514</td>
<td>0,6149</td>
<td>9,3506</td>
<td>0,7817</td>
<td>1,6933</td>
</tr>
<tr>
<td>(\frac{%\Delta S}{K})</td>
<td>-86,0067</td>
<td>-0,7917</td>
<td>-0,0001</td>
<td>0,5430</td>
<td>45,1938</td>
<td>-1,7008</td>
<td>18,2472</td>
</tr>
<tr>
<td>(\frac{CF}{K})</td>
<td>-8,3363</td>
<td>0,1537</td>
<td>0,5819</td>
<td>1,8747</td>
<td>19,4603</td>
<td>2,0294</td>
<td>5,0867</td>
</tr>
<tr>
<td>(Age)</td>
<td>4</td>
<td>16</td>
<td>25</td>
<td>38</td>
<td>330</td>
<td>34,14</td>
<td>31,019</td>
</tr>
<tr>
<td>(S_1)</td>
<td>22</td>
<td>5,207,58</td>
<td>9,807,21</td>
<td>20,916,86</td>
<td>91,810,00</td>
<td>14,429,37</td>
<td>12,800,389</td>
</tr>
<tr>
<td>(S_2)</td>
<td>189</td>
<td>11,200,36</td>
<td>20,366,85</td>
<td>37,916,07</td>
<td>115,919,00</td>
<td>24,699,52</td>
<td>16,794,598</td>
</tr>
</tbody>
</table>

Table 4: Overview descriptive statistics all variables of the full sample (531 firm-year observations of 269 unique firms). The subscript i describe to the i-th organization and subscript t refers to the t-th period, were t = 2009-2012. I represents the firm’s investment expressed in Euro’s; K, the tangible fixed assets expressed in Euro’s; \(\%\Delta S\) is change in sales in a percentage; CF, its cash flow expressed in Euro’s; Age is expressed in years since incorporation; \(S_1\) its size measured by the book assets expressed in Euro’s and \(S_2\) its size measured by the sales expressed in Euro’s.

There are a number of notable aspects of the descriptive statistics from the full sample. First, the median investment (I/K) variable of 21,48% is comparable with other researchers. Chen & Chen (2012) reports a median investment (I/K) variable between 15% and 23%, Cleary et al. (2007) found 21% for all their balanced observations and Fazzari & Petersen (1993) reports a median variable of 16,1%. Degryse & De Jong (2006) also studied firms in the Netherlands and they report a median variable of 16,1%. The mean investment (I/K) variable of 81,62% is rather high compared with other studies. Cleary (2006) reports a mean variable of 44% for the sub sample of France and Bassetto & Kalatzis (2011) reports for a sample with Brazilian firms a variable of 44,2%. However, focusing on sample which consist of SMEs, Bechetti et al. (2009) showed a mean variable between 66% and 507% and D’Espallier & Guargilia (2012) showed a mean variable of 18,07% for a sample with Belgian SMEs.

Second, the difference between the size measured by the total book assets (\(S_1\)) and by total sales (\(S_2\)). The differences between the descriptive statics are negligible, especially when the use of these variables is considered. The natural logarithm is used, and hence, the differences between the two variables are decreasing.
Third notable aspect is that the change in sales-to-capital ratio shows a large range, the minimum is more than five standard deviations from the mean and the maximum approximately three standard deviations.

Since this research is focused on the difference between financial constrained and unconstrained SMEs the full sample is divided with the use of tertiles based on the SA1-index. The SA2-index is used to improve the robustness of this research. All the groups contain 177 firm-year observations. The descriptive statistics for the three sub-samples are presented in table 5.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unconstrained</th>
<th>Neither</th>
<th>Constrained</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{I}{K})</td>
<td>0.1355 0.4261 1.0618</td>
<td>0.2359 0.9258 1.9926</td>
<td>0.2585 1.0969 2.2621</td>
</tr>
<tr>
<td>(\frac{I}{K}_{t-1})</td>
<td>0.1787 0.3425 0.5085</td>
<td>0.2847 0.8445 1.7227</td>
<td>0.3004 1.1581 2.2510</td>
</tr>
<tr>
<td>(\frac{%\Delta S}{K})</td>
<td>-0.0001 0.2999 16.101</td>
<td>-0.0001 -3.173 19.159</td>
<td>-0.0001 -2.229 19.2309</td>
</tr>
<tr>
<td>(\frac{CF}{K})</td>
<td>0.5688 1.5973 3.6891</td>
<td>0.6334 2.2308 5.5618</td>
<td>0.5912 2.2601 5.57526</td>
</tr>
<tr>
<td>(\text{Age})</td>
<td>49.0 63.56 38.473</td>
<td>25.0 25.63 3.798</td>
<td>13.0 13.22 4.384</td>
</tr>
<tr>
<td>Observations</td>
<td>177</td>
<td>177</td>
<td>177</td>
</tr>
<tr>
<td>Number of firms</td>
<td>115</td>
<td>114</td>
<td>112</td>
</tr>
</tbody>
</table>

Table 5: Overview descriptive statistics all variables of the sub-samples (per subsample 177 firm-year observations). The subscript i describe to the i-th organization and subscript t refers to the t-th period, were t = 2009-2012. I represents the firm’s investment expressed in Euro’s; K, the tangible fixed assets expressed in Euro’s; \(\%\Delta S\) is change in sales in a percentage; CF, its cash flow expressed in Euro’s; Age is expressed in years since incorporation; \(S_1\), its size measured by the book assets expressed in Euro’s and \(S_2\), its size measured by the sales expressed in Euro’s.
The full sample is divided into three equally sized groups based on the SA$_1$-index. This index is constructed by Hadlock & Pierce (2010). Various other researchers discussed also the importance of size and age (among others Hughes, 1994; Lopez-Gracia & Aybar-Arias, 2000; Schiantarelli, 1995). The older (younger) and larger (smaller) SMEs are likely to be less (more) financial constrained. Older and larger SMEs should be in the unconstrained group, whereas the young and smaller SMEs should be in the constrained group. This is supported by the data in table 4.

Table 4 shows an interesting pattern that the mean investments decrease with the level of financial constraint. This is in alignment with the theory, since smaller and younger firms relatively invest more than their larger and older counterparts (Bassetto & Kalatzis, 2011; D'Espallier & Guariglia, 2012; Silva & Carreira, 2010). Moreover, the investment opportunities (captured by the sales growth in percentage over tangible fixed assets) is positive for the unconstrained sub-sample and negative for the constrained groups. This indicates that larger / older SMEs tend to have more investment opportunities than smaller / younger SMEs. This is also in alignment with the theory (Bassetto & Kalatzis, 2011; D'Espallier & Guariglia, 2012; Silva & Carreira, 2010).

The cash flow variable of unconstrained SMEs is different compared with both the neither group and the constrained SMEs. Silva & Carreira (2010) showed the same pattern, although their presented a lower variable. The comparability with that research is high, since their sample exist also of SMEs and they use the SA-index as well.

### 4.2 Correlation analysis

The correlations and its significance levels among the variables are presented in table 5. The model used to measure the association of the ratio variables is the Pearson’s product-moment correlation coefficient. This model is used in various studies such as D’Espallier & Guariglia (2012), Firth et al. (2012) and Silva & Carreira (2010).

The two measures of financial constraints are highly positive correlated at a significance level of 1%. This indicates that these two variables are also interchangeable. However, they are not perfect correlated and therefore the second measure of financial constraints (SA$_2$) is used as a check for robustness.

If above correlation is disregarded, the highest significant association is between investment (over tangible fixed assets) and investment a year earlier (over tangible fixed assets). The Pearson correlation is 0,677. Moreover, the investments and the prior investments have approximately the same associations with other variables. However, the association between the investment and the measure of financial constraints (SA$_1$) is insignificant at a level of 5%, compared with a significant correlation of the prior investments and the measure of financial constraints.

Further, the correlation between cash flow (over capital stock) and both investments variables (over capital stock) are moderate positive significant correlated, even after controlling for the industry. This entails that, comparable with other studies such as Firth et al. (2012), Guariglia (2008) and Silva & Carreira (2010), that internal finance is positively associated with investments. Hence, hypothesis 1 of this research find support in this sample through the use of Pearson correlation coefficients. This association does not reveal the determiniation of the relationship.
4. Results

<table>
<thead>
<tr>
<th>Variables</th>
<th>(\frac{I}{K})</th>
<th>(\frac{I}{K}_{t-1})</th>
<th>(\frac{\Delta S}{K})</th>
<th>(\frac{CF}{K})</th>
<th>(SA_1)</th>
<th>(SA_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{I}{K})</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{I}{K}_{t-1})</td>
<td>0,677**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{\Delta S}{K})</td>
<td>-0,171**</td>
<td>-0,217**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{CF}{K})</td>
<td>0,219**</td>
<td>0,190**</td>
<td>0,027</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(SA_1)</td>
<td>0,028</td>
<td>0,137**</td>
<td>-0,041</td>
<td>0,063</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(SA_2)</td>
<td>0,028</td>
<td>0,140**</td>
<td>-0,037</td>
<td>0,070</td>
<td>0,996**</td>
<td>1</td>
</tr>
</tbody>
</table>

** = Correlation is significant at 0,05 level (2-tailed)

Table 6: Pearson’s product-moment correlation coefficient full sample. Variables defined as in table 1.

The difference in the correlation coefficient after controlling for the industry, based on the SIC-code of the firms, are negligible. The table with the correlation coefficient after controlling for the industry are presented in appendix 1. The causality between the variables is disregarded with this method. The correlation coefficient do not reveal the determination of the nature of the relation between internal finance and investment.

4.3 Regression analysis

In order to test the causality and to determine the nature of the relation between internal finance and investment a regression analysis should be performed. Subsequently, the hypotheses can be tested. First, the results of the regression analysis of the overall sample are discussed in order to test the investment-cash flow sensitivity. Since the focus of the research is on the difference between levels of financial constraints, the second part of this chapter exist of a discussion of the regression results of the sub-samples. Finally, the results are checked for robustness and multicollinearity.

In order to execute a multiple linear regression analysis it is imperative that the population error term is normal distributed (De Veaux et al., 2008). According to Hays (1994) this assumption can be easily ignored if the sample is larger than 30 elements. There are several other options to check of the variables are normal distributed. The first one is to assess the skewness, the kurtosis and the histogram of the variables. The data does not meet the nearly normal condition based on this check. However, according to De Veaux et al. (2008), this condition matters most when sample sizes are small. The central limit theorem can be implied by samples which are larger than 40 and which are simply random sampled. This assumption is met in this research and thus can be assumed that the data is nearly normal. The theory is based on that the sampling distribution of any mean becomes more nearly normal as the sample size grows (De Veaux et al., 2008, p. 446).
4.3.1 Regression result overall sample

In order to estimate the sensitivity of investment to cash flow a regression analysis is performed of the full sample. There are two different regressions models used for this estimation, the Ordinary Least Squares (OLS) method and the Two-Stages Least Squares (2SLS) method. The results of both regression methods are in table 7. Table 7 exist of the estimations and the significance level of that estimation is between brackets.

The model reports a positive and significant investment-cash flow sensitivity based on the OLS regression method. Although, this sensitivity is rather low (3,5%). Except the comparability with Guariglia (2008), Chen & Chen (2012) and Denis & Sibilkov (2010) who respectively discovered an ICFS of 3,8%, 5,0% and 7,1%. Most other researchers found a higher ICFS, such as Degryse & De Jong (2006), George et al. (2011) and Hadlock (1998) who respectively discovered an ICFS of 18,5%, 14,3% and 18,7%.

<table>
<thead>
<tr>
<th>Dependent variables ($\frac{I}{K}$)</th>
<th>OLS regression</th>
<th>2SLS regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>0,178 (0,009)</td>
<td>0,075 (0,359)</td>
</tr>
<tr>
<td>$\frac{I}{K}_{t-1}$</td>
<td>0,718 (0,000**)</td>
<td>1,012 (0,000**)</td>
</tr>
<tr>
<td>$\frac{\Delta S}{K}$</td>
<td>-0,003 (0,329)</td>
<td>-0,011 (0,581)</td>
</tr>
<tr>
<td>$\frac{CF}{K}$</td>
<td>0,035 (0,003**)</td>
<td>-0,034 (0,145)</td>
</tr>
<tr>
<td>Industry dummy</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>531</td>
<td>531</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0,468</td>
<td>0,377</td>
</tr>
</tbody>
</table>

** = Correlation is significant at 0,05 level

Table 7: Results of the OLS and the 2SLS regression of the full sample (531 firm-year observations of 269 unique firms). The subscript i describe to the i-th organization and subscript t refers to the t-th period, were t = 2009-2012. The dependent variable is the investment-to-capital ratio ($I/K$) of a firm. I represents the firm’s investment expressed in Euro’s; K, the tangible fixed assets expressed in Euro’s; $\Delta S$ is change in sales in a percentage; CF, its cash flow expressed in Euro’s; Age is expressed in years since incorporation; $S_1$, its size measured by the book assets expressed in Euro’s and $S_2$, its size measured by the sales expressed in Euro’s.
4. Results

The estimation of this research indicates that Dutch SMEs, on average, increase their investments in 3.5 cents for each euro of extra cash flow. This indicates on a positive relation between internal cash flow and investments. Hence, hypothesis 1 is supported in this sample. In order to increase the robustness of this research the OLS regression is also made per division. All of these divisions showed a positive significant ICFS except the division manufacturing (see appendix 2 for exact values). This indicates that the results of the divisions are comparable with the results of the full sample.

Based on the 2SLS method investment and cash flow have a negative relationship (-3.4%). Nevertheless, this value is insignificant. And hence, hypothesis 1 is not supported using this method. This could be as a result that the OLS method is only consistent when the regressors are exogenous. It is expected that the regressors are endogenous (Bond et al., 2003; D’Espallier & Guariglia, 2012; Erickson & Whited, 2000). The 2SLS method uses lagged variables in order to prevent the possibility of endogenous independent variables. This is probably also the underlying reason of the difference in the explanatory power of both models. This is depicted by R² (Koop, 2005) and is respectively 46.8% and 37.7% for the OLS and the 2SLS method. Lastly, it is notable that the prior investments have a significant relationship with the investments. This is in alignment with prior literature (Chen & Chen, 2012; D’Espallier & Guariglia, 2012; Silva & Carreira, 2010).

4.3.2 Regression results sub-samples

The focus of this research is on differences of the investment-cash flow sensitivity between groups with different levels of financial constraints. The full sample is divided into three mutually exclusive groups using the SA-index. Firms are classified by the outcome of this index, whereas the top is financially constrained and the bottom as financially unconstrained. The group in the middle is neither constrained nor unconstrained. In table 8 are the results of the different groups and from both regressions models. Table 8 exist of the estimations and the significance level of that estimation is between brackets.

Table 8 shows that SMEs that are neither constrained nor unconstrained is the only group which does have a significant investment-cash flow sensitivity, based on the OLS regression. On the contrary, the unconstrained and the constrained SMEs do not show a positive and significant ICFS. These results do not support hypothesis 2, financially constrained SMEs have a stronger investment-cash flow sensitivity compared with financially unconstrained SMEs. The investments of financially constrained firms should be influenced by the amount of internal finance. This influence should be absent for unconstrained firms. However, the investments of the middle group are influenced by the internal finance and the other groups did not show a significant ICFS. These results could be an indication that the investment cash-flow sensitivity is U-shaped, suggested by Cleary et al. (2007), Guariglia (2008), Hadlock & Pierce (2010) and Hovakimian (2009).

The results of the 2SLS regression are all insignificant, except the prior investments. The hypothesis is not supported with the use of this method. This is comparable with the regressions results of the full sample and probably caused by the same reason, the endogeneity of the regressors.

37 This group did not showed a significant investment-cash flow sensitivity.
38 When the control variable industry is taking into account this is also the fact in 65% of the industries.
Dependent variable $\left(\frac{I}{K}\right)$

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>OLS regression</th>
<th>2SLS regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>0,190</td>
<td>0,151</td>
</tr>
<tr>
<td></td>
<td>(0,043***)</td>
<td>(0,638)</td>
</tr>
<tr>
<td></td>
<td>0,101</td>
<td>0,021</td>
</tr>
<tr>
<td></td>
<td>(0,380)</td>
<td>(0,865)</td>
</tr>
<tr>
<td></td>
<td>0,323</td>
<td>0,386</td>
</tr>
<tr>
<td></td>
<td>(0,024***)</td>
<td>(0,247)</td>
</tr>
<tr>
<td>$\left(\frac{I}{K}\right)_{t-1}$</td>
<td>0,552</td>
<td>0,701</td>
</tr>
<tr>
<td></td>
<td>(0,001***)</td>
<td>(0,517)</td>
</tr>
<tr>
<td></td>
<td>0,706</td>
<td>0,778</td>
</tr>
<tr>
<td></td>
<td>(0,000**)</td>
<td>(0,000**)</td>
</tr>
<tr>
<td></td>
<td>0,712</td>
<td>0,711</td>
</tr>
<tr>
<td></td>
<td>(0,000**)</td>
<td>(0,033***)</td>
</tr>
<tr>
<td>$\left(\frac{\Delta S}{K}\right)$</td>
<td>-0,009</td>
<td>-0,010</td>
</tr>
<tr>
<td></td>
<td>(0,067)</td>
<td>(0,828)</td>
</tr>
<tr>
<td></td>
<td>0,002</td>
<td>0,013</td>
</tr>
<tr>
<td></td>
<td>(0,729)</td>
<td>(0,479)</td>
</tr>
<tr>
<td></td>
<td>-0,003</td>
<td>-0,119</td>
</tr>
<tr>
<td></td>
<td>(0,687)</td>
<td>(0,308)</td>
</tr>
<tr>
<td>$\left(\frac{CF}{K}\right)$</td>
<td>0,031</td>
<td>0,024</td>
</tr>
<tr>
<td></td>
<td>(0,152)</td>
<td>(0,656)</td>
</tr>
<tr>
<td></td>
<td>0,105</td>
<td>0,129</td>
</tr>
<tr>
<td></td>
<td>(0,000**)</td>
<td>(0,008)</td>
</tr>
<tr>
<td></td>
<td>-0,025</td>
<td>-0,167</td>
</tr>
<tr>
<td></td>
<td>(0,241)</td>
<td>(0,012)</td>
</tr>
<tr>
<td>Industry dummy</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>177</td>
<td>177</td>
</tr>
<tr>
<td></td>
<td>177</td>
<td>177</td>
</tr>
<tr>
<td>Observations</td>
<td>177</td>
<td>177</td>
</tr>
<tr>
<td>R²</td>
<td>0,114</td>
<td>0,052</td>
</tr>
<tr>
<td></td>
<td>0,562</td>
<td>0,522</td>
</tr>
<tr>
<td></td>
<td>0,506</td>
<td>0,253</td>
</tr>
</tbody>
</table>

** = Correlation is significant at 0,05 level

Table 8: Results of the OLS and the 2SLS regression of the sub-samples (total of 531 firm-year observations of 269 unique firms). The subscript i describe to the i-th organization and subscript t refers to the t-th period, were t = 2009-2012. The dependent variable is the investment-to-capital ratio $\left(\frac{I}{K}\right)$ of a firm. I represents the firm’s investment expressed in Euro’s; K, the tangible fixed assets expressed in Euro’s; $\%\Delta S$ is change in sales in a percentage; CF, its cash flow expressed in Euro’s; Age is expressed in years since incorporation; $S_1$, its size measured by the book assets expressed in Euro’s and $S_2$, its size measured by the sales expressed in Euro’s.

4.3.3 Robustness check

In this research the natural logarithm of book assets ($S_1$) is used in constructing the SA$_1$-index. In order to improve the robustness level of the results, firm size is also measured as the natural logarithm of sales ($S_2$), used in constructing the SA$_2$-index. These indexes are highly correlated with each other (0,996). As a result of the different measure of financial constraints, the groups differ slightly from one another. The descriptive statistics hardly diverge from each other. The same applies for the regression results. The results of the OLS regression are comparable, all of the variables which are significant with the SA$_1$-index are also significant with the SA$_2$-index. This also applies for the 2SLS regression, except for the neither group where the ICFS is significant. Besides, the explanatory power of this group is deviating between both of the indexes. However, no major differences between both measures of financial constraints exist. Hence, the results of the data analyses are robust.
4.3.4 Multicollinearity

The presence of multicollinearity is checked with the use of the Variance Inflation Factor (VIF). Variance Inflation Factor (VIF) provides a reasonable and intuitive indication of the effects of multicollinearity on the variance of the regression coefficient (O'Brien, 2007). A VIF-value of approximately 5 indicates multicollinearity, which could lead to biased results. In this research there is no multicollinearity, since the VIF values are around 1 (see appendix 3 for the exact values). A VIF-value of approximately 1 indicates that the dependent variables are not correlated with one another. This entails that the results are not biased.
5. CONCLUSION

The focus of empirical literature on the relation between investment and internal finance is on the influence of financial constraints. However, literature is ambiguous whether this influence has a positive or a negative effect on the relationship. Studies comparable with Fazzari et al. (1988; 2000) conclude that investment-cash flow sensitivity for financially constrained firms is higher compared to lower financially constrained firms. However, studies comparable with Kaplan & Zingales (1997; 2000), conclude the contrary, lower constrained firms displayed a higher sensitivity of cash flow to investment than higher constrained firms. Clearly et al. (2007) combines the results of these studies and proved that the ICFS is U-shaped.

In this paper the influence of financial constraints on the ICFS is studied for a sample of Dutch SMEs, while controlling for industry influences. The data sample exists of SMEs, given that most prior literature focused on large listed companies. Most measures of investment opportunities are based on market information. Therefore, a suitable measure of investment opportunities is identified first, since prior literature is ambiguous for an appropriate measure for firms without market information (Silva & Carreira, 2012). Subsequently, the sample is split according to their level of financial constraints into three mutually exclusive groups. The groups are divided by using the SA-index into financial constrained, financial unconstrained or neither of both. This index is used since older / larger firms are expected to be less financial constrained than younger / smaller firms (Carreira & Silva, 2010; Hughes, 1994; Lopez-Gracia & Aybar-Arias, 2000).

In order to answer the question if financial constraints influence the ICFS, the associations between the independent and dependent variables are calculated first. The strength of these relations is calculated using the Pearson Correlation Coefficient. The correlation between cash flow and investment is moderate positive significant correlated, even after controlling for the industry. This entails that, comparable with other studies such as Firth et al. (2012), Guariglia (2008) and Silva & Carreira (2010), that internal finance is postively associated with investments. In order to test the determination of the nature of the relation between internal finance and investment a regression analyse is performed. This data analyse provide Dutch evidence showing that internal finance is postively related with investment. The focus of this research is however on the influence of financial constraints on this relationship. It was expected that financial constrained firms had a stronger ICFS compared with financially unconstrained firms. The results of the data do not support this expectation. Both the constrained and the financially unconstrained firms did not show a significiant ICFS. This could be an indication that the ICFS is non-monotonic, suggested by among others Guariglia (2008), Hadlock & Pierce (2010) and Hovakimian (2009).

Cleary et al. (2007) started to investigate the non-monotonic relationship between investment and cash flow. In their research they show that this relationship is U-shaped due to the interaction between the cost and revenue effect of investment. According to them, investment increases if internal funds are also large. However, when the internal funds are low, investments starts to increase as internal funds decrease further.
They argued that this non-monotonic behavior of investment is caused by a trade-off between two effects. These effects are (1) the risk of default and liquidation and (2) the need to generate revenue to repay debt. Assuming that higher levels of investment involves higher repayments costs, and hence, a higher risk of default, there is a positive relation between investment and cash flow. On the contrary, when internal funds is low, the company need funds to repay their debt. As a result, the company invests in order to generate revenue to repay their debt. Hence, there is a positive relation between investment and cash flow.

In interpreting the results from the data analysis hypothesis 1 is accepted. The results of the analyses show that nor financial unconstrained firms nor financial constrained firms have a positive ICFS, and hence, hypothesis 2 is not accepted.

Consequently, this study finds evidence that internal finance influence the investments for Dutch SMEs during the period 2009-2012. This conclusion is robust for different measures for sizes and controlled for investment opportunities and industries. The influence of financial constraints on this relationship is not proved.
6. DISCUSSION

The conclusion is that internal finance and investment are related to each other. A notable remark on this conclusion is that it is based on results of the Ordinary Least Squares regression method. This method is only consistent when the regressors are exogenous and it could be that the regressors are endogenous (Bond et al., 2003; D’Espallier & Guariglia, 2012; Erickson & Whited, 2000). The Two-Stages Least Squares model is also used in this research, and this method uses lagged variables in order to prevent the possibility of endogenous independent variables. However, this method did not find any significant results. Thus, it can be questioned if the conclusion are internal valid.

Moreover, the internal validity can also be questioned since difficulties with the quantifying of the unobservable variable financial constraints. Researchers still devote their time in finding a method to measure financial constraints (Silva & Carreira, 2010). In this research the level of financial constraints is measured using the SA-index. The index should correspond to the economic reality in order to be a correct measure for financial constraints (Hadlock & Pierce, 2010). The parameters used in this index calculation appear to be extremely sensitive to different economic realities (Silva & Carreira, 2010). If this non-linear regression does not have a good fit, the omitted variable bias can occur.

Further, the conclusion of this research is limited in the generalizability. First, the sample consists exclusively of small and medium-sized enterprises. This sample is restricted, but deliberately chosen since most studies focused on large listed companies. Second, generalization problems could occur due to country differences (Kadapakkam et al., 1998), since the costs of external finance is different in less developed countries and well developed countries. As a result of both these limitations, the external validity of this research restricted and as a consequence, the results can be less useful.

Nevertheless, one can still argue that Dutch SMEs have positive investment-cash flow sensitivity during the period 2009-2012. Therefore this research contributes to the existing literature focused on the investment-cash flow sensitivity by adding new results on the Dutch economy, which is an established market. However, the influence of financial constraints on this relationship is not proved. This conclusion is in alignment with prior studies such as Cleary et al. (2007), Guariglia (2008), Hadlock & Pierce (2010) and Hovakimian (2009). They proved that the ICFS is non-monotonic.

Future research should aim at whether similar results can be found for different countries, characterized by different degrees of financial development. Besides, in order to cope with the limitations of this study, future research could compare results from Dutch listed and unlisted companies. Moreover, researchers should focus on developing more consistent measures of financial constraints since researchers have difficulties with the quantifying of this unobservable variable. The question of whether a firm is financial constrained remains therefore a controversial question. Lastly and probably most important is the question what the influence of financial constraints on the ICFS is. This question will undoubtedly generate future research.


Sendorvitz, M. (2009). How are SMEs defined in current research? *University of South Denmark*.


**APPENDICES**

Appendix 1: Correlation table (PMCC) controlled for industry

<table>
<thead>
<tr>
<th>Variables</th>
<th>(\frac{I}{K})</th>
<th>(\frac{I}{K}_{t-1})</th>
<th>(\frac{\Delta S}{K})</th>
<th>(\frac{CF_1}{K})</th>
<th>(SA_1)</th>
<th>(SA_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{I}{K})</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{I}{K}_{t-1})</td>
<td>0.672**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{\Delta S}{K})</td>
<td>-0.166**</td>
<td>-0.213**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{CF_1}{K})</td>
<td>0.227**</td>
<td>0.197**</td>
<td>0.025</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(SA_1)</td>
<td>0.005</td>
<td>0.119</td>
<td>-0.034</td>
<td>0.072</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(SA_2)</td>
<td>0.006</td>
<td>0.123**</td>
<td>-0.030</td>
<td>0.078</td>
<td>0.996**</td>
<td>1</td>
</tr>
</tbody>
</table>

** = Correlation is significant at 0.05 level (2-tailed)
Appendix 2: OLS regression results controlled for industry

| Division                     | Dependent variables \(|\frac{I}{K}\)| | OLS regression | Observations | R²  |
|------------------------------|---------------------------------|---------------|-------------|-----|
| Manufacturing                | (Constant)                      | 0,09          | (0,277)     |     |
|                              | \(\left(\frac{I}{K}\right)_{t-1}\) | 0,880         | (0,000**    | 97  | 0,771|
|                              | \(\frac{\Delta S}{K}\)         | 0,003         | (0,596)     |     |
|                              | \(\frac{CF}{K}\)               | -0,023        | (0,150)     |     |
| Wholesale & retail trade     | (Constant)                      | 0,247         | (0,004**    | 281 | 0,295|
|                              | \(\left(\frac{I}{K}\right)_{t-1}\) | 0,0466        | (0,000**    |     |
|                              | \(\frac{\Delta S}{K}\)         | -0,005        | (0,227)     |     |
|                              | \(\frac{CF}{K}\)               | 0,066         | (0,000**    |     |
| Transportation               | (Constant)                      | 0,380         | (0,069)     | 81  | 0,346|
|                              | \(\left(\frac{I}{K}\right)_{t-1}\) | -0,049        | (0,747)     |     |
|                              | \(\frac{\Delta S}{K}\)         | 0,017         | (0,247)     |     |
|                              | \(\frac{CF}{K}\)               | 0,294         | (0,000**    |     |
| Services                     | (Constant)                      | -0,003        | (0,987)     | 74  | 0,846|
|                              | \(\left(\frac{I}{K}\right)_{t-1}\) | 1,104         | (0,000**    |     |
|                              | \(\frac{\Delta S}{K}\)         | 0,012         | (0,125)     |     |
|                              | \(\frac{CF}{K}\)               | 0,050         | (0,022**    |     |

** = Correlation is significant at 0,05 level (2-tailed)
## Appendix 3: Multicollinearity check – Variance inflation factor

<table>
<thead>
<tr>
<th>Dependent variable: ( \frac{(\Delta S)}{K} )</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (\Delta S) )</td>
<td>1,001</td>
</tr>
<tr>
<td>( \left( \frac{CF}{K} \right)_{t-1} )</td>
<td>1,001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent variable: ( \frac{CF}{K} )</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \left( \frac{CF}{K} \right)_{t-1} )</td>
<td>1,037</td>
</tr>
<tr>
<td>( \left( \frac{I}{K} \right)_{t-1} )</td>
<td>1,037</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent variable: ( \frac{CF}{K} )</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \left( \frac{I}{K} \right)_{t-1} )</td>
<td>1,049</td>
</tr>
<tr>
<td>( \left( \frac{\Delta S}{K} \right) )</td>
<td>1,049</td>
</tr>
</tbody>
</table>