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The life of this world is only the enjoyment of deception.

— Quran 3:185





A B S T R A C T

As the barrier to abuse system vulnerabilities has been raised signifi-
cantly with time, attacking users’ psyche has rapidly become a more
efficient and effective alternative. The usage of email as an electronic
means of communication has been exploited by phishers to deliver
their attacks. The success of a phishing attack through distributed
emails is determined by the response from the unsuspecting victims.
Although persuasion can be used as a tool for a good reason, it can
also be used for a malicious reason by phishers to get a positive re-
sponse from an intended victim in phishing emails.

To protect users from phishing attacks on the email level, system
designers and security professionals need to understand how phish-
ers use persuasion techniques in phishing emails. In this thesis, we
present an analysis of persuasion techniques in phishing emails. Our
research is aimed at understanding the characteristics of phishing
emails, by considering persuasion techniques in the real world analy-
sis.

We have conducted a quantitative analysis on our dataset that con-
sists of reported phishing emails between August 2013 and December
2013. The findings are mainly observed from three different view-
points: general structural properties; persuasion principles character-
istics; and their relationships. We have found that financial institu-
tions are the most common target with high number of occurrences
in our dataset. Three important findings of our research are that: (1)
authority is the most popular persuasion technique regardless of the
target and the reason used; (2) depending on the target types and
the reason types, the next most popular persuasion principles are
scarcity, consistency, and likeability; and (3) scarcity principle has a
high involvement with administrator target type and account-related
concerns.

v





Our technological powers increase,
but the side effects and potential hazards also escalate.

— Arthur C, Clarke
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1
I N T R O D U C T I O N

With the advancement of information technology in the modern gen-
eration, the evolution of the digital era has become more mature in
the sense of effectiveness and ease for societies. People can sell and
buy goods, conduct banking activities and even participate in politi-
cal activities such as elections online. Trusted entities such as financial
institutions generally offer their products and services to the public
through the Internet. Furthermore, modern technology has greatly
impacted our society in different ways, such as the way we commu-
nicate with each other. Nowadays, we are no longer need to use a
computer to send an email. We can just use our smartphone, which
we carry every day in our pockets, with internet connectivity to send
an email. As a result, society has been utilizing technological means
such as emails, websites, online payment systems and social networks
to achieve their tasks efficiently, affordably and in a more focus way.
However, the advancement in information and communication tech-
nology has been a double-edged sword. As the internet increasingly
becomes more accessible, people tend to share more about themselves
and as a consequence, it becomes easier to get personal information
about someone on the Internet. Cyber criminals see this opportu-
nity as a way to manipulate consumers and exploit their confidential
information such as usernames, passwords, bank account informa-
tion, credit card or social security numbers. Personalized information
about someone such as email addresses, phone numbers, birthdates,
relationships or workplaces can be obtained from the Internet. Conse-
quently, cyber criminals can compose an attack in a personalized way
to persuade intended victims to grant their malicious requests.

One particular type of cyber crimes is called phishing. There are
many possible incentives that drive phishing attacks including illicit
corporate espionage, political power, and, most common of all, finan-
cial benefits. The attacker generally masquerades as a legitimate in-
stitution to trick users into disclosing personal, financial or computer
account information [28]. The attacker can then use this information
for criminal activities such as identity theft or fraud. To manipulate
unsuspecting victims, the attacker often uses emails and websites as
the techniques to execute the attacks [28][10]. The practice of utilizing
emails and websites is indeed useful as communication media. How-
ever, they can also accommodate deceptive attacks such as phishing
as a form of social engineering and deception [28][3][10][29][26]. So-
cial engineering involves the techniques used to deceive people in
order to get compliance and response by specific actions that will dis-
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2 introduction

close their sensitive information, such as replying to a fake email or
clicking a link within an email [50]. Moreover, phishers often use per-
suasion techniques to manipulate potential victims to engage in cer-
tain emotions such as excitement and fear as well as interpersonal re-
lationships, such as trust and commitments, to divert users’ attention
[76]. Such persuasive influence might be delivered through phone
calls, text messages, private messages or emails as ways to distract
recipients’ decisions.

1.1 problem statement

Countermeasures against phishing attacks via email can be techni-
cal or non-technical. One of technical approaches to detect phishing
email is achieved by distinguishing between phishing and original
emails based on their structural properties, using machine learning
[5]. One of the non-technical approaches to defending against phish-
ing attacks is to make people aware of the threats. Security awareness
concerning phishing attacks might be achieved by embedded training
methods that teach people about phishing during their normal use of
email [37].

The common characteristics of a phishing email include structural
properties such as misleading hyperlinks and misleading header in-
formation [81, 80]. To make a phishing email effective, its content
requires the intended victim to urgently act upon it; for example, an
email that informs about account termination if the recipient does
not respond or perform an action within a limited time. In order to
obtain compliance from the recipient in a phishing email, persuasion
is used as an underlying technique to get a positive response from an
intended victim [76].

The success of a phishing attack through distributed emails is deter-
mined by the response of the unsuspecting recipients. User decisions
to click a link or open an attachment in an email might be influenced
by how strong a phisher can persuade the intended victim. Phishers
often misuse persuasion techniques to get positive responses from
the recipients. Unfortunately, not many studies have included per-
suasion techniques as important aspects in phishing emails. Conse-
quently, not many people are aware of the existence of persuasion in
the emails they are getting. Current phishing email countermeasures
are greatly rely on the technical aspect alone rather than integrating
the technical aspect with psychological aspects such as persuasion.
Based on Cialdini’s persuasion principles, there are six basic tenden-
cies of human behavior that can generate a positive response; recipro-
cation, consistency, social proof, likeability, authority and scarcity [8].
As we mention earlier, persuasion techniques can also be exploited by
the phishers to get positive responses from potential victims. Based
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Keywords Scopus Web of science

TITLE-ABS-KEY (

phishing persuasion ) [31, 77, 33, 3, 65, 19] [77, 33, 76]

( TITLE-ABS-KEY (

phishing ) AND REF (

cialdini ) )

[77, 35, 23, 71, 32]

Table 1: Query searches in Scopus and Web of Science

on this reasoning, we will conduct a quick scan of the existing studies
regarding persuasion techniques in phishing emails.

We performed a combination of query strings such as “phishing”
and “persuasion” to search based on title, abstract, and keyword
fields in the Scopus database and we also searched based on topic
in the Web of Science database. As we adopt the concept of persua-
sion based on Cialdini’s six principles, we also search “phishing” in
TAK(Title, Abstract, Keywords) fields and “Cialdini” in the references
field. From Table 1, we can see that two papers that occur in both
databases [77, 31] and one paper appearing in both queries [77]. How-
ever, Sharma’s paper is retracted for having non-original materials, so
we will not conduct a review of it. We will describe what the remain-
ing papers do and how they are different from our research in the
following points:

• As observed by Kavianto, the overall security risk in an organi-
zation depends on its individuals’ behavioral decisions to re-
spond to security threats such as phishing attacks. Kavianto
also found that an individual’s behavioral decisions can be sep-
arated into two levels: tradeoffs between uncertainties, losses
and benefits; and their susceptibility to persuasion techniques
[8] and emotion [31]. Kavianto develops a model of an individ-
ual’s behavioral decisions in aggregate levels [31]. The outcome
of the study is the possibility of incorporating individual-level
behavioral biases into the analysis of system level risk (i.e. net-
work security risk). Although Kavianto identifies that success-
ful deception can be linked with how persuasion techniques
are used by the perpetrator, no actual data of phishing emails is
analyzed.

• Blythe et al. used four methods to show how people are often
susceptible to phishing attacks [3]. These four methods are: con-
tent analysis; online surveys; interview with blind email users;
and literary analysis [3]. Content analysis suggests that phish-
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ing email is advancing with better spelling and grammar and
supported by the present of visual graphics such as logos. On-
line surveys shows that while their participants are computer
literate, they are not always successful in detecting phishing,
even more so with the presence of logo. Blythe et al. found
that blind email users are more attentive to the context of the
email that is presented [3]. Thus, the detection of phishing by
blind email users is higher than non-disabled email users. As
it became clear that careful reading is the core process of iden-
tifying phishing emails, Blythe et al. then consider a phishing
email as literature [3]. Literary analysis shows that the phishers
who imitate personalized email from banking and security ser-
vices allow phishing emails to remain successful, as they exploit
people’s anxieties in terms of the content of the email itself. Al-
though Blythe et al. conducted content analysis and found that
literary analysis was “very” persuasive, they did not conduct
their content analysis based on persuasion techniques. Instead,
they based the content analysis on structural properties such as
sender, grammatical error, logos and style.

• Ghorbani et al. argue that some general approaches designed
by attackers to obtain sensitive information to exploit a com-
puter system using social engineering [19]. Social engineering
includes aggressive persuasion and interpersonal skills to ob-
tain unauthorized access to a system. Moreover, Ghorbani et
al. discussed network attack taxonomy, probes, privilege escala-
tion attacks, Denial of Service (DOS) attacks, Distributed Denial
of Services (DDoS) attacks, and worm and routing attacks [19].
However, their study only discussed these network attacks in
considerable detail without addressing persuasion theory and
little explanation in terms of phishing emails.

• The paper of Krombholz et al. provides a taxonomy of well-
known social engineering attacks and studies the overview of
advanced social engineering attacks on knowledge workers [35].
What they meant by knowledge worker here is the worker that
characterized knowledge as their capital. The paper used Cial-
dini’s persuasion principles as the background study of social
engineering. The taxonomy was classified based on attack chan-
nel (e.g. emails, instant messenger, social network, etc.), the op-
erator (e.g. human, software), different types of social engineer-
ing (e.g. phishing, shoulder surfing, dumpster diving, etc.), and
specific attack scenarios. Krombholz et al. provide an overview
of social engineering attacks by creating a taxonomy to support
further development of social engineering attack countermea-
sures [35].
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• Herzberg et al. tested the effectiveness of different defense mech-
anisms that use forcing and negative training functions [23].
Their methods involved using an online exercise submission
system called “Submit” to simulate phishing attacks. It involved
a population of ~400 students and two years of observation.
Their outcomes claimed that forcing and negative training func-
tions are very effective in both prevention and detection. How-
ever, their defense mechanisms do not consider on the persua-
sion techniques at all, or analyze data from real phishing emails.

• Vishwanath et al. tested the individual differences in phish-
ing vulnerability within the integrated information processing
model [71]. The model focuses on four contextual factors: the in-
dividual level of involvement; domain specific knowledge; tech-
nological efficacy; and email load. The method involves 161

samples. The conclusion of their study is to show the model
can be used as an insight into how individuals get phished.
However, they do not consider persuasion principles in terms
of their contextual factors, or analyze real phishing attacks. This
suggests that persuasion techniques do not play an important
role in determining the success of phishing attacks.

• Kawakami et al. developed an e-learning system that uses ani-
mation for information security education [32]. The paper only
mentions the commitment and consistency based on Cialdini’s
principles to be used to influence people to take their e-learning
system as a security education.

• An interesting paper from Wright et al. which analyzes how
people are influenced by Cialdini’s six persuasion principles in
phishing messages [77][8]. The study involved creating phish-
ing messages that represented persuasion principles and testing
them on 2,600 participants to see how many would respond [77].
The outcome of the study is that liking, social proof, scarcity and
reciprocation do increase the likelihood of recipients respond-
ing to phishing emails [77]. Despite the fact that Wright et al.
used the same persuasion principles as our study [8], they tried
to find the implication of persuasion principles from the users’
perspectives. Although the direction of their paper is different,
it can be used as a complementary to our study.

• Workman proposed a peripheral route of persuasion model and
conducted a behavioral study based on this model [76]. The
model relates basic human factors that respond to persuasion
techniques based on Cialdini’s six principles [8]. These factors
are; normative commitment, continuance commitment, affective
commitment, trust, fear, and reactance. Workman created six hy-
potheses to investigate whether the participants who are prone
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to these factors exhibit a higher risk to phishing attacks [76].
Based on Workman’s measurement, all six hypotheses are ac-
cepted. The data was obtained by a questionnaire and objective
observation involving 850 participants. In the end, a total of 612

participants responded. The conclusion is that the participants
who have the tendency for these factors are more vulnerable to
phishing attacks [76]. For instance, one of Workman’s hypothe-
ses stated that: “people who are more reactance, will succumb
to social engineering more frequently than those who are more
resistance.” This suggests that Workman tried to measure the
implication of persuasion principles from the users’ perspec-
tives as well.

• We found only one paper that was similar to our study [33].
Apart from a different dataset, Kim et al. conducted a content
analysis of phishing emails based on message argument qual-
ity rather than Cialdini’s six persuasion principles [33][8]. They
did not relate structural phishing properties such as URLs, at-
tachments, usage of HTML, targeted sector and reason used
with their persuasion theory. The message argument quality
includes: rational appeals, emotional appeals, motivational ap-
peals and time pressure [33]. The reasoning of rational appeals
is determined by direct evidence of causality between events.
For example, “a few days ago our online banking security team
observed invalid logins to customer accounts. Thus, you are re-
quired to re-confirm your online access for account verification.”
This can be mapped as reciprocation based on Cialdini’s persua-
sion principles [8]. An emotional appeal is defined by fear, sad-
ness, guilt, anger, happiness, affection and humor. In our study
this can be mapped into authority or likeability. Time pressure
is identified by the limited amount of time the recipient has to
respond to a phishing email. This also can be mapped into the
scarcity principle. One of the factors representing motivational
appeals is “the need of belongingness” which also can be por-
trayed as the need of being part of a group to forms bond with
others. Based on our understanding, we can map motivational
appeals such as the social proof principle. However, there is no
conception of message argument quality that can be mapped to
the consistency principle. Table 2 indicates our mapping from
message argument quality into Cialdini’s persuasion principles
[8]. One interesting result from the study is that the number
of time pressure emails (42%, n=285) is not as high as they ex-
pected. The study concludes that phishers indeed incorporate
rational, emotional and motivational appeals in their dataset.
However, the conception of persuasion theory adopted by Kim
et al. is different from our study. We argue that diversity of per-
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suasion theory needs to be incorporated to achieve an objective
conclusion.

Message argument quality Cialdini’s persuasion principles

Rational appeals Reciprocation

Emotional appeals Authority and Likeability

Motivational appeals Social proof

Time pressure Scarcity

Table 2: A map of message argument quality [33] to Cialdini’s persuasion
principles [8]

Based on the review, we can say that the studies conducted by
Workman [76] and Wright et al. [77] are similar. Both of them have
tried to find the implication of persuasion principles from the users’
perspectives, which can be complementary to our study.

We have conducted individual investigations on all papers found
in both databases. The finding shows not only the different measure-
ment instruments and methods but also the foundation of persuasion
theory between the current studies and our study. The low number
of results from the query searches also indicate that there is little aca-
demic research into study persuasion techniques and phishing area.
Therefore, a real world analysis of phishing emails characterization
based on persuasion techniques is needed to bridge this gap. This
characterization can show to what extent persuasion techniques are
used in phishing emails. Our research fills the void as a milestone
towards countermeasures against phishing attacks with an insight of
psychological aspects.

1.2 research goal

The main goal of this research is to characterize phishing email prop-
erties by considering persuasion principles, finding the association
between generic properties and persuasion principles. These generic
properties consist of phishing email structural properties or features
based on the literature survey findings. Each of these properties and
each of the persuasion principles are introduced as variables in our
methodology. We look for frequency and relationship involving these
variables. This relationship can be used to show a different perspec-
tive of phishing email characteristics considering the persuasive el-
ements within its content. The analysis of persuasion principles in
phishing emails can also be used to generate a new automated method
of detecting phishing emails as one of the primary delivery tech-
niques of phishing attacks.
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1.3 research questions

To meet the goal, we formulated two main research questions as fol-
lows:

• RQ1: What are the characteristics of phishing emails?

• RQ2: To what extent are persuasion principles used in phishing
emails?

Several aspects of phishing email characteristics and hypotheses re-
lated to the research questions are addressed in detail in detail in
Chapter 3.

1.4 structures

This research project is structured as follows:
Chapter 2 describes background and literature reviews about phish-

ing in general. The subsections are: a general understanding of what
is phishing in terms of history and definition; an overview of its dam-
age in terms of money; an exploration of its modus operandi based
on phishing stages or phases; general phishing countermeasures; and
lastly the human factor in phishing.

In Chapter 3, we present the rationale of our main research ques-
tions and hypotheses. It includes what aspects to be considered to
answer the characteristics of phishing emails based on persuasion
principles in the dataset and the motivation of our hypotheses to sup-
port our research questions.

In Chapter 4, we discuss our main data analysis and results. It
includes the details of research methodology that we conducted as
well as the results of our analysis.

Lastly, in Chapter 5 we present our discussion and conclusion of
the research project, how the research questions are answered along
with the recommendations, the limitations, and how these limitations
could become the basis of future research.



2
B A C K G R O U N D & L I T E R AT U R E R E V I E W

In order to meet our research goal, some necessary knowledge on
phishing in general is required. This chapter introduces a general
understanding of phishing, an exploration of its damage in finan-
cial terms, the overview of its modus operandi, a brief explanation
of types of phishing, general phishing countermeasures, and human
factor in phishing attacks.

2.1 what is phishing?

While the Internet has brought convenience to many people for ex-
changing information, it also provides opportunities for malicious be-
havior such as online fraud on a massive scale with little cost to the at-
tackers. The attackers can manipulate the Internet users instead of the
computer systems (hardware or software) that significantly increase
the barriers of technological crime impact. Such human-centered at-
tacks could be done by social engineering. According to Jakobsson et
al., phishing is a form of social engineering that aims to gain trust
from online users by mimicking trustworthy and legitimate institu-
tions [28]. Phishing has a similar basic principle to ‘fishing’ in the
physical world. Instead of fish, online users are lured by authentic-
looking communication and hooked by authentic-looking websites.
Not only that, online users also may be lured by responding to a
phishing email, either replying to or clicking on a hidden URL within
its content. There are diverse definitions of phishing in our literature
reviews. Therefore, we would like to discuss about its universal defi-
nition in a later section. However, one of the definitions of phishing,
according to the Oxford Dictionary, is as follows:

“A fraudulent practice of sending emails purporting to
be from reputable companies in order to induce individu-
als to reveal personal information, such as passwords and
credit card numbers, online” [11].

Several studies suggest that phishing is a form of online criminal
activity by using social engineering techniques [28][76][26][5]. An in-
dividual or a group who uses this technique is called Phisher(s). After
successfully obtaining sensitive information from the victim, phishers
use this information to access victim’s financial accounts or to com-
mit credit card fraud. However, to formalize the damage of phishing

9
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in term of money is a challenging task. We will briefly explore the
cost of phishing attacks in a later section.

The techniques or modus operandi of phishing may vary, but the
most common is using fraudulent emails and websites [29]. A fraud-
ulent website is designed in such a way that it may be identical to
its legitimate target. However, a phishing website could also be com-
pletely different to its target as there is no level of identicalness. In
the following subsections, we introduce how phishing was originally
came about and how current literatures formally define phishing.

2.1.1 The History

The term "phishing" was first published by the American Online
(AOL) UseNet Newsgroup on January 2, 1996 and its use started to
expand in 2004 [61]. Since 1996, phishing has flourished. Jakobsson
et al. [28] mentioned that in the early years of the ’90s (according to
[61] it was around 1995) many hackers would create bogus AOL user
accounts with automatically generated fraudulent credit card infor-
mation. Their intention to give this fake credit card information was
to simply pass the validity tests performed by AOL. By the time the
tests were passed, AOL thought that these accounts were legitimate
and thus activated them. Consequently, these hackers could freely ac-
cess AOL resources until AOL tried to actually bill the credit card.
AOL realized that these accounts were using invalid billing informa-
tion and therefore deactivated the accounts.

While creating false AOL user accounts with fake credit card infor-
mation was not phishing, AOL’s effort to counter these attacks led
to the development of phishing. AOL’s countermeasure including
directly verifying the legitimacy of credit card information and the
associated billing identity, forced hackers to pursue alternative ways
[28]. Hackers masqueraded as AOL employees, asking other users for
credit card information through AOL’s instant messenger and email
system [61]. Jakobsson et al. suggest that phishing attacks originated
from this incident [28]. Since such attack had not been done before,
many users fell victim to then. Eventually, AOL enforced warning sys-
tems to most of its customers to be vigilant when it comes to sensitive
information [61]. In 2004, phishing was recognized as fully industrial-
ized in terms of economy of crime: In the underground market, “off-
the-shelf” components for ready-made phishing attacks were avail-
able for sale [1]. To the present day, phishing attacks might not only
be motivated by financial gain but also political reasons, and they
emerged not only with AOL users, but also any online users. Conse-
quently, large number of legitimate institutions such as PayPal and
eBay are being spoofed.
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2.1.2 The universal definition

Before we begin to understand deeper about how and why phish-
ing attack works, we briefly explore the common definition of phish-
ing. Currently, there is no consensus definition, since almost every
research paper, academic textbook or journal has its own definition
of phishing [28, 29, 68, 9, 59, 27, 10]. Phishing is also constantly evolv-
ing, so it might be very challenging to define its universal terminology.
There are not so many studies that specifically address the standard
of phishing definition. An exception is a piece of research conducted
by Lastdrager [40], which addressed a consensual definition of phish-
ing. Before we decide upon one consensual phishing terminology, we
will take a look at various phishing definitions from other sources:

“Phishing is the act of sending a forged e-mail (using a
bulk mailer) to a recipient, falsely mimicking a legitimate
establishment in an attempt to scam the recipient into di-
vulging private information such as credit card numbers
or bank account passwords” [29]

“Phishing is a form of Internet scam in which the attackers
try to trick consumers into divulging sensitive personal
information. The techniques usually involve fraudulent e-
mail and websites that impersonate both legitimate e-mail
and websites” [68]

“Phishing is an attack in which victims are lured by official
looking email to a fraudulent website that appears to be
that of a legitimate service provider” [9]

“In phishing, an automated form of social engineering,
criminals use the internet to fraudulently extract sensitive
information from business and individuals, often by im-
personating legitimate websites” [59]

It is noteworthy that the definitions described by James et al., Tally
et al., and Clayton et al. [29, 68, 9] specify that the phishers only use
email as a communication channel to trick potential victims. While it
might be true because using email is greatly cost effective, we believe
that phishing is not only characterized by one particular technological
mean, as phishers can also use any other electronic communication
to trick potential victims, such as private messages on online social
networks. This definition is also similar to dictionary libraries [11, 12,
72] that mention email as a medium communication between phish-
ers and users.

We believe that the standard definition of phishing should be ap-
plicable to most phishing concepts that are presently defined. Con-
sequently, a high level of abstraction is required to build a common
definition of phishing. We are convinced that the formal definition of
phishing should not focus on the technology that is being used but
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rather on the techniques of how the deception is being conducted, the
method of an “act” if you will. Therefore, we follow the definition of
phishing by Lastdrager [40] which states that:

“Phishing is a scalable act of deception whereby impersonation
is used to obtain information from a target”

Lastdrager [40] states that to achieve this universal definition, a sys-
tematic review of literature up to August 2013 was conducted along
with a manual peer review, which resulted in 113 distinct definitions
to be analyzed. We thereby agree with Lastdrager [40] that this defi-
nition addresses all the essential elements of phishing and we will
adopt it as the universally accepted definition throughout our re-
search.

2.2 the costs of phishing attacks

It is a challenging task to find the real costs from phishing attacks
in terms of money or direct costs. This is because the financial dam-
age on banks is only known by the banks themselves and most in-
stitutions do not share this information with the public. Jakobsson et
al. argue that the phishing economy is consistent with black market
economy and does not advertise its successes [28]. In this section, a
brief explanation of direct and indirect costs of phishing attacks will
be illustrated based on a literature review.

According to Jakobsson et al., direct costs are depicted by the value
of money or goods that are directly stolen through phishing attacks
[28]. Indirect costs are the costs that do not represent the money or
goods that are actually stolen, but the costs which have to be paid
by the people who handle these attacks [28], i.e. time, money and
resources spent to reset people’s passwords.

As we mentioned earlier, it is difficult to assess the damage caused
by phishing attacks on banks and institutions as they keep this in-
formation to themselves. Furthermore, many users are unwilling to
acknowledge that they have fallen prey to phishing attacks. This hap-
pens because of fear of humiliation, financial loses, or legal liability
[28]. Studies estimate the damage of direct losses to victims in the US
only [24][53] to range from $61 million [22] to $3 billion per year [49].
The Gartner Group estimated $1.2 billion direct losses from phishing
attacks on US banks and credit card companies for the year 2004 [42].
By 2007, losses had escalated to more than $3 billion [49]. The esti-
mation performed by TRUSTe and Ponemon Institute stated that the
cost of phishing attacks was up to $500 million losses in the US for
the same year 1.

The lack of information such as a detailed documentation survey
on how these numbers were found by Gartner group or Ponemon

1 http://wow.theregister.co.uk/2004/09/29/phishing_survey/
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makes estimations more biased than is generally realized. It is inter-
esting to investigate why their estimates are quoted without really
analyzing their bias. One thing that comes to mind is that they might
have a hidden agenda to make societies think that the cost of phishing
is high. Consequently, people would be obliged to implement anti-
phishing systems or engage in phishing awareness in their company,
which requires money. With this in mind, we would like to emphasize
that our findings on the costs of phishing attacks are only estimates
without scrutiny from academic researchers, and they might be an
exaggeration. Having said that, even if the cost of phishing attacks is
zero, we believe that phishing is still a major problem in terms of trust
among users and the misuse of email as a means of communication.

We now consider how phishing attacks are carried out, and if there
are distinct stages involved in the attacks? In the next section we
review phishing’s modus operandi in term of phishing stages or
phases.

2.3 modus operandi

As we mentioned earlier, a phishing attack is a subset of identity theft.
One modus operandi is first to create a fake website that spoofs legit-
imate website such as financial websites. These websites can be either
identical or not identical to real websites; the aim is just to get a re-
sponse from unsuspecting victims. After that, the phishers will try to
trick the potential victim into submitting important information such
as usernames, passwords and PINs through a fake website that they
have created or through email reply from victims. With the informa-
tion obtained, they will try to steal money from their victims, if the
target institution is a bank.

Phishers employ a variety of techniques to trick potential victims to
access their fraudulent website. One of the typical ways is by sending
illicit emails on a large scale claiming to be from a legitimate insti-
tution. In the email content, they usually imitate an official-looking
logo, using good business language style and often also forge the
email headers to make it look like originating from legitimate insti-
tution. For example, the content of the email is to inform the user
that the bank is changing its IT infrastructure, and request urgently
that the customer should update their data with the consequence of
loosing their money if the action does not take place. While there
are various techniques of phishing attack, we address the common
phases of phishing that we analyzed in a literature survey of several
studies and we also address our own phishing phases. These phases
are compiled in Table 3.
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Table 3: Compilation of phishing phases

J. Hong [24]

1. Potential victims receive a phish
2. The victim may take a suggested action in the message

3. The phisher monetizes the stolen information

Frauenstein, et al. [18]

1. Planning
2. Email Design
3. Fabricated story
4. Threatening tone/Consequences

5. Spoofed website

Wetzel [74]

1. Planning
2. Setup
3. Attack
4. Collection
5. Fraud

6. Post-attack

Tally, et al. [68]

1. The attacker obtains E-mail addresses for the intended victims
2. The attacker generates an E-mail that appears legitimate
3. The attacker sends the E-mail to the intended victims in a way that appears legitimate and
obscures the true source
4. The recipient opens a malicious attachment, completes a form, or visits a web site

5. Harvest and exploitation

Emigh [17]

1. A malicious payload arrives through some propagation vector
2. The user takes an action that makes him or her vulnerable to an information compromise
3. The user is prompted for confidential information, either by a remote web site or locally by a
Web Trojan
4. The user compromises confidential information
5. The confidential information is transmitted from a phishing server to the phisher
6. The confidential information is used to impersonate the user

7. The phisher engages in fraud using the compromised information

Nero et al. [54]

1. Preparation
2. Delivery of the Lure
3. Taking the Bait
4. Request for Confidential Information
5. Submission of Information
6. Collection of Data
7. Impersonation

8. Financial Gain

Based on the example scenario explained earlier, phishing attacks
may consist of several phases. J. Hong [24] argued that there are three
major phases, while Frauenstein et al. [18] suggested that five main
processes are used to perform phishing attacks based on the perspec-
tive of the attacker.
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Figure 1: Phishing processes based on Frauenstein[18]

As we illustrated in Figure 1, the first process is called Planning.
In this process a phisher would usually do some reconnaissance on
how would the attack is executed and what information would be
obtained from the victim.

In the second process, the phisher would think about the design of
the email. This email is desired by the phisher to look as legitimate
as possible to potential victim. For this purpose, target institutions’
logos, trademarks, symbols, etc. are used to make the content look
official to the victim. The author called this process as Email Design.
Figure 2 illustrates the example design of a fake email that imperson-
ates ING bank and can trick unsuspecting victims2. From the figure,
we can spot a fake email by investigating the real sender email ad-
dress by looking at the email header or the URL provided in the
body, seeing whether it redirects to the official ING website or not.

In the third process, the phisher fabricates a story to make poten-
tial victims think that email is important. To achieve user attention, a
phisher might build up a story about system upgrade, account hijack-
ing or security enhancement so that the victim would feel obliged to
be informed. Evidently, this technique corresponds with Cialdini [8],
who suggests there are six principles to persuade people to comply
with a request.

In the fourth process, a phisher usually includes a threatening tone
or explain the urgency and consequences if the potential victim chooses
not to take action desired by the phisher (e.g. account removal, ac-
count blocked). Consequently, users may fear for their account being
deleted.

The last process involves a fraudulent website that has been cre-
ated by the phisher. Users may falsely believe the message given in
the email and may click on a Uniform Resource Locator (URL) that

2 http://wow.martijn-onderwater.nl/wp-content/uploads/2010/03/ing-phishing.jpg
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Figure 2: Example of a phishing email impersonating ING bank

is embedded in the email. Subsequently, the URL redirects users to
a spoofed website which may request users’ sensitive information. Fur-
thermore, the website might be created to be as similar as possible
to the target institution’s website, so that potential victim may still
believe that it is authentic. We will explain more about Cialdini’s six
basic tendencies of human behavior in generating positive response
to persuasion [8] in a later section.

Considering that phishing attack is a process, Wetzel [74] suggested
a taxonomy to make sense of the complex nature of the problem by
mapping out a common attacks lifecycle, and a possible set of activ-
ities attackers engage in within each phase. The taxonomy is illus-
trated in Figure 3. We speculate that Wetzel’s taxonomy is not analo-
gous with Frauenstein’s main phishing processes [18]. The difference
is that Frauenstein et al. only focused on the design of the attack while
Wetzel has added several phases like Collection, Fraud and Post-attack.
Therefore, Wetzel’s taxonomy is more holistic in term of phishing.

As we listed Wetzel’s taxonomy in Table 3, we explain more of the
taxonomy as follows:

1. Planning: Preparation carried out by the phisher before contin-
uing to the next phase. Example activities include identifying
targets and victims and determining the method of the attack.

2. Setup: After the target, victim and the method are known, the
phisher crafts a platform where the victim’s information could
be transmitted and stored, for example a fraudulent web- site/e-
mail.

3. Attack: Phisher distributes their fraudulent platform so that it
can be delivered to the potential victims with fabricated stories.

4. Collection: Phisher collects valuable information via response
from the victims.
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Figure 3: Phishing attack taxonomy and lifecycle[74]

5. Fraud: Phisher abuses victim’s information by impersonating
the identity of the victim to the target. For example, A has
gained B’s personal information to access C so that A can pose
as B to access C.

6. Post-attack: After the phisher gained profit from the attack and
abuse phases, they would not want to be noticed or detected by
authority. Thus, the phisher might need to destroy evidence of
the activities that he/she had undertaken.

Figure 4: Flow of information in phishing attack [17]

As shown in Table 3, Tally et al. suggest that there are several
phases involved in a phishing attack based on the attacker’s point of
view [68]. The first phase represents the planning, where the attacker
collects the email address of unsuspecting victims. The second phase,
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considering that it is related to creating a fake email that appears le-
gitimate, can be viewed as design phase. We consider the third phase
as the delivery and attack phases as it involves the attacker sending a
fake email to the unintended victims and hiding the true source. The
fourth phase represents attack phase as it involves with the recipient
complying with the attacker’s request(s). Lastly, the fifth phase repre-
sents the fraud phase, as it related to the attacker harvesting and ex-
ploiting the victim’s resources. Additionally, the phases described by
Tally et al. [68] are comparable with the information flow explained
by Emigh[17] that illustrated in Figure 4 and explained in Table 3.
Phishing attack steps executed by the phisher are also addressed by
Nero et al [54]. In their study, a successful phishing attack involves
several phases, which can be seen and compared in Table 3.

Figure 5: Information flow phishing attack

Based on our analysis by looking at the pattern of other phases
from various sources, there is a major similarity between them. There-
fore, we would like to define and design our own phase that are
integrated with three key components suggested by Jakobsson et al.
[28]: the lure, the hook and the catch. Figure 5 synthesizes these three
components with our phases based on the attacker’s point of view as
follows:

- The lure
1. Phishers prepare the attack
2. Deliver initial payload to potential victim
3. Victim taking the bait
- The hook
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4. Prompt for confidential information
5. Disclosed confidential information
6. Collect stolen information
- The catch
7. Impersonates victim
8. Received pay out from the bank
It is important to know that in the phase 3, there are different sce-

narios such as: victim might be redirected to a spoofed website; vic-
tim may comply to reply the email; victim may comply to open an
attachment(s); or victim may comply to call by phone. However, in
Figure 5 we have only illustrated the phases if the bait was using a
spoofed website as a method.

We have reviewed various phases in phishing attacks, and from
the review we have constructed our own phases. In the next section
a brief introduction of the types of phishing is described. We believe
that the general understanding of phishing types helps our main anal-
ysis to characterize phishing email properties.

2.4 types of phishing

In January 2014, the data of 8300 patients was compromised by US
medical companies [20]. The data includes names, addresses, dates
of birth and phone numbers. Other than demographic information,
clinical information associated with this data was also stolen, includ-
ing social security numbers. In April 2014, phishers successfully stole
US$163,000 from a US public school based in Michigan [4]. It is said
that the email prompting the transfer of money came from the fi-
nance director of the school. In March 2014, Symantec discovered a
phishing attack aimed at Google Drive users [63]. The attack involved
firstly an incoming email asking for the opening of document hosted
at Google Docs. Users who clicked on the link were taken to a fraud-
ulent Google login page that prompted Google users credentials. In-
terestingly, the URL seemed very convincing because it was hosted
on Google’s secure servers. We hypothesize that even more phishing
incidents take place in the financial sector, but sometimes the news is
kept hidden to maintain creditability. With this in mind, we believe
fake websites might be hosted in the network that has more phishing
domains than other networks. In the next section, we will discuss the
general phishing countermeasures.

One may ask: what types of phishing are there? What are the gen-
eral types of phishing relevant to our research? Based on the cost of
phishing attacks in Section 2.2, the threat of such attacks is alarm-
ing and might evolve in the future with more sophisticated technique
of attacks. For this reason, it might be useful to provide a brief in-
sight into popular variants of phishing that currently exist. We will
briefly explain the types of phishing that are the most relevant to our



20 background & literature review

research, based on the work of Jakobsson et al. [28]. These types of
phishing are strongly related to the phishing definition that we use,
considering phishing is based on the act of deception by the phishers.

2.4.1 Phishing based on visual similarities

Since all phishing is based on deception and social engineering, there
is a phishing scenario based on visual similarities. The typical sce-
nario of phishing based on visual similarities is to send a large amount
of illicit emails containing a call to action asking recipients to click
embedded links [28]. These variations include cousin domain attacks.
For example, there is a legitimate PayPal website addressed as wow.paypal.com.
Cousin domain attacks confuse potential victims to believe that wow.paypal-
security.com is a subdivision of the legitimate website due to similar-
looking address. Similarly, homograph attacks create a confusion us-
ing similar characters to its addresses. For example, with wow.paypal.com
and wow.paypa1.com, both addresses look the same but on the sec-
ond link there is a “1” instead of “l”.

Moreover, phishers may embed a login page directly to the email
content. This suggests the elimination of the need of end-users to click
on a link and phishers do not have to manage an active fraudulent
website. IP addresses are often used instead of human readable host-
names to redirect potential victim to phishing websites and JavaScript
is used to take over the address bar of a browser to make potential
victims believe that they are communicating with the legitimate insti-
tution.

Another type of deceptive phishing scheme is rock-phish attacks.
They were held responsible for half of the reported phishing inci-
dents worldwide in 2005 [51]. These attacks evade email filters by
utilizing random text and GIF images that contain the actual mes-
sage. Rock phish attacks also utilize a toolkit that is able to manage
several fraudulent websites in a single domain. Sometimes, deceptive
phishing schemes lead to installation of malware when users visit
fraudulent website. We describe malware-based phishing schemes in
the next section.

2.4.2 Malware-based phishing

Generally, malware-based phishing refers to any type of phishing that
involves installing malicious software onto users’ personal comput-
ers [28]. Subsequently, this malware is used to gather confidential in-
formation from victims instead of spoofing legitimate websites. This
type of phishing incorporates malwares such as keyloggers/screen-
loggers, web Trojans and hosts file poisoning.

In the next section, we study general phishing countermeasures in
term of phishing detection and prevention.
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2.5 current countermeasures

There are various types of phishing countermeasures that are imple-
mented at different levels. Purkait conducted an extensive research re-
viewing countermeasures available up until 2012 and analyzing their
effectiveness [62]. He suggests that there is a classification of phishing
countermeasures into separate groups, as follows:

• Stop phishing at the email level

• Security and password management toolbars

• Restriction list

• Visually differentiate the phishing site

• Two factor and multi channel authentication

• Takedown, transaction anomaly detection, log files

• Anti-phishing training

• Legal solutions

In addition, Parmar et al. suggest that phishing detection can be clas-
sified into two types: user training approach and software classifica-
tion approach [58]. They illustrate a diagram and a table that sum-
marizes phishing detection as countermeasures in a broad view[58].
They also argue the advantages and disadvantages of each category
[58]. However, as our research mainly focuses on an analysis of phish-
ing emails based on Cialdini’s six principles of persuasion [8], we
briefly discuss the most relevant phishing countermeasures: restric-
tion list group (e.g. Phishtank); machine learning approach (web-
based phishing); properties or features in a phishing email; and anti-
phishing training group (e.g. PhishGuru). In the last section of this
chapter, we explore the human factor in phishing attacks, to see how
phishing emails are engineered to gain the recipient’s trust in order
to get a response.

2.5.1 Phishing detection

In this subsection, we conduct a literature review related to Phishtank
as restriction list, and machine learning approach to detect spoofed
websites as phishing detection.

2.5.1.1 Phishtank

One of the most common approaches to detect phishing attacks is the
implementation of a restriction list. As the name suggest, it prevents
users from visiting fraudulent websites. One of the efforts to achieve
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a restriction list is to derive phishing URLs from Phishtank. Phishtank
is a blacklisting company specifically for phishing URLs and it is a
free community web based where users can report, verify and track
phishing URLs [57]. Phishtank stores phishing URLs in its database
and is widely available for use by other companies for creating re-
striction lists. Some of the big companies that use Phishtank’s data
are: Yahoo Mail, McAfee, APWG, Web Of Trust, Kaspersky, Opera
and Avira.

In this section, we discuss what current literatures deal with phish-
ing data provided by Phishtank. The first step to getting a list of
relevant literatures is by a keyword search in the Scopus online li-
brary. Putting “Phishtank” as a keyword search results in 12 pieces of
literature. The next step is to read all the abstracts and conclusions of
the resulting keyword search. We decided that 11 pieces of literatures
were relevant to our research. Table 4 summarizes the papers selected
and their relevance to Phishtank:

Table 4: Summary phishtank studies

Paper title First author Relevance to Phishtank

Evaluating the wisdom

of crowds in assessing

phishing website [52]

Tyler Moore Examines the structure and outcomes

of user participation in Phishtank. The

authors find that Phishtank is

dominated by the most active users,

and that participation follows a power

law distribution and this makes it

particularly susceptible to

manipulation.

Re-evaluating the

wisdom of crowds in

assessing web Security

[7]

Pern Hui Chia Examines the wisdom of crowds on

web of trust that has similarity with

Phishtank as a user based system.

Automatic detection of

phishing target from

phishing webpage [43]

Gang Liu Phishtank database is used to test the

phishing target identification accuracy

of their method.

A method for the

automated detection of

phishing websites

through both site

characteristics and

image analysis [75]

Joshua S. White Phishtank database is used to perform

additional validation of their method.

They also collect data from Twitter

using Twitter’s API to find malicious

tweets containing phishing URLs.
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Intelligent phishing

detection and

protection scheme for

online transaction [2]

P.A.

Barraclough

Phishtank features are used as one of

the inputs of neuro fuzzy technique to

detect phishing websites. The study

suggested 72 features from Phishtank

by exploring journal papers and 200

phishing websites.

Towards preventing QR

code based attacks on

android phone using

security warning [79]

Huiping Yao Phishtank API is used to lookup

whether the given QR containing

phishing URL was in the Phishtank

database.

A SVM based

technique to detect

phishing URLs [25]

Huajun Huang Phishtank database is used as a

validation resulting 99% accuracy by

SVM method. Furthermore, top ten

brand names in the Phishtank archive

are used as features in SVM method.

Socio technological

phishing prevention

[21]

Gaurav Gupta Analyzes the Phishtank verifiers

(individual/organization) to be used as

an anti-phishing model.

An evaluation of

lightweight

classification methods

for identifying

malicious URLs [16]

Shaun Egan Indicates that lightweight classification

methods achieve an accuracy of 93% to

96% with trained data from Phishtank.

Phi.sh/$oCiaL: The

phishing landscape

through short URLs [6]

Sidharth

Chhabra

Phishtank database is used to analyze

suspected phishing that is done

through short URLs.

Discovering phishing

target based on

semantic link network

[73]

Liu Wenyin Phishtank database is used as a test

dataset to verify their proposed method

(Semantic Link Network)

From our literature survey, we know that Phishtank is a crowd-
sourced platform to manage phishing URLs. For that reason Moore
et al. aim to evaluate the wisdom of crowd platforms accommodated
by Phishtank [52]. Moore et al. suggest that the user participation
is distributed according to power law. It uses model data where the
frequency of an event varies as a power of some attribute of that
event [39]. Power law also applies to a system when large is rare
and small is common.3 For example, in the case of individual wealth
in a country, 80% of all wealth is controlled by 20% of the popula-
tion. It makes sense that in Phishtank’s verification system, a single

3 http://kottke.org/03/02/weblogs-and-power-laws
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highly active user’s action can greatly impact the system’s overall
accuracy. Table 5 summarizes the comparison performed by Moore
et al. [52] between Phishtank and closed proprietary anti-phishing
feeds.4 Moreover, there are some ways to disrupt the Phishtank verifi-
cation system, such as: submitting invalid reports accusing legitimate
websites; voting legitimate websites as phish; and voting illegitimate
website as not phish. While all the scenarios described are for the
phishers’ benefit, the last scenario is more direct and the first two ac-
tions are a more subtle method, intended to undermine Phishtank’s
credibility.

Phishtank Proprietary

10924 URLs 13318 URLs

8296 URLs after removing

duplication

8730 URLs after

removing duplication

Shares 5711 URLs in common 3019 Unique to the company feeds while 2585 only appeared in Phishtank

586 rock-phish domains 1003 rock phish

domains

459 rock phish domains found

in Phishtank

544 rock phish domains

not found in Phishtank

Saw the submission first 11 minutes later appear

on the feed

16 hours later after its

submission for verification

(voting based)

8 second to verified

after it appears

Rock phish appear after 12

hours appeared in the

proprietary feed and were not

verified for another 12 hours

Table 5: Comparison summary [52]

To put it briefly, the lesson of crowd-sourced anti-phishing technol-
ogy such as Phishtank is that the distribution of user participation
matters. It means that if a few high value participants do something
wrong, it can greatly impact the overall system [52]. Also, there is a
high probability that bad users could extensively participate in sub-
mitting or verifying URLs in Phishtank.

2.5.1.2 Machine learning approach in detecting spoofed website

The fundamental task of a phishing detection system is to distinguish
between phishing websites and legitimate ones. As we previously dis-
cussed, the aim of phishing attacks is to gather confidential informa-
tion from potential victims. To do this, phishers often prompt for this

4 The author conceals the identity of the closed proprietary company



2.5 current countermeasures 25

information through fraudulent websites and masquerade as legiti-
mate institutions. It does not make sense if phishers created them in
a way very distinctive from its target. It may raise suspicions with the
result of unsuccessful attack. To put it another way, we speculate that
most phishing websites are mostly identical to legitimate websites to
reduce suspicion of potential victims.

In contrast to one of the blacklisting technique we saw in Phishtank
that heavily depend on human verification, researchers make use of
machine learning based technique to automatically distinguish be-
tween phishing and legitimate websites and email. Basically, machine-
learning system is a platform that can learn from previous data and
predict future data with its classification: in this case, phishing and
legitimate. In order for this machine to learn from data, there should
be some kind of inputs to classify the data, which are called features
or characteristics.

Furthermore, there are several learning algorithms to classify the
data, such as logistic regression, random forest, neural networks and
support vector machines. As this particular topic is outside the scope
of our research, we do not discuss the learning algorithm that is cur-
rently implemented. We limit ourselves to introducing three features
that are used in machine learning based detection.

There are vast amount of features that can be used in machine
learning to detect phishing attacks. Literature was selected by key-
word search such as “phishing + detection + machine learning”. We
analyzed three features: lexical feature, host-based feature and site
popularity feature. Each of these features are introduced briefly be-
low:

• Lexical features

Lexical features (URL-based features) are based on the analysis of
URL structure without any external information. Ma et al. suggest
that the structure URL of phishing may “look” different to experts
[45]. These features include how many dots exist, the length, how
deep the path traversal the URL has, or if there any sensitive words
present in a URL. For example, with the URLs https://wow.paypal.com
and http://wow.paypal.com.example.com/ or http://login.example.com/
wow.paypal.com/, we can see that the domain paypal.com is posi-
tioned differently, with the first one being the benign URL. Le et al.
suggest we can extract the features related to the full URL, domain
name, directory, file name and argument [41]. For example, if we want
to extract features related to the full URL, we can define the length of
the URL, the number of dots in the URL, and whether the blacklisted
word presents in the URL. The blacklisted words consist of sensitive
words such as confirm, account, login or webscr.

Lexical features analysis may have performance advantage and re-
duces overhead in term of processing and latency, since it only tells
the machine to learn URL structure. 90% accuracy is achieved when
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Haotian Liu, et al. [44] Guang Xiang, et al. [78]

- Length of hostname Length of entire
URL

- Number of dots

- Top-level domain

- Domain token count

- Path token count

- Average domain token length of all
dataset

- Average path token length of dataset

- Longest domain token length of
dataset

- Longest path token length of dataset

- Brand name presence

- IP address presence

- Security sensitive word presence

- Embedded domain

- IP address presence

- Number of dots

- Suspicious URL

- Number of sensitive
words

- Out of position top level

domain (TLD)

Table 6: Existing lexical features [44, 78]

utilizing lexical features combined with external features such as
WHOIS data [41]. Egan et al. conducted an evaluation of lightweight
classification that includes lexical features and host-based features in
its model [16]. The study found that the classification based on these
features resulted in extremely high accuracy and low overheads. Ta-
ble 6 lists the existing lexical features that are currently implemented
by two different studies [78, 44]. However, Xiang et al.[78] pointed
out that URL structure can be manipulated with little cost, causing
the features to fail. For example, attackers could simply remove the
embedded domain and sensitive words to make their phishing URLs
look legitimate. Embedded domain feature examines whether a do-
main or a hostname is present in the path segment [78], for example,
http://wow.example.net/pathto/wow.paypal.com. Suspicious URL fea-
tures examine whether the URL has “@” or “-”, the present of “@” is
examined in a URL because when the symbol “@” is used, the string
to the left will be discarded. Furthermore, according to [78], not many
legitimate websites use “-” in their URLs. . There are also plenty of le-
gitimate domains presented only with IP address and contains more
dots. Nevertheless, lexical analysis would be suitable to use for first
phase analysis of large amounts of data [16].

• Host based features

Since phishers often host phishing websites with less reputable host-
ing services and registrars, host-based features are needed to observe
external sources (WHOIS information, domain information, etc.). A
study suggests host-based features have the ability to describe where
phishing websites are hosted, who owns them and how they are man-
aged [45]. Table 7 shows the host-based features from three studies
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Justin Ma, et

al.[45, 46]

Haotian Liu, et al. [46][44] Guang Xiang,

et al. [78]

- WHOIS data

- IP address
information

- Connection
speed

- Domain name

properties

- Autonomous system number

- IP country

- Number of registration
information

- Number of resolved IPs

- Domain contains valid PTR
record

- Redirect to new site

- All IPs are consistent

- Age of

Domain

Table 7: Host-based features [45, 46, 44, 78]

that are currently used in machine learning phishing detection. These
studies are selected only for example comparison.

Each of these features matters for phishing detection. However, as
our main objective is an analysis of phishing emails based on Cial-
dini’s persuasion principles, we do not describe each of these features
in detail. It is noteworthy that some of the features are subset of other
features. For instance, autonomous system number (ASN), IP coun-
try and number of registration information are derived from WHOIS
information. Nevertheless, we only explain the few of them that we
consider the most crucial:

1. WHOIS information: Since phishing websites and hacked do-
mains are often created at a relatively young age, this informa-
tion could provide the registration date, update date and expira-
tion date. Domain ownership would also be included; therefore,
a set of malicious websites with the same individual could be
identified.

2. 2. IP address information: Justin Ma et al. used this information
to identify whether or not an IP address is blacklisted [46, 45].
Besides the corresponding IP address, it provides records like
nameservers and mail exchange servers. This allows the clas-
sifier to be able to flag other IP addresses within the same IP
prefix and ASN.

3. Domain name properties: these include time to live (TTL) of
DNS associated with a hostname. PTR record (reverse DNS
lookup) of a domain could also be derived whether it is valid
or not.

• Site popularity features

Site popularity could be an indicator whether a website is phishy
or not. It makes sense if a phishing website has much less traffic or
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Guang Xiang, et al. [78] Haotian Liu, et al. [44]

- Page in top search results

- PageRank

- Page in top results when searching
copyright company name and domain

- Page in top results when searching

copyright company name and

hostname

- Number of external links

- Real traffic rank

- Domain in reputable sites

list

Table 8: Site popularity features [78, 44]

popularity than a legitimate website. According to [78], some of the
features indicated in Table 8 are well performed when incorporated
with machine learning system.

1. Page in top search results: this feature was originally used by
[80] to find whether or not a website shows up in the top N
search result. If it is not the case, the website could be flagged
as phishy since phishing websites have less chance of being
crawled [78]. We believe this feature is similar to the Number of
external links feature since both of them are implying the same
technique.

2. PageRank: this technique is originally introduced by Google to
map which websites are popular and which are not, based on
the value from 0 to 10. According to [78], the intuitive rationale
of this feature is that phishing websites often have very low
PageRank due to their ephemeral nature and very low incoming
links that are redirected to them. This feature is similar to Real
traffic rank feature employed by [44] where such feature can be
acquired from alexa.com.

3. Page in top results when searching copyright company name
and domain/hostname features are complement features of Page
in top search results feature with just different queries. More-
over, we believe they are also similar to Domain in reputable
sites list feature since they are determining the reputation of
a website. The first two features can be identified by querying
google.com [78] and the latter feature can be obtained from ama-
zon.com [44].

2.5.1.3 Stop phishing at email level

In order to stop phishing at email level, phishing email properties
or features should be investigated. Chandrasekaran et al. and Drake
et al. [5, 15] specify the structure of phishing emails properties as
follows:



2.5 current countermeasures 29

1. Spoofing of online banks and retailers. Impersonation of legit-
imate institutions may occur at the email level. Phishers may
design a fake email to resemble the reputable company in order
to gain users’ trust.

2. Link in the text is different from the destination. A link(s) con-
tained in the email message usually appears different than the
actual link destination. This portrays hidden URL and this method
is used to trick users to believe that the email is legitimate.

3. Using IP addresses instead of URLs. Sometimes phishers may
hide the link in the message by presenting it as IP address in-
stead of URL.

4. Generalization in addressing recipients. As phishing emails are
distributed by large number of recipients, the email is often not
personalized, unlike a legitimate email that address its recipient
with personalized information such as the last four digits of
their account.

5. Usage of well-defined situational contexts to lure victims. Situ-
ational contexts such as false urgency and threat are a common
method to influence the decision making of the recipients.

Ma et al. experimented with seven properties to consider in phishing
emails: the total number of links; total numbers of invisible links;
whether the link that appears in the message is different than the
actual destination; the existence of forms; whether scripts exist within
an email; total appearance of blacklisted words in the body; and the
total appearance of blacklisted words in the subject [47]. Based on
this survey, we established phishing email properties as variables in
order to classify our data in Section 4.1.3.1.

2.5.2 Phishing prevention

Phishing attacks aim to bypass technological countermeasures by ma-
nipulating users’ trust and can lead to monetary losses. Therefore,
human factors play a big part in the phishing taxonomy, especially
in the organizational environment. Human factor in phishing taxon-
omy is comprised of education, training and awareness [18]. Figure 6

illustrates where human factors play a part in phishing threats [18].
User’s awareness of phishing has been explored by several studies
[29, 18, 17, 36, 30, 13] as preventive measures against phishing attacks.
According to ISO/IEC 27002 [18][56], information security awareness
is important and it has been a critical success factor in mitigating se-
curity vulnerabilities that attack user’s trust. One approach to hope-
fully prevent phishing attacks is to implement an anti-phishing warn-
ing/indicator. Dhamija et al. suggest that users often ignore security
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indicators, thus making them ineffective [10]. Even if users notice the
security indicators, they often do not understand what they represent.

Figure 6: Holistic anti-phishing framework [18]

Moreover, the inconsistency of positioning on different browsers
makes it difficult to identify phishing [34]. Schechter et al. pointed
out that 53% of their study participants were still attempting to pro-
vide confidential information even after their task was interrupted by
strong security warning [64]. This suggests that an effective phishing
education must be added as a complementary strategy to complete
technical anti-phishing measures.

Phishing education for online users often includes instructing peo-
ple not to click links in an email, ensure that the SSL is present and
to verify that the domain name is correct before giving information.
This traditional practice evidently has not always been effective [17].
One may ask, therefore, what makes phishing education effective. A
study suggests that in order for online users to be aware of phish-
ing threats, they need to be really engaged so that they understand
how vulnerable they are [48]. To do this, simulated phishing attacks
are often performed internally in an organization. Figure 7 shows a
simulated phishing email and website carried out by Kumaraguru et
al. from PhishGuru [38]. This scenario delivers the ultimate teachable
moment if they fall for these attacks.
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(a) Simulated phishing email [38]

(b) Simulated phishing website [38]

(c) Simulated phishing message [38]

Figure 7: Simulated phishing attack [38]

Phishguru is a security training system operated by Wombat se-
curity technology that teaches users not to be deceived by phishing
attempts through simulation of phishing attacks [69]. They claimed
Phishguru provides more effective training than traditional training
as it is designed to be more engaging. Figure 8 illustrates how em-
bedded phishing training was presented by PhishGuru.

Figure 8: Embedded phishing training [38]



32 background & literature review

Kumaraguru et al. investigated the effectiveness of embedded train-
ing methodology in a real world situation [38]. They indicated that
28 days after training, users trained by PhishGuru were less likely to
click the link presented in the simulated phishing email than those
who were not trained. They also find that users who trained twice
were less likely to give information to simulated fraudulent websites
than users who were trained once. Moreover, they argue that the train-
ing does not decrease the users’ willingness to click on the links from
legitimate emails; it is less likely a trained user gave a false positive
when he or she was requested to give information by true legitimate
emails [38]. This suggests that a user training strategy or effective
phishing education is necessary to improve phishing awareness, es-
pecially in organizational settings.

2.6 human factor and persuasion

Phishing attacks generally aim to manipulate end users to comply
with the phisher’s request. Such manipulation in phishing attacks is
achieved by social engineering. This means that human element is
tightly involved with phishing. But how do phishers compose such
deception? Why are online users gullible to these attacks?

Kevin Mitnick, who obtained millions of dollars by performing so-
cial engineering techniques, is probably the best known person who
had used the social engineering technique to carry out attacks. His
book entitled “The art of deception: Controlling the Human Element
of Security” [50] defined social engineering as follows:

“Using influence and persuasion to deceive people by con-
vincing them that the attacker is someone he is not, or by
manipulation. As a result, the social engineer is able to
take advantage of people to obtain information, or to per-
suade them to perform an action item, with or without the
use of technology.”

From Mitnick’s definition we can learn that people are the main target
of the attack. He specifies some of the important tools used by the
attackers such as influence and persuasion.

Cialdini suggests that there are six basic principles of persuasion
[8]; that is, the technique of making people grant to one’s request.
These principles are: reciprocation, consistency, social proof, likeability,
authority and scarcity. Reciprocation is the norm that obligates indi-
viduals to repay in kind what they have received, return the favor or
adjustment to a smaller request [8]. Consistency is a public commit-
ment where people commit to the decision they have made [76][8].
Social proof is when people follow the behavior of their peer group,
role models or important others because it is generally "fashionable"
[76]. Stajano et al. suggest people will let their guard down when
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everybody around them appears to share the same risk [66]. Likeabil-
ity is when people trust those they find attractive or credible [76, 8].
When trust is achieved, compliance to grant a request may take place.
While it is our human nature not to question authority, it can be used
to cause fear, where people obey commands to avoid negative conse-
quences such as: losing a privilege; losing something valuable; and
fear of punishment, humiliation or condemnation [8, 76]. Stajano et
al. suggest that scarcity is related to the time principle: that is, when
we are under time pressure to make an important choice, we tend to
have less reasoning in making a decision [66].

The human being as the “weakest link” in computer security has
been exploited for a long time. Security designers blame users and
complain that: “the system I designed would be secure, if only users
were less gullible” [66]. Stajano et al. stated that: “a wise security
designer would seek a robust solution which acknowledges the exis-
tence of these vulnerabilities as unavoidable consequence of human
nature and actively build countermeasures that prevent this exploita-
tion” [66]. With this in mind, the exploration of persuasion principles
is congruent with our research goal. Cialdini’s six persuasion princi-
ples are the foundation of our research.
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R E S E A R C H Q U E S T I O N S A N D H Y P O T H E S E S

This chapter addresses the rationale of our main research questions
and hypotheses to meet our research goal. We aim to answer these
research questions with analysis of data collected by a security or-
ganization based in Netherlands. First off, we wanted to know the
characteristics of phishing email based on structural properties in our
corpus.

RQ1: What are the characteristics of the phishing emails?

The characteristics of phishing emails in our dataset are determined
by the following parameters:

• How often phishing emails include an attachment(s) and what
specific attachment is the most frequent;

• Prevalent instructions;

• Content characteristics;

• The most targeted institutions;

• The reasons that are frequently being used;

• Persuasion principles characteristics;

• Relationship between generic properties.

To find out these characteristics, variable establishment of structural
properties will be addressed in subsubsection 4.1.3.1.

Secondly, we wanted to know to what extent the involvement of
persuasion principles are used in phishing emails and how relevant
they are to the generic phishing email properties.

RQ2: To what extent are persuasion principles used in phishing emails?

We established 16 hypotheses to indicate the relationship between
generic properties and relevance of persuasion principle to these prop-
erties. H8, H9, H10, H13, H14, H15 will answer RQ1 in respect to the
relationship between generic properties and the rest will answer RQ2.
We conducted an analysis of phishing emails based on Cialdini’s prin-
ciples. In order to conduct the analysis, we established our decision
making to classify which persuasive elements that exist in a phishing
email. This process will be explained in subsubsection 4.1.3.2.

35
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In our coding of Cialdini’s principles and phishing email dataset,
we identified phishing emails with fake logos and signatures that may
mistakenly be regarded as legitimate by average internet users. For
example, in the context of phishing email, signatures such as “Copy-
right 2013 PayPal, Inc. All rights reserved” or “Administrator Team”
and the Amazon logo were used to show the “aura of legitimacy”.
In the real world, telemarketers and sellers use authoritative element
to increase the chance of potential consumers’ compliance [70]. This
means that they have to provide information in a confident way. Con-
sumers will have their doubts if sellers are unsure and nervous when
they offer their products and services. This principle has been one
of the strategies in a social engineering attack to acquire action and
response from a target [55].

It makes sense if a government has the authority to compose laws
and regulations and to control its citizens. Government sectors in-
cluding court and police departments are also authorized to execute
penalties if any wrongdoing happens within their jurisdiction. How-
ever, a government may not have to be likeable to enforce their rules
and regulation. An administrator who controls his/her network en-
vironment may behave in a similar fashion to as government. Hence,
in our dataset we hypothesize that:

H1: There will be a significant association between government sector and
authority principle

H2: Phishing emails which targeting an administrator will likely have
authority principle

Similar to the authority principle that may trigger compliance, scarce
items and shortage may produce immediate compliance from people.
In essence, people will react when their freedom is restricted about a
valuable matter when they think they are capable of making a choice
among different options [60]. For example, in the phishing email con-
text, we may get an email from Royal Bank informing us that we
have not been logged into our online banking account for quite some
time, and as a security measure they must suspend our online ac-
count. If we would like to continue to use the online banking facility,
we must click the URL provided. The potential victim may perceive
their online banking account as their valuable matter to access facility
and information about their savings. Consequently, they may react to
the request because their account could be scarce and restricted. In
a real world example, a hard-working bank customer who perceives
money is a scarce item may immediately react when their bank in-
forms them that they are in danger of losing their savings due to a
“security breach”. We therefore hypothesize that:
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H3: There will be a significant correlation between Financial sector and
scarcity principle

As we describe in our decision-making consideration section, peo-
ple tend to trust those they like. In a context of persuasion, perpe-
trators may find it more difficult to portray physical attractiveness,
as they are relying on emails, websites and phone calling [14]. To ex-
hibit charm or charisma to the potential victims, perpetrators may
gain their trust by establishing friendly emails, affectionate websites
and soothing voices over the phone. In the phishing email context,
Amazon praises our existence in an appealing fashion and extremely
values our account security so that no one can break it. Based on this
scenario, the e-commerce/retail sector may apply likeability princi-
ples to gain potential customers. We therefore hypothesize that:

H4: Phishing emails that target e-commerce/retail companies will likely
have a significant relationship with likeability principle

Tajfel et al. argue that people often form their own perception based
on their relationship with others in certain social circles [67]. This
leads to an affection of something when significant others have some-
thing to do with it. Social proof is one of the social engineering at-
tacks based on the behavioral modeling and conformance [76]. For
example, we tend to comply to a request when a social networking
site asks us to visit a website or recommends something and mention
that others have visited the website as well. Thus, we hypothesize
that:

H5: Phishing emails that target social networks will likely have significant
association with social proof principle

As we describe in our decision-making consideration section, au-
thority has something to do with “aura of legitimacy”. This principle
may lead to suggest the limitation on something that we deem valu-
able. For example, if a perpetrator masquerading as an authority and
dressed as police officer stops us on the road, the perpetrator may tell
us that we did something wrong and that they will take our driving li-
cense if we do not pay them the fine. In the phishing email context, an
email masquerading as “System Administrator” may tell us that we
have exceeded our mailbox quota, so the administrator must freeze
our email account, and that we can reactivate it by clicking the URL
provided in the email. This scenario uses both the authority principle
and scarcity principle. Therefore, we hypothesize that:

H6: There will be a significant relationship between authority principle
and scarcity principle
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We often stumble upon a group of people requesting us to donate
some of our money to more unfortunate people. Of course, they use
physical attractiveness and kind words to get our commitment to sup-
port those people. Once they have got our commitment, they start
asking for a donation, and we tend to grant their request and give
some of our money to show that we are committed. Phishing emails
can work in a similar way. For example, an email may say that Paypal
appreciates our membership and kindly notifies us that in the mem-
bership term of the agreement they must perform an annual member-
ship confirmation of its customers. Based on this scenario, we know
that the email has the likeability principle and consistency principle.
We would like to know if it is the case with phishing email in our
dataset. Therefore, we hypothesize that:

H7: The occurrence of likeability in a phish will impact the occurrence of
consistency

We think it make sense if a fraudster tries to make their fake prod-
uct as genuine as possible and hide the fabricated element of their
product. There are also fraudsters that do not make their product
identical to the legitimate product. In the phishing email context, we
perceive fake products as URLs in an email. Phishers do not necessar-
ily hide the real URL with something else. Logically, such phishers
do not aim to make a high quality of bogus email. Rather they aim to
take chances in getting potential victims that are very careless. This
leads to our hypothesis that:

H8: Phishing emails that include URLs will likely different than the actual
destination

We know from experience that if a sales agent tries to sell us a prod-
uct, it would be followed by the request element to buy the product as
well. However, it would not make sense if they try to sell their prod-
uct but requests to buy another company’s product. In other words, if
we have something to sell, we do not just display our product without
asking for people’s attention to look at our product. In the phishing
email context, phishers may include a URL or attachment in the body
of the email and they may also request the unsuspecting victim to
click the URL or to open the attachment. This leads us to the follow-
ing two hypotheses:

H9: Phishing emails that include URLs will likely request users to click
on the URL

H10: Phishing emails that include attachment will likely request users to
open the attachment
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We sometimes find it suspicious if a person dressed as a police
officer does not have a badge. Consequently, a fake police officer may
use a fake badge to build up even more “aura of legitimacy”. Cialdini
suggests the increment of passers-by who stop and stare at the sky
by 350 percent with a person in suit and tie instead of casual dress
[8]. Hence, we correlate that a person who wears police uniform and
a fake badge in the real world context as authority principle and the
presence of an image in the phishing mail context. Similarly, an email
that masquerades as Apple may clone the Apple company logo or
trademark to its content to increase the chance of a potential victim’s
response – to increase the “believability”. Thus, we hypothesize that:

H11: Phishing emails that have the authority principle will likely include
an image in its content

Apart from the target analysis, we also investigate the reason why
potential victims respond to phishers’ requests. Phishing emails that
imply account expiration incorporate the scarcity principle because
the account itself may be very valuable for us and we fear it expiring
or being terminated. Therefore, we hypothesize that:

H12: There will be a significant association between account-related rea-
sons and scarcity principle

Similar to hypothesis H12, it is likely that a phishing email that
contains account-related reasons such as reset password or security
update will have a URL for the potential victim to be redirected to-
wards the phisher’s bogus website or malware. Regardless of the tar-
get, based on our initial coding of the dataset we found that account-
related reasons in a phishing email requires more immediate action
than other reasons. Therefore, phishers may likely to include a URL
to have an immediate response from the potential victim. This leads
to our hypothesis that:

H13: Phishing emails that have account-related reasons will likely include
URL(s)

When a phishing email has document-related reasons such as re-
viewing some document reports or court notice, they tend to imper-
sonate a government to make the email realistic enough to persuade
the potential victim more than other targets. We therefore hypothe-
size that:

H14: Phishing emails which targeting government sector will likely have
document-related reasons
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Analogous with hypothesis H14, it make sense that a phishing
email that has a document-related reason such as reviewing contract
agreement or reviewing resolution case, would tend to have a file
attached. We therefore hypothesize that:

H15: Phishing emails which have document related reason will likely to
include attachment

We think it makes sense if a phishing email that uses HTML to
present their email design to be more attractive to the potential victim.
Consequently, an unsuspecting victim may respond to the request
just because the email design is attractive. Therefore, we hypothesize
that:

H16: Phishing emails which use HTML will have a significant association
with likeability principle
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D ATA A N D A N A LY S I S

This chapter explains our research methodology and results in de-
tails. We begin by explaining the framework of our methods, which
consists of several steps in order to get our results. By the end of this
chapter, we present the results of our analysis to answer the research
questions that we explained in chapter 3.

4.1 research methodology

As we illustrate in Figure 9, we processed our data in several steps.
We collected the data from a security organization in the form of sus-
pected phishing email reports, and then performed a data selection
that consists of selecting 8444 raw emails into 207 unique phishing
emails. The selection process can be found in subsection 4.1.2. In the
next step, we executed data classification into the variables that we
established in subsubsection 4.1.3.1 so that we could reconstruct into
an SPSS readable dataset. Finally, we conducted statistical analyses to
answer our hypotheses.

Figure 9: Research methodology diagram

41
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4.1.1 Data collection

The data was obtained from an organization based in the Netherlands
that handles reports on online crime and fraud including phishing in
the form of phishing emails, which were reported between August
2013 and December 2013. The data consists of 8444 suspected phish-
ing emails in total that are selected and classified in the following
sections.

4.1.2 Selection

Figure 10: Selection diagram

The selection process consists of non-English exclusion, non-phishing
exclusion and removing duplicated emails. Figure 10 illustrates the
selection process.

4.1.2.1 Non-English exclusion

By manually inspecting each of suspected phishing emails, we can
separate the emails based on languages. These languages consist of
English, Dutch and other languages. The raw data was sorted by the
subject to help ease the separation process. This process gave the fol-
lowing results:

• 7756 suspected phishing in Dutch language

• 684 suspected phishing in English language

• 4 suspected phishing in other languages
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We excluded the suspected phishing emails in non-English languages
because our proficiency of non-English languages is not sufficient.
More detail on why we excluded the emails with non-English lan-
guages can be found in section 5.3 and section 5.4.

4.1.2.2 Non phishing exclusion

From 684 suspected phishing emails in the English group, we ex-
cluded the non-phishing emails by categorizing them into Phishing,
Legitimate and Others groups. The phishing group consists of the
emails that were indeed phishing. The legitimate group consists of
legitimate emails. The others group contains spam emails that repre-
sent commercial advertisements and the emails that have no content
– for instance, when the content has been removed before it was for-
warded.

This process gave the following results:

• 440 Phishing

• 18 Legitimate

• 226 Others

Interestingly, based on the results of the categorization process, we
found 18 legitimate emails that were mistakenly reported as phishes
(i.e. false positives). This suggests that although there are only 18 false
positives, misinterpretation of a fraudulent email among the reporters
is still occurred.

4.1.2.3 Removing duplicated emails

We coded the 440 phishing emails to an Excel sheet with necessary
variables so that we could convert the Excel sheet into an SPSS read-
able file. Our aim was to analyze only the unique phishing emails,
so that the dataset would not be redundant. Duplicated emails in
our dataset were defined as those having exactly the same text in
the entire body of the emails. To find duplicated phishing emails, we
conducted the following steps:

1. Sorting the 440 emails by the subject, to show which emails had
the same subject.

2. Manually investigating each email with other emails with the
same subject to make sure all the text in the entire body is ex-
actly the same. If it did we excluded it.

3. Sometimes duplicated emails have slightly different subjects. To
find more duplicated emails, we searched based on random
phrase from the body.
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4. If other emails found, we manually investigate each email to
make sure they had exactly the same text in the entire body.

5. We indicate the number of duplicated emails in “CounterSame-
Contents” variable that we explain in subsubsection 4.1.3.1.

These steps gave 207 unique phishing emails.

4.1.3 Data Classification

We classified our data into our variables to give a usable dataset that
could be analyzed. We put either 0 or 1 in our variables except Mail
ID, Timestamps, CountMessageReporter, Target and Reason variables.
For example, when a phishing email had a PDF attachment, we put
value “1” in our “PDFattachment” variable. Similarly, if the phishing
email had a hyperlink in the content, we put value “1” in our “Con-
tainHyperlink” variable. As we want to analyze our dataset based on
Cialdini’s persuasion principles, it is important for us to explain our
rationale and conception based on Cialdini’s principles. We explain
our variables and persuasion conception in the following sections.

4.1.3.1 Variables and concepts

As we studied phishing email properties in subsubsection 2.5.1.3, vari-
ables are needed to code our dataset into, so that we can conduct the
statistical analysis in the SPSS application. Based on our findings in
the literature survey on phishing email properties, 23 Variables were
created as part of the methodology processes prior to data classifi-
cation. Generic properties are depicted by the structural properties
in phishing emails except persuasion principles. The variables are ex-
plained in the following list:

1. Mail ID : Unique ID [Scale measurement]

2. Timestamps: Implies the date and time when the email is re-
ported [Scale measurement]

3. Attachments: Indicates whether the phishing email has an attach-
ment(s), and if so, what kind of attachment:

a) PDF [0 = No, 1 = Yes]

b) ZIP [0 = No, 1 = Yes]

c) HTML [0 = No, 1 = Yes]

4. Instructions: Implies the inquiry by the phishers in the contents:

a) ReqOpenAttachment; A request to respond by opening an
attachment(s) [0 = No, 1 = Yes]

b) ReqClickLink; A request to respond by clicking URL(s) [0
= No, 1 = Yes]
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c) ReqEmailReply; A request to respond by email reply [0 =
No, 1 = Yes]

d) ReqCallingByPhone; A request to respond by phone [0 =
No, 1 = Yes]

5. Contents: Indicates what elements are included in the body

a) ContainHyperlink [0 = No, 1 = Yes]

b) UseHTML [0 = No, 1 = Yes]

c) IncludesImage [0 = No, 1 = Yes]

6. HiddenURL: Specifies whether a phishing email has a hidden
URL(s) [0 = No, 1 = Yes]

7. CountMessageReporter: A counter where the reporter includes ex-
tra information with the minimum value 0. For instance, when
a reporter said “Geen spam, maar phishing!” (“Not spam, but
phishing!”), we put a value 1 in this variable [Nominal measure-
ment]

8. Target: Determined the target institutions

a) TargetType [Values can be seen in Table 37]

9. Reason: Implies the reason why the unsuspected victim must
grant the phisher’s request

a) ReasonType [Values can be seen in Table 38]

10. Cialdini’s Principles: Specifies what principle(s) the phishing email
signifies:

a) Reciprocation [0 = No, 1 = Yes]

b) Consistency [0 = No, 1 = Yes]

c) SocialProof [0 = No, 1 = Yes]

d) Likeability [0 = No, 1 = Yes]

e) Authority [0 = No, 1 = Yes]

f) Scarcity [0 = No, 1 = Yes]

11. CounterSameContents: A number that specifies how many emails
are duplicated. The minimum value of this variable is 1, which
indicates a unique email. For example, value 2 indicates that
there is (2-1) duplicated email with the same text in the body,
value 3 means there are (3-1) duplicated emails. The reason
for this variable was to make sure we can track back from 207

unique phishing emails to 440 phishing emails.
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We established the variables based on the phishing email properties.
We also distinguished generic properties and persuasion properties.
The generic properties of a phishing email is affected by these vari-
ables: attachments, requests, contents, hiddenURL, target and reason.
On the other hand, the persuasion properties are affected by these
variables: reciprocation, consistency, social proof, likeability, author-
ity and scarcity.

4.1.3.2 Cialdini’s principles and conception

As part of our analysis, we analyzed the phishing emails dataset
based on Cialdini’s principles entitled “The science of persuasion”.
The decision-making and the rationale in this process are achieved
based on our perspective of Cialdini’s principles in the following de-
tails.

Reciprocation: The norm that obligates individuals to repay in kind
what they have received. In other words, to return the favor, or ad-
just to smaller request [8]. This occurs when a phisher sends an email
containing a message that is perceived as a request or obligation to-
wards the recipient to “return the favor”. It might be natural for an
individual to feel “obliged” to return the favor for things or informa-
tion that he/she is given and deems to be valuable. For example, in
the phishing email context, when PayPal has detected there are suspi-
cious activities on our account, we sometimes believe that PayPal has
done a good job in detecting security risk on their system and we feel
“obliged” to return the favor of that valuable information. Another ex-
ample is that if the sender gave the information that they have added
“extra security” on their system we also feel obliged to grant their
request.

Consistency: Public commitment occurs when people become psy-
chologically become vested in a decision they have made [76]. This
happens when a phishing email contains a message that is perceived
to request the recipient’s “consistency” on a decision they have made.
For example in the phishing email context, when a hotel agent asks
us to review the payment details of our reservation that we have pre-
viously made, we might feel committed or agreed to review the pay-
ment details that have been given. Another example is if “Facebook”
gives a link to change your password when you previously requested
to change it. It might be not applicable to those who are not request-
ing password previously, but we believe it will impact on those who
previously committed to change their password.

Social proof : This occurs when people model the behavior of their
peer group, role models, important others or because it is generally
"fashionable" [76]. For example, when someone tells us that there are
hundreds of other people who use a particular system, we might
want to agree to use it as well just because a lot of other people use it.
Another example is when Facebook gives information that someone
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wants to be our friend, and we know who that someone is. We might
tend to follow that request and click the link to accept the request.

Likeability: It occurs when people trust and comply with requests
from others who they find attractive or are perceived as credible and
having special expertise or abilities such as sports figures or actors
they like [76]. In the context of a phishing email, the email contains
a message that attracts the recipient to comply with the sender’s re-
quest, based on reference on something or someone likeable for the
recipient. Cialdini [8] identified that people usually “trust those they
like”. For example, if someone is asking us to download and listen
to music that Michael Jackson made, we might be attracted to down-
load and listen to it just because we happen to love Michael Jack-
son’s music. It is like someone asks us to watch a concert and they
said, “Coldplay will be there”. If we are a devoted fan of Coldplay,
we might find it very interesting. Another example is when a sender
gives compliments to us or commits to help us safeguard our account
from hackers, we tend to think that the sender cares about our safety,
which is good for us, and consequently it might attract us to comply
with the sender’s request.

Authority: It can be used to engender fear, where people obey com-
mands to avoid negative consequences such as losing a privilege or
something of value, punishment, humiliation or condemnation [76].
This happens when a phishing email contains a logo, image, signa-
ture or anything that looks like a legitimate institution. It can be used
to makes it look trustworthy so that the recipient might accept and
obey the sender’s request. For example, an email may present a some-
what authentic-looking signature like “Copyright 2013 PayPal, Inc.
All rights reserved” or with the PayPal logo. Cialdini [8] suggests
that authoritative persuasion can be achieved by presenting an “aura
of legitimacy”. Another example is when the content of the email
states that it is from the “System Administrator” asking for password
update. It would be not authoritative if random people asked us to
change our password.

Scarcity: This is based on the principle of reactance, where peo-
ple respond to perceived shortages by placing greater psychological
value on perceived scarce items [76]. A phishing email containing
such a message tells a recipient to react or respond to scarce/becoming-
scarce items, things or privileges. In the phishing email context, if a
sender tells us that he/she will suspend/deactivate/limit our account
if we do not respond to his/her request, we might want to respond
to their request because we are worried we will not able to access
our account again – in other words, our account becomes scarce or
limited.
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Figure 11: Integration pseudo-code of Cialdini’s principles

We have made a flowchart1 in Figure 11 that illustrates our analysis
of the dataset based on Cialdini’s principles.

1 Shapes and lines were created based on http://www.rff.com/how_to_draw_a_flowchart.htm
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4.1.4 Statistical analysis

In the previous section, we described the framework of our methodol-
ogy in considerable detail. Until data classification, we used Microsoft
Excel to code our data. To perform the analyses, we transformed the
data into an SPSS readable file. We initially recorded our data in 23

variables that could be expanded depending on our analyses, such as
selecting cases that have all instructions or selecting a specific target
sector.

The data was analyzed by quantitative analysis from three different
viewpoints: general properties characteristics, persuasion principles
characteristics, and their relationships. We used frequency analysis to
answer questions related to occurrences. For instance, we used fre-
quency analysis to answer the most targeted institution in chapter 3.
Furthermore, we used Pearson chi-square to test our hypotheses to
discover if there was a significant relationship between two variables.
If the resulted p-value was less than 0.05, 0.01, or 0.001, we are 95%,
99% and 99.9% confident, respectively, that the two chosen variables
have a significant relationship. By combining frequency analysis and
chi-square test, we see how they can answer our research questions
in the next section.

As our data is not continuous (i.e. interval or ratio) but nominal
(i.e. categorical), we do not analyze our data by Pearson correlation.
However, to test the strength of association involving nominal vari-
ables, the appropriate measurements are using phi and Cramer’s V.
Phi is used for 2 by 2 tables and Cramer’s V can be used for more
than 2 by 2 tables. Since our data is analyzed on a 2 by 2 table, Phi
measurements are used. Values close to 0 indicate a very weak rela-
tionship, and values close to -1 or +1 indicate a very strong negative
or positive relationship respectively.

4.2 results

In this section, we elaborate on the results we obtained through our
analyses. We begin this section by describing the frequency analy-
ses of the general structural properties and persuasion principles. We
then describe the relationship analysis between the general structural
properties and the persuasion principles. We conclude the section by
mentioning the results related to persuasion principles used in phish-
ing emails.

We find that 36.2% of the total phishing emails have attachment(s)
included within their content. 63.8% of them therefore do not have at-
tachments. Of the emails with attachments, 4% have PDF attachments,
78.7% have ZIP attachments, 12% have HTML attachments and 5.3%
of them have had the attachments removed before the emails were
forwarded.



50 data and analysis

We are not sure what type of attachments they had, but we deter-
mined that an attachment element was there if there was a request
to open an attachment within the email content. For example, in an
email dated December 20th 2013 11:29am, it was said in the email’s
body: “...we have sent the attached as a secure electronic file”. As
nothing was actually attached, we suspect it was removed by an-
tivirus software. Table 9 illustrates our findings on attachment vari-
ables.

When we look deeper, we find that there is a significant relationship
between ZIP file and Attachment variable. A chi-square test resulted
in X2(1) = 145.236, p < 0.001. Similarly, there is a significant associ-
ation between HTML file and Attachment variable with a chi-square
test resulting in X2(1) = 16.560, p < 0.001. However when we test
the relationship between PDF and attachment, the significance level
is not as strong as ZIP and HTML, with X2(1) = 5.358, p = 0.021.

Type of attachment Frequency Percent

ZIP 59 78.7

HTML 9 12

Removed 4 5.3

PDF 3 4

Total 75 100

Table 9: Attachment analysis

When we look at the instructions or requests used in the dataset,
we find 202 emails or (97.6% of total) with clear instructions: requests
to click URL(s); requests to open attachments; requests to reply by
email; or requests to respond by phone. 2.4% of the total emails do
not contain a clear instructions to the recipients. For instance, on 24

November 2013 at 19:59, an email was sent that only include an at-
tachment but no instruction to open it. However, with the subject
of “Payrolls reports” we have the impression that this is a targeted
phishing email, which means it only aims at a small audience as the
recipients, usually a certain institution. Similarly, an email sent 15 Au-
gust 2013 at 17:38 contains HTML suggesting a recipient to check the
interesting pages on Facebook. However, there are no instructions to
click on the URL, nor any other instructions.

Apart from the instruction to click URL(s), we find that 37.2% of
the total phishing emails request to open attachments, 52.7% of them
request to click URLs, 16.9% request for email replies and 4.3% re-
quest a phone call. Moreover, one single email can contain multiple
requests. If we look deeper, we have 8 valid emails (3.9% of all emails)
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that have requests to both open attachments and click URLs. However,
we do not find any email which has all requests in the content.

Table 10 illustrates our findings in respect of requests used. Of
all phishing emails that have clear instructions, 54% request to click
URL(s), 38.1% request to open attachment(s), 17.3% request an email
reply and 4.5% request a response by calling on the phone.

Request Frequency Percent

click URL 109 52.7

open Attachment(s) 77 37.2

Email Reply 35 16.9

call by phone 9 4.3

Table 10: Request analysis of all total emails (one email can contain more
than one instructions so the total here does not sum up to 100%)

As we discussed before, we have analyzed the content of phish-
ing emails in our corpus. We looked at whether they had URLs, use
HTML code or included images within its content. We find that 60.4%
have URLs, while 39.6% do not. 66.2% of the emails use HTML code
while 33.8% do not use. Finally, 35.3% of them include images while
64.7% do not. Table 11 highlights our findings in respect of content
analysis. The percentage depicted is of all total emails. If we look fur-
ther at all emails that utilized HTML, 120 emails (87.6%) provided
URLs, and 73 (53.3%) include images. Furthermore, of all 73 emails
that include images, 67 emails (91.8%) provided URLs. Based on these
result, we know that one variable overlap with other variables. There-
fore, the total percentage does not sum up to 100%.

Content Frequency Percent

utilizing HTML 137 66.2

URL presence 125 60.4

include Image 73 35.3

Table 11: Content analysis of all total emails (one email can contain more
than one content variables so the total here does not sum up to
100%)

When we look at the target classification table in Table 12, we find
that financial sector is the most targeted sector and ISP is the least
common target in our corpus. Furthermore, e-Commerce/retail sec-
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tor, administrator and government are the second, third and fourth
most targeted sectors, respectively. When we look deeper at the de-
tailed list of targeted brands, we find PayPal has the highest fre-
quency (37.2%) of the total financial targeted emails. Bank of Amer-
ica contributes 6.4%, American Express 5.1%, Visa contributes 5.1%
and Western Union contributes 3.8%. Other financial institutions con-
tribute to less than 3%. Figure 20 illustrates the detailed target brands
of the financial sector.

Target Frequency Percent

Financial 78 37.7

E-commerce/retails 40 19.3

Administrator 30 14.5

Government 14 6.8

Non-existence/individual 13 6.3

Social media 11 5.3

Postal service 9 4.3

Travel agency 5 2.4

Industrial 5 2.4

ISP 2 1

Total 207 100

Table 12: Target analysis

As one email does not have more than 1 targeted sector, the total
sums up to 100%. Note that we initially had 92 targets in our corpus
and we had to classify them into 10 target types in our data classifi-
cation.
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Reason Frequency Percent

Account related 101 48.8

Financial incentive 53 25.6

Document related 23 11.1

Product/services 20 9.7

Social 10 4.8

Total 207 100

Table 13: Reason classification

When we look at what reasons are used in Table 13, we find that
48.8% of the total emails are account related, 25% have a financial
reason and 11.1% a document-related reason. Only 9.7% have a pro-
duct/services reason and only 4.8% a social reason. When we break
these down, account-related reasons consists of a security risk that
contributes 28.7%, and system upgrade, new system requirement and
account expiration that contribute below 11%. This suggests that an
account-related reason is the most common pretext to manipulate
recipients in our corpus while social is evidently the least common
pretext. Figure 12 illustrates the detailed list of account-related rea-
sons.
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Figure 12: Detailed account related reason graph

Cialdini’s principles Frequency Percent

Authority 199 96.1

Scarcity 85 41.1

Likeability 45 21.7

Consistency 36 17.4

Reciprocation 20 9.7

Social proof 11 5.3

Table 14: Persuasion principles analysis

We look at the result of persuasion techniques analysis based on
Cialdini’s principles with our corpus. As we can see from Table 14,
we find that 96.1% of the total phishing emails are using authority
principle, which is the most used technique in our dataset, followed
by the scarcity principle at 41.1%. 21.7% of the total use the likeability
principle, while 17.4% use the consistency principle. 9.7% use the re-
ciprocation principle and 5.3% of them use the social proof principle.
Since the authority principle is the highest persuasion technique in
our corpus, it is interesting to know why phishers often use author-
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ity as the main technique. Perhaps, most people do not want negative
consequences as a result of disobedience to authoritative figures. Con-
sequently, those people who respond more obediently to authority
are more likely to comply with the emails’ requests than people who
are more skeptical about authoritative figures. Note that one email
can use multiple principles. Therefore, the total percentage does not
sum up to 100%.

Table 15: Government sector and authority principle

Type of Target Non-authority Authority N

Non-government 8 185 193

Government 0 14 14

N 8 199 207

Pearson chi-square 0.604

Based on the results of persuasion principles analysis, we know
that the authority principle is the most used principle in our cor-
pus. Now, we look at the relationship between government and au-
thority principle to test hypothesis 1. We find that 95.9% of non-
government targeted emails use the authority principle, while 4.1% of
them do not impersonate government nor use the authority principle.
We find 100% of government-targeted emails have the authority prin-
ciple. On the other hand, we find 93% of all authority emails are non-
government targeted emails and 7% of them are government-targeted
emails. Table 15 depicts the relationship between government-targeted
emails and the authority principle. Furthermore, of all phishing emails,
6.8% of them both use the authority principle and target the govern-
ment sector. A chi-square test was performed and we find that there
is no significant association between the government sector and au-
thority principle, as X2(1) = 0.604, p = 0.473. Since p is not less than
0.05, we reject hypothesis 1.

Table 16: Administrator sector and authority principle

Type of Target Non-authority Authority N

Non-administrator 7 170 177

Administrator 1 29 30

N 8 199 207

Pearson chi-square 0.027
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When we look at the relationship between phishing emails that im-
personate administrators and the authority principle to test hypoth-
esis 2, we find that 96.7% of administrator-targeted emails use the
authority principle and 96% of non-administrator emails use the au-
thority principle. On the other hand, 85.4% of all authority emails
are non-administrator and 14.6% of them are administrator-targeted
emails. A chi-square test was performed and we find that there is
no significant relationship between administrator target and author-
ity principle, X2(1) = 0.027, p = 0.870. Since p is not less than 0.05,
we reject hypothesis 2. Table 16 highlights the relationship between
administrator sector and the authority principle.

Table 17: Financial sector and scarcity principle

Type of Target Non-scarcity Scarcity N

Non-financial 75 54 129

Financial 47 31 78

N 122 85 207

Pearson chi-square 0.090

Now we look at the association between financial sector and scarcity
principle to test hypothesis 3. We find that 39.7% of all phishing
emails that target financial sector use the scarcity principle, while
60.3% do not. Furthermore, 41.9% of all non-financial targeted emails
use the scarcity principle, while 58.1% do not. 63.5% of scarcity emails
are non-financial targeted emails, while 36.5% of them are financial
targeted emails. We performed a chi-square test and we found that
there is no significant association between the financial sector and
scarcity principle, with X2(1) = 0.090, p = 0.764. Since p is not less
than 0.05, we reject hypothesis 3. Table 17 illustrates the relationship
between financial-targeted emails and the scarcity principle.

Table 18: E-commerce/retail sector and likeability principle

Type of Target Non-likeability Likeabillity N

Non-ecomm/retails 130 37 167

Ecomm/retails 32 8 40

N 162 45 207

Pearson chi-square 0.088
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Turning our attention to the association between phishing emails
that target the e-commerce/retail sector and the likeability principle,
we can test hypothesis 4. We find that 20% of e-commerce/retail sec-
tor targeted emails use the likeability principle. Furthermore, 22.2%
of non e-commerce/retail sector targeted emails use the likeability
principle. On the other hand, only 17.8% of all likeability emails are
e-commerce/retail sector targeted emails. A chi-square test was per-
formed and we found that there is no significant association between
phishing emails targeting the e-commerce/retail sector and the like-
ability principle, with X2(1) = 0.088, p = 0.767. Since p is not less
than 0.05, we reject hypothesis 4. Table 18 illustrates the relation-
ship between the e-commerce/retail targeted sector and the likeabil-
ity principle.

Table 19: Social media sector and social proof

Type of Target Non-social proof social proof N

Non-social media 187 9 196

Social media 9 2 11

N 196 11 207

Pearson chi-square 3.823

Now we look at the association between phishing emails target-
ing social media and the social proof principle to test hypothesis 5.
We find that 18.2% of social media targeted emails employ the so-
cial proof principle. Furthermore, 4.6% of non-social media targeted
emails employ the social proof principle. 18.2% of all social proof
emails are social media targeted emails and 81.8% of them are not. A
chi-square test was performed and we found that there is no signif-
icant association between phishing emails targeting social networks
and social proof principle, with X2(1) = 3.823, p = 0.051. Therefore
since p is not less than 0.05, we reject hypothesis 5. Table 19 depicts
the relationship between social media and the social proof principle.
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Table 20: Authority and scarcity

Non-scarcity Scarcity N

Non-authority 6 2 8

Authority 116 83 199

N 122 85 207

Pearson chi-square 0.887

Next, we look at the relationship between authority principle and
scarcity principle to test hypothesis 6. Based on the result in Table 20,
we find that 41.7% of authoritative emails use the scarcity princi-
ple while 58.3% do not. However, we find that 97.6% of all scarcity
emails use the authority principle and only 2.4% of them do not. A
chi-square test suggests that there is no significant relationship be-
tween the authority principle and the scarcity principle, with X2(1) =
0.887, p = 0.346. Thus, we reject hypothesis 6.

Table 21: Likeability and consistency

Non-consistency Consistency N

Non-likeability 129 33 162

Likeability 42 3 45

N 171 36 207

Pearson chi-square 4.603*

*p < 0.05 (significant).

We now consider the relationship between the likeability principle
and the consistency principle to test hypothesis 7. Based on our re-
sults in Table 21, we find that only 6.7% of likeability emails have
the consistency principle while 93.3% of them do not. In addition, we
find that 20.4% of non-likeability emails have the consistency princi-
ple while 79.6% of them do not. On the other hand, 8.3% of all con-
sistency emails are likeability emails while 24.6% of non-consistency
emails are likeability emails. A chi-square test suggests that there
is a significant relationship between the likeability principle and the
consistency principle, with X2(1) = 4.603, p = 0.032. Phi measure-
ment suggests a very weak negative (inverse) relationship at -0.149,
indicating that as one variable increases, the other variable decreases.
This suggests that the higher the use of the likeability principle in
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a phishing email, the less chance of the consistency principle being
used. Thus we accept hypothesis 7 that says the occurrence of the
likeability principle will impact the occurrence of consistency.

Table 22: URL presence and hidden URL

URL Not hidden hidden N

Not exist 82 0 82

Exist 30 95 125

N 112 95 207

Pearson chi-square 115.191***

*** p < 0.001 (significant).

Now we move on to find out the association between URL pres-
ence and hidden URLs in our corpus to test hypothesis 8. Based on
our results in Table 22, we find that 76% of URLs are hidden while
24% are not. A chi-square test suggests that there is a highly sig-
nificant association between URL presence and hidden URLs, with
X2(1) = 115.191, p < 0.001. Moreover, Phi measurement suggests a
strong positive relationship at 0.746. This indicates a strong relation-
ship between them, so we accept hypothesis 8.

Table 23: URL presence and Request to click URL

URL does not request to click URL requests to click URL N

Not exist 82 0 82

Exist 16 109 125

N 98 109 207

Pearson chi-square 151.034***

*** p < 0.001 (significant).

We now look at the relationship between URL presence and the
emails which request to click on URLs in Table 23 to test hypoth-
esis 9. We find 87.2% of phishing emails that have URLs also re-
quested receivers to click on them, while 12.8% did. A chi-square
test was performed and suggests that there is a highly significant
relationship between URL presence and request to click on URLs,
X2(1) = 151.034, p < 0.001. Phi measurement suggests that they have
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a strong positive relationship at 0.854. Thus, this data supports hy-
pothesis 9.

Table 24: Includes attachment and request to open attachment

Attachment does not request requests N

Not exist 127 5 132

Exist 3 72 75

N 130 77 207

Pearson chi-square 174.079***

*** p < 0.001 (significant).

Similarly, we look at the association between the emails that in-
clude attachments and the emails which request to open attachments
to test hypothesis 10. Based on our results in Table 24, 96% of phish-
ing emails that include attachments also have a request for the attach-
ments to be opened, while only 4% do not. A chi-square test was per-
formed and suggests that there is a significant relationship between
URL presence and request to click URL, with X2(1) = 174.079, p <

0.001. Phi measurement suggests that they have a strong positive re-
lationship at 0.917. Therefore, we accept hypothesis 10.

Table 25: Authority and image presence

Cialdini’s principle does not include image Includes image N

Non-authority 6 2 8

Authority 128 71 199

N 134 73 207

Pearson chi-square 0.384

To test hypothesis 11, we look at the relationship between the au-
thority principle and emails that include images. Based on our results
in Table 25, 35.7% of authoritative emails include images, while 25%
of non-authority emails include images. 97.3% of emails that include
images are authority emails and 95.5% of emails that do not include
image(s) are authority emails. A chi-square test was performed and
suggests that there is no significant relationship between authority
principle and image presence, with X2(1) = 0.384, p = 0.535. Thus,
based on this result, we reject hypothesis 11.
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Table 26: Account related reason and scarcity

ReasonType Non-scarcity Scarcity N

Not account related 90 16 106

Account related 32 69 101

N 122 85 207

Pearson chi-square 60.535***

*** p < 0.001 (significant).

Now we look at the association between account-related reasons
and the scarcity principle to test hypothesis 12. Based on the results in
Table 26, 68.3% of account related phishing emails feature the scarcity
principle, while 31.7% of them do not. 81.2% of scarcity emails have
account-related reasons while 18.8% of them do not. A chi-square
test was performed and suggests that there is a significant association
between account related reason and scarcity principle, with X2(1) =
60.535, p < 0.001. Phi measurement suggests that they have a strong
positive relationship at 0.541. Therefore, we accept hypothesis 12.

Table 27: Account related reason and URL presence

ReasonType URL does not exist URL exists N

Not account related 60 46 106

Account related 22 79 101

N 82 125 207

Pearson chi-square 26.216***

*** p < 0.001 (significant).

Furthermore, we look at the relationship between account-related
reasons and URL presence to test hypothesis 13. Based on the results
in Table 27, we find 78.2% of account-related emails include URLs
and 63.2% of emails that include URLs are account-related emails.
Furthermore, 38.2% of total phishes are account-related and include
URLs. A chi-square test was performed and suggests that there is a
significant relationship between these two variables, with X2(1) =

26.216, p < 0.001. Phi measurement suggests that they have a weak
positive relationship at 0.356. Therefore, we accept hypothesis 13.
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Table 28: Document related reason and government sector

ReasonType Non-government Government N

Not document related 175 9 184

Document related 18 5 23

N 193 14 207

Pearson chi-square 9.203**

** p < 0.01 (significant).

To test hypothesis 14, we now look at the relationship between
document-related reasons and the government sector. From Table 28,
we find only 21.7% of document-related phish emails targeted gov-
ernment while 78.3% of them did not. However, a chi-square test
suggests that there is a highly significant relationship between these
variables, with X2(1) = 9.203, p = 0.002. Phi measurement indicates
that they have a weak positive relationship at 0.211. Therefore, we
accept hypothesis 14.

Table 29: Document related reason and includes attachment

ReasonType Does not include attachment Includes attachment N

Not document related 127 57 184

Document related 5 18 23

N 132 75 207

Pearson chi-square 19.783***

*** p < 0.001 (significant).

Now we look at the relationship between document-related rea-
sons and attachment variables to test hypothesis 15. Based on our
results in Table 29, 78.3% of document-related phish emails have at-
tachments included, while 21.7% of them do not. A chi-square test
suggests that there is a significant relationship between these vari-
ables, with X2(1) = 19.783, p < 0.001. Phi measurement indicates
that they have a weak positive relationship at 0.309. However, the
result still supports hypothesis 15.
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Table 30: The use of HTML and likeability

Content Non-likeability Likeability N

Not use HTML 61 9 70

Use HTML 101 36 137

N 162 45 207

Pearson chi-square 4.904*

* p < 0.05 (significant).

Lastly, we look at the association between HTML usage variables
and the likeability principle to test hypothesis 16. Based on the result
in Table 30, we find 80% of likeability phish emails use HTML, while
20% of them do not. 37.7% of non-likeability emails do not use HTML
and 62.3% do. 26.3% of emails that use HTML are likeability emails.
17.4% of total phishes use HTML and the likeability principle. A chi-
square test suggests that there is a significant relationship between
these variables, with X2(1) = 4.904, p = 0.027. Phi measurement sug-
gests that have a weak positive relationship at 0.154. Although they
have a weak relationship, HTML variable and the likeability principle
still have a significant relationship. Thus, we accept hypothesis 16.

4.2.1 Relationship between persuasion principles and target types

We have seen the results according to the research questions and hy-
potheses in chapter 3. As we mentioned earlier, we find a significant
relationship between administrator and scarcity. It is important for
us to know whether the other target types and persuasion principles
share any kind of relationship so that we can compare our findings
and strengthen our conclusion.
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Table 31: Persuasion principles vs Target types in percentage

Authority Scarcity Likeability Consistency Reciprocation Social

Proof

N

Financial 98.7 39.7 29.5 24.4 16.7 2.6 78

E-Commerce /

Retails

100.0 60.0 20.0 5.0 5.0 5.0 40

Administrators 96.7 66.7 16.7 3.3 0.0 0.0 30

Government 100.0 7.1 0.0 35.7 7.1 21.4 14

Non-existence /

Individual

61.5 23.1 23.1 0.0 15.4 15.4 13

Social media 100.0 0.0 36.4 18.2 0.0 18.2 11

Postal services 100.0 44.4 11.1 11.1 0.0 0.0 9

Travel agencies 80.0 20.0 0.0 60.0 20.0 0.0 5

Industrials 100.0 0.0 20.0 40.0 20.0 0.0 5

ISP 100.0 50.0 0.0 50.0 0.0 0.0 2

Note: N = total number

It is clear from Table 31 that the authority principle contributes
high percentages among all target types, whereas social proof prin-
ciple contributes the least in all target types. The highest percentage
of social proof principle is used in government target type (21.4%),
but this is still low compared to the use of consistency and authority
principles. The social proof principle is not used in administrators, so-
cial media, postal services, travel agencies, industrials and ISP target
types.

Depending on the target types, we can observe the next most pop-
ular principle for financial (39,7%), e-commerce/retail sector (60.0%)
and administrator (66.7%) targets is the scarcity principle. When we
look into our dataset and investigate why scarcity is the second most
used principle, we can notice from Figure 13, Figure 14 and Figure 15

that these three target types use something that might be valuable
that belong to the recipients:. accounts. By this reasoning, it makes
sense if phishers that impersonate financial, e-commerce/retails and
administrator typically use the scarcity principle.
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Figure 13: Financial target and scarcity

Figure 13 shows a financial targeted email (Visa and MasterCard)
stating: “Your credit card is suspended,”. In other words, the recip-
ient’s belongings will be scarce indefinitely if the recipient does not
respond to the email within a limited time. A similar scenario is illus-
trated in Figure 14 and Figure 15 – e-commerce/retails and admin-
istrator targeted emails respectively – which mention account issues
with a limited period of time to respond.

Figure 14: E-Commerce/Retails and scarcity
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Figure 15: Administrator and scarcity

Consistency is the next most popular principle (35.7%) for govern-
ment target type. When we look into our dataset and observe two
government targeted emails, we find that both required consistency
from the recipient. From Figure 16, the email stated “This message
has been generated in response to the company complaint submitted
to Companies House WebFilling service”, implying that the email
has been sent due to a complaint submitted previously. If the recip-
ient has in reality submitted a complaint they might feel committed
to respond to this email. We can also observe similar scenario from
Figure 17, with the email stating that “...you have been scheduled
to appear for your hearing. . . ,” implying that the sender required a
public commitment from the recipient. However, this scenario may
not impact those who do not have involvement in the targets chosen
by the phishers.
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Figure 16: Government and consistency (a)

Figure 17: Government and consistency (b)

It is interesting that we do not find the scarcity principle in social
media target type. If we put ourselves as potential victims getting
an email from social media, our account in social media may be less
important than our account in the financial sector (e.g. bank). On the
other hand, our desire to respond to attractiveness in social media
targeted emails might be higher. This explains why we find likeability
as the next most popular principle instead of scarcity principle in
social media target type.
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Table 32: Chi-square tests of Persuasion principles vs Target types

Relationship Authority Scarcity Likeability Consistency Reciprocation Social Proof

Financial 2.247 0.90 4.416* 4.230 7.036** 1.881

E-Commerce/Retails 1.993 7.347** 0.088 5.299* 1.235 0.010

Administrator 0.027 9.504** 0.531 4.826* - -

Government 0.604 7.139** - 3.509 0.109 7.749**

Non-existence/Individual 44.687*** 1.854 0.015 - 0.520 2.796

Social media 0.467 - 1.460 0.005 - 3.823

Postal services 0.378 0.044 0.625 0.258 - -

Travel agencies 3.590 0.939 - 6.475* 0.627 -

Industrials 0.206 - 0.009 1.823 0.627 -

ISP 0.081 0.067 - 1.495 - -

Note: df = 1, *p < .05, **p < .01, ***p < .001.

When we look at the relationship between target types (sectors) and
persuasion principles in Table 32, we do not find a significant rela-
tionship between the financial sector and the scarcity principle. How-
ever, we find that the financial sector has a significant relationship
with the reciprocation principle. This explains that even if the num-
ber of financial sector targeted emails is low in terms of reciprocation
(16.7%), the reciprocation principle is more likely to be used in the
financial sector than the other sectors. Moreover, we find that the
e-commerce/retail sector- and administrator-targeted emails have a
significant relationship with the scarcity principle. This supports our
previous finding that scarcity is the next popular principle in both
target types. However, the p-value indicates that the administrator
target type has a more statistically significant relationship with the
scarcity principle than the other two sectors. Although we also find
a significant relationship between government and scarcity, phi mea-
surement indicates they have an inverse relationship (phi = -0.186).
This explains that the scarcity principle is unlikely to be used in
government-targeted emails. This also may supports our finding that
consistency is the next most used principle in the government tar-
get. Despite the fact that we find a significant relationship between
non-existence/individual sector and authority, when we look deeper,
we find that they have an inverse relationship (phi = -0.465). This
suggests that the authority principle is likely not to be used in non-
existence/individual targets. This explains why the occurrence of au-
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thority is lower in non-existence/individual targets (61.5%) than the
other target types.

4.2.1.1 Findings

Based on our analysis of the relationship between persuasion prin-
ciples and target types, we learn that depending on the target types,
three persuasion principles – scarcity, consistency and likeability – are
the next most popular persuasion principles in our dataset.

4.2.2 Relationship between persuasion principles and reason types

Another important aspect of a phishing email is the reason that is
used by the phishers as a pretext to trick the recipients. Apart from
the result in Table 26 which implies a strong relationship between
account-related reasons and the scarcity principle, it is important for
us to compare and strengthen our findings by seeing whether the
other reason types and persuasion principles have any kind of rela-
tionship.

Table 33: Persuasion principles vs Reason types in percentage

Authority Scarcity Likeability Consistency Reciprocation Social Proof N

Account related 100.0 68.3 25.7 10.9 11.9 4.0 101

Financial incentive 92.5 20.8 20.8 26.4 15.1 5.7 53

Document related 95.7 4.3 4.3 34.8 0.0 8.7 23

Product/services 100.0 20.0 15.0 15.0 0.0 0.0 20

Social 80.0 0.0 40.0 0.0 0.0 20.0 10

Note: N = total number
As is shown by Table 33, apart from the authority principle, we find
less than 50% contributions of likeability, consistency, reciprocation
and social proof principles to all of the reason types. Only the scarcity
principle is often used in account-related reasons (68.3%). We find re-
ciprocation is the least principle used in terms of the reason types.
We do not find reciprocation principle in document related, produc-
t/services and social reasons.

We also find that the next most popular principle for account- re-
lated reasons (68.3%) and product/services reasons (20.0%) is the
scarcity principle. The illustrations in Figure 13, Figure 14 and Fig-
ure 15 perhaps explain why the scarcity principle tends to be used in
account-related reasons. Our reasoning is that as recipients we might
value our accounts in a certain system more, so that we tend to re-
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spond to an email that requests us to act in order to prevents the loss
of our valuables within a limited time

Figure 18: Example of financial incentive and consistency

Based on Table 33, the next most popular principle for financial in-
centives (26.4%) and document-related reasons (34.8%) is consistency.
The email illustrated in Figure 18 states: “Thank you for scheduling
the following payment...” This indicates a financial incentive and re-
quest for commitment from the recipients that have scheduled pay-
ments through PayPal. It is natural for us that we treat financial as a
sensitive matter. This may raise our curiosity about when we sched-
uled a payment through PayPal, and so we click on the link. The recip-
ients who have scheduled a payment through PayPal previously will
have even more incentive to click on the URL provided in the email.
This explains why consistency is the second most-used principle in
terms of financial incentive. Moreover, consistency is also the second
most popular principle in terms of document-related reasons. As we
observed in Figure 17, the phrases “you have been scheduled...” and
“the court notice is attached...” indicate that the email requests for
commitment from the recipient for a decision they have previously
made, and also portrays a document-related reason. The average re-
cipients who perceive document-related reason as more formal will
likely respond to the email. This might explain why consistency is the
second most popular principle in terms of document-related reasons.

We found that likeability is the second most popular principle in
social reason emails. This can relate to our previous analysis in sub-
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Figure 19: Social reason and likeability principle

section 4.2.1 regarding social media and the likeability principle. As
illustrated in Figure 19, by incorporating likeability and social incen-
tives, the recipients might want to respond to the email much more
than if other principles were employed. This explains why likeability
is the second most used principle in social reason emails.

Table 34: Chi-square tests of Persuasion principles vs Reason types

Relationship Authority Scarcity Likeability Consistency Reciprocation Social Proof

Account related 4.387* 60.535*** 1.858 5.801* 1.113 0.718

Financial incentive 2.600 12.140*** 0.041 4.038* 2.409 0.017

Document related 0.016 14.417*** 4.600* 5.447* - 0.558

Product/services 0.890 4.058* 0.591 0.088 - -

Social 7.363** - 2.059 - - 4.504*

Note: df = 1, *p < .05, **p < .01, ***p < .001.

When we look at Table 34, we find that both account-related and pro-
duct/services reasons have significant relationships with the scarcity
principle. This supports our previous analysis that finds scarcity is the
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second most used principle for both reasons. We also find both finan-
cial incentive and document-related reasons have significant relation-
ships with scarcity. However, phi-measurements indicate that both
have inverse relationships: phi = -0.242 for financial incentives and
phi = -0.264 for document-related reasons. This explains why consis-
tency is the second most used principle for financial- and document-
related reasons. We find a significant relationship between social rea-
sons and the authority principle. The phi measurement suggests that
they also have an inverse relationship (phi = -0.188). It means that
authority principle is most likely not to be used in phishing emails
with social reasons. We believe it makes sense if the social reason type
does not project fear or negative consequences to persuade potential
victims. This also explains why likeability is the second most used
principle in social reason emails.

4.2.2.1 Findings

Based on our analysis of the relationship between persuasion princi-
ples and reason types, we can conclude that depending on the reason
types, three persuasion principles (scarcity, consistency and likeabil-
ity) are still the second most popular persuasion principles used in
our dataset.

4.2.3 Target types and reason types

It is important for us to explain that target types do not always use the
matching reason types. For instance, financial sector targeted emails
do not always use financial incentives to trick the victims; they can
use an account-related or document-related reason. Similarly, an ad-
ministrator targeted email does not always use an account-related
reason. To illustrate, a phishing email reported on 24 November 2014

7:59 PM claiming to be from an “Administrator” does not mention
about an account issue, but instead asks the recipient to download
an attachment related to “payroll”. Table 35 illustrates the frequency
analysis of target types vs. reason types.
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Table 35: Frequency analysis target types vs reason types

Account

Related

Financial

incentive

Document

related

Product /

services

Social N

Financial 42 23 9 4 0 78

E-Commerce/Retails 26 9 2 2 1 40

Administrator 24 2 1 2 1 30

Government 0 9 5 0 0 14

Non-existence/Individual 3 3 3 2 2 13

Social media 3 1 1 0 6 11

Postal services 1 1 0 7 0 9

Travel agencies 1 1 2 1 0 5

Industrials 0 3 0 2 0 5

ISP 1 1 0 0 0 2

N 101 53 23 20 10 207

We find interesting characteristics regarding the second most used
principle by observing the highest occurrence of reason types in terms
of the target types. The observation gave the following characteristics:

• Financial - account related = scarcity principle

• E-commerce/retail sector - account related = scarcity principle

• Administrator - account related = scarcity principle

• Government - financial incentive = consistency principle

• Social media - social reason = likeability principle

These characteristics support our findings in subsubsection 4.2.1.1
and subsubsection 4.2.2.1 that indicate that depending on the target
types and reason types, three persuasion principles (scarcity, consis-
tency and likeability) are the next most popular principles used in
our dataset.





5
D I S C U S S I O N

At the beginning of our research, we stated two research questions
that need to be answered. In this section, we discuss our findings to
answer these research questions.

5.1 research questions

What are the characteristics of reported phishing emails?

In chapter 3, we defined seven parameters to characterize the phish-
ing emails in our dataset. Based on our findings, we can conclude the
following points:

• Based on Table 9, when attachment(s) are included in a phishing
email, they are likely to be ZIP or HTML files.

• Requesting to click a URL(s) is the most prevalent instruction
in phishing emails. Table 10 illustrates this finding.

• As we illustrated in Table 11, most of the phishing emails use
HTML code and provide URL(s).

• As Table 12 shows, the financial sector is the most common
target.

• Table 13 depicts that most of the phishing emails use account-
related concerns as a pretext.

• Based on our finding from Table 14, the authority principle is
the most-used persuasion technique in phishing emails.

• As we illustrated in Table 27, a phishing email that has an
account-related concern as a pretext is likely to include URL(s).

• It can be seen from Table 23 and Table 24 that phishers provide
clear instructions on how recipients are meant to act; phishing
emails that include attachment(s) are likely to include a request
to open it and phishing emails which provide URL(s) are likely
to request to click on it.

• Based on our finding in Table 22, the URL(s) in a phishing email
are most likely different from the actual destination.

• Table 28 suggests that a government-targeted phish is likely to
have a document-related reason.

75



76 discussion

• As we illustrated in Table 29, phishing emails that have document-
related reasons as a pretext are likely to include attachment(s).

Moreover, it is worth pointing out that our finding on the detailed
financial sector in Figure 20 indicates many of them are non-Dutch
based financial institutions such as Bank of America, Barclays Bank,
and Lloyds Bank. However, we found this is not ideal because our
dataset came from a Dutch-based organization. Perhaps this is be-
cause we conducted the analysis only on 207 unique phishing emails
in the English language, which is 2.45% of the total reported emails.
We explain why we can only analyze 207 unique phishing emails
in the English language in section 5.3. Despite this limitation, we
emphasize that our current study can be seen as a precursor to a
larger study of persuasion techniques and phishing emails in general.
By this reasoning, our method or measure instruments such as algo-
rithms, flowcharts, and variables would not be biasing the method
to what we may find in the reported phishing emails in the Dutch
language.

To what extent are the persuasion principles used in phishing emails?

To answer the second research question, we look at the relation-
ships between the persuasion principles and the generic properties.
With this in mind, we have established 10 hypotheses related to these
relationships and we look whether the findings are consistent with
these hypotheses. Table 36 summarizes the overview of verified hy-
potheses. Because almost all phishing emails use the authority princi-
ple, this implies all phishing email properties related to the authority
principle resulted in no significant relationship.

When we look at the targeted sector and scarcity principle, we find
that both financial and non-financial targeted emails are less chance
to have scarcity principle. Apart from our hypothesis related to the fi-
nancial sector and scarcity principle, we see that administrator-targeted
emails are likely to have scarcity principle. In contrast, non-administrator
targeted emails are less likely to have scarcity principle. However, our
findings suggest that the strength of association between administrator-
targeted emails and the scarcity principle is weak.

The next finding on the relationship between e-commerce/retail
sector targeted emails indicates that this sector less employs the like-
ability principle as both e-commerce/retail sector and non- e-commerce/retail
sector targeted emails have a high number featuring the non-likeability
principle. Similarly, our data suggests that there are no significant as-
sociation be-tween social media targeted emails and the social proof
principle.

Our data suggests that there is a significant association between
likeability and consistency. According to our findings, the higher the
likeability, the lower the chance of featuring the consistency principle.
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This support our hypothesis that says that the occurrence of likeabil-
ity will impact the occurrence of consistency. However, we find the
strength of association between the variables is weak.

When we look at account-related phishing and scarcity, we find that
there is a highly significant relationship between them. This means
that if a phishing email uses an account-related reason, it will likely
use the scarcity principle as a persuasion technique. Moreover, the
result suggests that account-related reasons and the scarcity principle
have a strong relationship.

Lastly, we find that there is a significant association between the use
of HTML and the likeability principle. This suggests that likeability
phishing emails tend to use HTML code to persuade unsuspecting
victims. However, their strength of association is weak.

Table 36: Overview of verified hypotheses

Hypotheses Category Accept Reject

H1 A X

H2 A X

H3 A X

H4 A X

H5 A X

H6 A X

H7 A X

H8 B X

H9 B X

H10 B X

H11 A X

H12 A X

H13 B X

H14 B X

H15 B X

H16 A X
A = Related to persuasion principles
B = Related to generic structural properties
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Overall, seven hypotheses in respect of persuasion principles are
rejected and three of them are accepted. Based on this result and sup-
ported by our analysis of the relationship between persuasion princi-
ples and target types in subsection 4.2.1 and the relationship between
persuasion principles and reason types in subsection 4.2.2, we can
answer our second research question with the following underlying
perspectives:

• The extensive use of authority as a persuasion technique in
phishing emails as opposed to social proof technique. However,
our analysis suggests that while the percentages are still high,
authority principle is less likely to be used in individual target
type and social reason type (see Table 14, Table 31 and Table 33).

• Depending on the target types and the reason types, three per-
suasion principles – scarcity, consistency and likeability – are
the next most popular principles used in our dataset (see sub-
section 4.2.1 and subsection 4.2.2).

• The scarcity principle will likely be used when phishing emails
come from the administrator target type and account reason
type (see Table 32 and Table 34).

• The likeability principle affects the usage of HTML-based email
and consistency principle (see Table 30 and Table 21).

5.2 conclusion

Our research was aimed at understanding how phishing emails use
persuasion techniques. The analysis consists of finding relationships
between persuasion techniques and generic properties of phishing
emails.

The findings may be influenced by the fact that only one person
(the author) has coded the emails. Although we made a flowchart in
Figure 11 to model our decisions in terms of data coding, we believe
persuasion techniques are personal and difficult to find a consensual
decision.

Nevertheless, by using parameters and hypotheses in chapter 3, we
have been able to find the characteristics of phishing emails based on
persuasion techniques. Our approach has proven useful in identifying
critical characteristics and relationships between generic properties of
phishing emails and persuasion techniques. Three important findings
of our research are that: (1) authority is the most popular persuasion
technique regardless of the target and the reason used; (2) depend-
ing on the target types and the reason types, the next most popular
persuasion principles are scarcity, consistency and likeability; and (3)
scarcity principle has a high involvement with administrator target
type and account-related concerns.
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When we relate between target types and the reason used in phish-
ing emails, our suggestions for preventing phishing can be described
in the following points:

• If we assume that most people are more likely to comply with
authority, we suggest a legitimate institution should never use
emails as a medium of communication with its customers. In-
stead, a legitimate institution should have its own secure mes-
saging system to communicate with its customers. This may
reduce the risk of costumers believing that phishing emails are
real.

• Even if a legitimate institution uses emails, they may use a sim-
ple email validation system such as Sender Policy Framework
(SPF), which is designed to verify the sender’s email server be-
fore delivering all legitimate email to the intended recipients.
This can prevent a spoofed email being delivered to the in-
tended victim.

• Legitimate institutions such as banks could use what its cus-
tomers have, such as a phone number registered in the system
or a token given by the bank to the customers. A secret code in
the email sent by the bank should match the code delivered to
the customer’s phone or token. This would provide a two-factor
authentication and would make it more difficult for phishers to
spoof bank emails.

• It might be useful if security experts can create a library that
contains the most common words or phrases that signify au-
thority and scarcity principles, so that incoming email could be
filtered using the library. Our flowchart can be useful to help
the development of the library so that the conventional phish-
ing email detection can be improved.

• Our findings suggest that account-related is the most used rea-
son in phishing emails. Therefore, we suggest that anti phishing
filtering systems should also focus on detecting account-related
emails to prevent them from being delivered to the intended
victim.

• Persuasion awareness in phishing emails is needed to help the
end users think before they respond to an email, and to enhance
users’ ability to identify phishing emails.

Overall, the reflection from this research is that the phishers are not
only utilizing a technical strategy to trick the unsuspecting victims,
but also persuasion principles to obtain positive responses from the
victims. Our research exhibits an important aspect of phishing emails
so that future phishing email countermeasures should not only be
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developed from a technical perspective but they should also be able
to resist from persuasion misuse. Continued research on persuasion
techniques in phishing emails is required to stay ahead of the phish-
ers. Our method is a solid starting point in a real world analysis to
identify the underlying issue in phishing emails.

5.3 limitation

Although the research produced conclusive results, our findings need
to be assimilated in the backdrop of some limitations that arose due
to the complex nature of our methodology and the research environ-
ment. It is important for us to explain these limitations so that the
readers can understand the findings of our research in the proper
context.

The first limitation is that we got the data from only one organiza-
tion. Our study is totally dependent on the information documented
by this organization, and we do not know whether the sample data
represents the Netherlands overall or represents a certain area or cri-
terion.

The second limitation is that sometimes the emails did not show
the complete structures because the reporter forwarded a suspected
phishing email as an attachment, which removes essential elements
of it such as any attachment(s) included in the original email. This
causes our study to be dependent on the reporter that reports to this
organization as well.

The third limitation is the language barrier. Few of the English-
based phishing emails forwarded by the reporter had information in
Dutch. It might be useful to know to understand the information pro-
vided by the reporter. Without understanding non-English language,
we could also analyze the structural properties of phishing emails,
such as whether the email uses HTML or whether it contain hidden
URL. However, since our analysis was aimed at analyzing persuasion
techniques in phishing emails, we need to have the language profi-
ciency to know which persuasion techniques were used.

The fourth limitation is that our data classification was done by one
person. This means the coding of the data into associated variables
could be inaccurate. While the data coding to the generic structural
properties of phishing email could be justified, however, the data cod-
ing into the persuasion principles could be an issue in terms of accu-
racy. For example, one person can claim an email is attractive while
another person can claim it is not. This introduces the greatest limita-
tion to our research because it significantly impacts our results.

The fifth limitation is the unique dataset of the reported phishing
emails (440 phishing emails reduced to 207 unique phishing emails).
This resulted in a smaller sample size of data and therefore it was a
challenging task to find associations using Pearson chi-square method.
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5.4 future work

A follow-up study to analyze phishing emails with Dutch language,
which we did not observe, would be extremely desirable in order to
test our findings. We feel that any future research along this line will
find our work to be a useful starting point. Furthermore, we also rec-
ommend adding resilient validation in data classification in terms of
persuasion principles by involving several people to have an objec-
tive decision. It is also interesting to identify the authority principle
in regular emails to make an objective perspective and compare with
phishing emails. By looking at our findings, future study regarding
the success of authority principle in phishing emails could be use-
ful if we have data of phishing emails that have already claimed a
victim. Thus, the goal for future research would be the success rate
of the authority principle in phishing emails. In conjunction, a con-
trolled environment to test persuasion awareness would be helpful
to see whether it reduces phishing victimization through emails or
not. Finally, as we understand that persuasion principles in phishing
email have some influence in user’s decisions, it would be interest-
ing if future research can build a simple game in terms of persuasion
awareness to grab a user’s attention to make the right decision. For
instance, the flowchart in Figure 11 can be adapted to a “snakes and
ladders” game to alert users of the presence of persuasion principles
in an email they receive.
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a.1 target types

Value Label

1 Financial

2 Social networks

3 Administrator

4 Postal Services

5 Government

6 Travel agencies

11 Non-existence/individuals

23 ISP

24 E-Commerce/Retails

26 Industrials

Table 37: Target classification

a.2 reason types

Value Label

1 Account related

2 Social network

3 Financial

4 Product and services

5 Document related

Table 38: Reason classification
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a.3 financial targeted phishing emails

Figure 20: Detailed of financial sectors
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