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Abstract

Environmental sound/audio is a rich source of information that can be used to infer a person’s context in daily life. Almost every activity produces some sound patterns, e.g., speaking, walking, washing, or typing on computer. Most locations have usually a specific sound pattern too, e.g., restaurants, offices or streets. This thesis addresses the design and development of an application for real-time detection and recognition of user activities using audio signals on mobile phones. The audio recognition application increases the capability, intelligence and feature of the mobile phones and, thus, increases the convenience of the users. For example, a smartphone can automatically go into a silent mode while entering a meeting or provide information customized to the location of the user. However, mobile phones have limited power and capabilities in terms of CPU, memory and energy supply. As a result, it is important that the design of audio recognition application meets the limited resources of the mobile phones. In this thesis we compare performance of different audio classifiers (k-NN, SVM and GMM) and audio feature extraction techniques based on their recognition accuracy and computational speed in order to select the optimal ones. We evaluate the performance of the audio event recognition techniques on a set of 6 daily life sound classes (coffee machine brewing, water tape (hand washing), walking, elevator, door opening/closing, and silence). Test results show that the k-NN classifier (when used with mel-frequency cepstral coefficients (MFCCs), spectral entropy (SE) and spectral centroid (SC) audio features) outperforms other audio classifiers in terms of recognition accuracy and execution time. The audio features are selected based on simulation results and proved to be optimal features. An online audio event recognition application is then implemented as
an Android app (on mobile phones) using the k-NN classifier and the selected optimal audio features. The application continuously classifies audio events (user activities) by analyzing environmental sounds sampled from smartphone’s microphone. It provides a user with real-time display of the recognized context (activity). The impact of other parameters such as analysis window and overlapping size on the performance of audio recognition is also analyzed. The test result shows that varying the parameters does not have significant impact on the performance of the audio recognition technique. Moreover, we also compared online audio recognition results of the same classifier set (i.e., k-NN) with that of the off-line classification results.
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Chapter 1

Introduction

As modern science and information technology advances, device sizes are becoming smaller and more operations are now feasible on smaller devices. For instance, mobile devices, such as smart-phone, not only do they work as a telephone, but also their role now have expanded to taking pictures, texting/receiving messages, playing music/videos, keeping appointments, etc. Nevertheless, people still want to access or obtain more intelligent and intuitive knowledge anytime and anywhere using their mobile devices. The rapid increase in speed and capacity of smart mobiles or embedded devices equipped with sensors and powerful processors (CPUs) is expected to allow the inclusion of more applications that can increase the capability, intelligence and feature of mobile devices.

One of the key anticipated future capabilities of smart devices is Context Awareness (CA). CA enables mobile devices to sense and recognize user’s contextual information such as user activities, surrounding environment, and provide context relevant information for user’s current needs. Many sources such as microphone, camera, gyroscope, accelerometer, luminance, Global Positioning System (GPS), and etc., are available for sensing and capturing various types of contextual information. In audio based context awareness systems, environmental sounds are used to obtain contextual information such as the type of environment (location context), activities (what a user is doing) and what activities/events are going on in a specific location [1–6].

Audio based CA applications provide mobile device (phone) with the ability to automatically know the context of a given environment and use its knowledge to respond to the mobile user in the most appropriate way. In other words, the CA system enables
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a cellphone to change automatically the notification or operation mode based on the knowledge of the user’s surrounding. For example, a mobile phone can dynamically switch from a ringing mode to a vibration or silence mode when a user enters into a meeting room or holds a presentation, and in contrast, it may ring louder when the user is in a noisy place, e.g. a street. Similarly, if a user receives a call while she or he is in a meeting, the mobile phone can automatically send a message to the caller saying that she or he is in a meeting. Audio based CA systems has been also used in robot navigation [7, 8], audio based surveillance systems [9], audio based forensics [10], hearing aid [11], home-monitoring environment for assisting elderly people living alone in their own home [12, 13] or for a smart home [14].

Auditory signals are chosen for a number of reasons. Firstly, among the human senses, hearing is second only to vision in recognizing social and conceptual settings; this is due partly to the richness in information of audio signals. Secondly, cheap but practical microphones can be embedded in almost all types of places or mobile devices, including PDAs and mobile phones. Thirdly, auditory-based context recognition consumes significantly fewer computing resources than camera-based context recognition. In addition, unlike visual sources of information such as camera and video, audio information cannot be obscured by solid objects and it is multidirectional, i.e., it can be received from any direction. Additionally, audio data is less sensitive to the location and orientation of the phone as compared with other common sensors such as cameras and accelerometers.

Humans can easily segregate and recognize one sound source from an acoustic mixture, such as certain voice from a busy (noisy) background including other people talking and music. The study of sound analysis, which aims to separate and recognize mixture of sound sources present in an auditory scene, is broadly known in the literature as Computational Auditory Scene Analysis (CASA) [15]. CASA aims to enable computers hear and understand audio content much as humans do. Due to its broad nature, the study of CASA is usually dealt with by dividing into three main research topic areas [15]: 1) Context awareness (recognition of audio context) - dealing with recognition of context such as location or activity happening in a given environment. (answers “where” e.g. restaurant, inside a car) based on the audio information/events, 2) Sound event detection and recognition – dealing with categorization of individual sound events present in the auditory scene (answer “who and what”, e.g., recognition of sound sources), 3) General
audio classification – dealing with classification and recognition of the contents of audio signals, e.g., for audio content retrieval, indexing, and audio based searching.

This thesis deals with sound event detection and recognition also referred as environmental sound/audio recognition (ESR). The detected sound events can then be used for the purpose of context recognition. For example, the sound event of keyboard typing helps to know that the user is in his/her office, which is, in this case, location context.

1.1 General Challenges of Environmental Audio Classification and Recognition

In this section, main challenges that are faced in ESR and classification are pointed out. Unlike speech or music signals, environmental acoustic signals are difficult to model due to its high unpredictable nature. Speech or music can be categorized to structured sounds due to their formantic or harmonic structure characteristic whereas environmental sounds, on the other side, are typically unstructured, which have a broad noise-like flat spectrum and diverse variety of signal composition and are difficult to build models. Analysis of real-world audio that consists of a rich mix of naturally occurring sounds such as the environmental sound is complex. As a result, classification and processing of environmental sound is generally more cumbersome compared with that of speech or music. The following are the general challenges that are faced during the design and implementation of ESR technique:

- **Overlap in time and/or frequency content** - Different sound events can happen at the same time which makes recognition of the type of sound event difficult. This leads to two challenging tasks: detection of individual sound events within the audio scene (segmentation) and classification. A system involved in the first task has as a goal to cluster mixed sound events from different sources into their corresponding source type, or try to segment the audio into pieces that represent a single occurrence of a specific event class by estimating the start and end time of each event and if necessary separating it from other overlapping events. The aim of the second task is to characterize and identify the type of sound event (e.g., label the environment in which the audio was recorded). Thus, the overlapping sound
events that constitute a natural auditory scene (environmental sound) create an acoustic mixture signal that is more difficult to handle.

- **Dynamic nature of environment** – Apart from containing a wide variety of sound classes, environmental sound has a dynamic nature, i.e., new sound types (classes) can appear and existing sound classes can disappear randomly at any time. Similarly, mobile devices can move from one environment to another environment and may encounter new types of sound. Therefore, the ESR technique has to deal with and adapt to the dynamic nature of an environmental sound.

- **Selection of feature set** - Audio features have a significant impact on the recognition accuracy. Thus, the definition and extraction of the right type of feature sets is a very important step in ESR. However, it is challenging step too. What feature types we define and how we use them depends on the type of application. For example, audio features used for audio classification in indoors might not perform well when used for the classification of types of sounds in outdoor areas.

### 1.2 Smartphone Specific Challenges

In addition to the above mentioned general challenges, there are also special challenges that have to be dealt with in order to implement audio based CA technique on mobile devices/smartphones. While smartphones continue to provide more computation, memory, storage, sensing, and communication bandwidth, the phone is still a resource-limited device if complex signal processing and inference are required. Signal processing and machine learning algorithms can stress the resources of the phones in different ways: some require the CPU to process large volumes of sensor data (e.g., interpreting audio data), some need frequent sampling of energy expensive sensors (e.g., GPS), while others require real-time inference. Different applications place different requirements on the execution of these algorithms. For example, for applications that are user initiated the latency of the operation is important. Applications (e.g., healthcare) that require continuous sensing will often require real-time processing and classification of the incoming stream of sensor data. We believe continuous sensing can enable a new class of real-time applications in the future, but these applications may be more resource demanding.
Early deployments of phone sensing systems tended to trade off accuracy for lower resource usage by implementing algorithms that require less computation or a reduced amount of sensor data. Limited power supply and real time requirement are the most common issues that have to be addressed while implementing online (real-time) context awareness system on smartphones.

- **Limited power supply**- Mobile devices have limited power supply and hardware capabilities. Most of the previous researches on audio based CA techniques mainly focus on improving the accuracy of ESR and do not address the complexity of the algorithms used. It implies that a number of algorithms which are often used and proposed in many of the literature for the implementation of ESR may not be suitable to directly implement them on mobile devices. For continuous sensing to be viable there need to be breakthroughs in low-energy algorithms while maintaining the necessary application fidelity. Thus, it is always a challenging problem to find algorithms with less complexity, which consumes less power, without degrading classification accuracy. Hence, performance and energy consumption trade-offs must be sought.

One strategy for reducing energy consumption is to trade off accuracy for lower resource usage by implementing algorithms that require less computation or a reduced amount of sensor data. Another strategy to reduce resource usage is to leverage cloud infrastructure where different sensor data processing stages are off-loaded to back-end servers when possible. Typically, raw data collected by the phone is not sent over the air due to the energy cost of transmission, but rather compressed summaries (i.e., extracted features from the raw sensor data) are sent. The drawback to these approaches is that they are seldom sufficiently energy-efficient to be applied to continuous sensing scenarios. Other techniques rely on adopting a variety of duty cycling techniques that manage the sleep cycle of sensing components on the phone in order to trade off the amount of battery consumed against sensing fidelity and latency. However, this technique is not feasible for applications that require continuous (real-time) sensing with high sampling rate (e.g., 16 kHz) such as in our case.

- **Real-time requirement**- the computational complexity of an audio feature extraction and classification algorithms are a critical factor especially in real-time
applications. While feature extraction on standard PCs is often possible in real-time, applications on mobile devices, such as PDAs and mobile phones, due to limited available resources, pose novel challenges to meet the real-time requirement.

1.3 Thesis Objectives

The main objective of the thesis is to design and develop an application in order to correctly detect and recognize environmental context using audio signals on mobile phones. Humans can easily tell the types of activities (contexts) such as human walking, talking, laughing, coffee machine brewing, printing, door opening/closing, etc. based on the sound produced by each of the activities. This thesis aims to develop methods that enable a computer/machine to do the same.

The realization of the CA technique on mobile devices has to cope with special challenges such as limited processing speed, power (energy) supply constraints and memory of the mobile phones. It is usually possible to obtain highest recognition accuracy using sophisticated and advanced feature extraction and classification techniques. However, such techniques are computationally intensive. In this thesis we need to use algorithms with low complexity without deteriorating the recognition accuracy. Thus, it is the objective of the thesis to optimize the sound recognition technique with respect to the accuracy (recognition rate) versus computational speed trade-off.

The recognition technique takes into account parameters such as device operating parameters (sampling rate and duration), number and types of features and classifier choices. The selection of audio features and classifiers affects both the recognition accuracy and computational speed. It is assumed that the computational speed (execution time) is directly proportional to the energy (power) consumption of the mobile device. We evaluate the impact of these parameters (audio feature and classifier) on the recognition accuracy as well as the computational speed.
1.4 Methodology

Like many other pattern classification tasks, audio classification is made up of three fundamental components: (1) Sensing component - for measuring the sound event or signal; (2) audio processing component - for extracting the characteristic features of the measured sound signal; and (3) classification component - for recognition of the context of the sound event.

In audio based CA applications, the sensing (measurement) is normally done using microphones. The audio signal processing part mainly deals with the extraction of features from the recorded audio signal. The various methods of time-frequency analysis developed for processing audio signals, in many cases originally developed for speech processing, are used. That is feature extraction quantizes the audio signal and transforms it into various characteristic features. This results in \( n \) dimensional feature vector often representing each audio frame. A classifier then takes this feature vector and determines what it represents - that is, it determines context of the audio event.

Figure 1.1 shows the general architecture of the audio classification system. In the figure, input represents the raw audio data whereas output represents the activity (context) information.
The ESR technique has two phases: training phase and recognition phase. During the training phase the system receives its inputs from pre-recorded audio data training sets and generates representative models for each of the audio event/scene. On the other hand, during the recognition phase, the system receives its audio inputs directly from the smartphone’s microphone. The recognition phase uses the models generated during the training phase for matching and determining the type of audio received by the microphone. The recognition phase processes the audio data online and in-time without delay in order to deliver continuous and real-time recognition output for the user. Detailed discussion about the process and steps of the ESR technique is provided in chapter 5 (design procedures).

The following are the main procedures that have been followed during the design of the ESR/CA technique.

1. First, thorough literature study of (state-of-the-art) audio feature extraction techniques and classification algorithms is conducted. The main goal of the preliminary literature study is to pre-select the best set of audio feature and classification algorithm combinations that can provide the highest possible recognition accuracy with less computational complexities. This step is performed during the research topic study (literature study)\(^1\)

2. Offline test/simulation is performed in order to compare the performance of each of the pre-selected techniques and then select the best one. Unlike speech and music recognition, the research on environmental sound recognition (ESR) is not yet well matured. It is still at its infant stage which makes it difficult to obtain standard procedures and well organized information to determine the best audio feature extraction techniques and classification algorithms, based solely on the literature study. As a result, it is imperative to make further experimental test and simulations in order to be able to determine the best techniques. All the experimental simulations and comparison are performed first offline using Matlab codes. The simulation results compare the performances of audio features and classification algorithms based on their recognition accuracy and computational speed (complexity). The offline simulation result is discussed in chapter 6 in detail.

\(^1\)title ‘Audio based context awareness system using smartphones’
3. Mobile application is developed using the best audio feature extraction and classification techniques chosen based on the Matlab (offline) simulation result, during the Matlab experiment (step 3). The mobile application processes the audio data online and provides real-time classification results. The developed mobile application is discussed in chapter 7.

The rest of the thesis is organized as follows: In chapter 2, we present a background information in order to understand the basics and principles of digital audio signal processing. Chapter 3 and chapter 4, respectively, introduce audio features and classification methods which are used in the thesis. In chapter 5, we discuss the design procedures and steps of the thesis project in detail. The chapter discusses each steps and components of the ESR technique. Then chapter 6 provides the simulation results and analysis of the results. In this chapter, the performance of the different classifiers are first presented and compared in order to choose the best classifier. Then the performance of different audio features is computed and compared in order to reduce feature dimension and to choose the best feature set. Chapter 7 discuss the development of Android application and realization of the ESR technique on smartphone. Finally, in chapter 8, we provide our conclusions and directions for future research.
Chapter 2

Background and Principles Used

This chapter provides a brief background information and basic principles and techniques used in digital audio signal processing and analysis.

2.1 Digital Audio Analysis

The classical method of signal analysis, at spectral level, is based on classical Fourier analysis to the whole signal. However, an exact definition of Fourier transform cannot be directly applied in audio signal analysis because audio signals are time-varying signals (non-stationary) in the real world and, indeed, all their meaning is related to such time variability. Therefore, it is important to develop sound analysis techniques that allow to grasp at least some of the distinguished features of time-varying sounds, in order to ease the tasks of audio analysis such as feature extractions.

To solve these problems, audio signal is first split into a sequence of short segments, called frames, in such a way that each one is short enough to be considered pseudo-stationary. This process of dividing audio signal into frames is known as Framing. The length of each frame ranges between 10 and 50ms (in such a short time period it is assumed that the audio signal will not able to significantly change). Audio processing (e.g., Fourier transform, feature extraction, etc...) is done frame by frame basis. Usually, we multiply the frames with a smoothening functions such as Hamming window function in order to eliminate sharp corners and discontinuities before we apply Fourier transform operations on the frames. This process is called Windowing.
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The process of frame by frame analysis is known as short-time signal analysis. In the literature there are variety of short-time analysis techniques such as Short-Time Fourier Transform (STFT), Discrete Wavelet Transform (DWT) and Wigner distribution (WD) [16]. STFT is the most popular short time analysis technique due to its computational simplicity. In this section, we present short-time Fourier transform (STFT). Special attention is reserved on criteria for choosing the analysis parameters, such as window length and type.

2.1.1 Short-Time Fourier Transform

The Short-Time Fourier Transform (STFT) is nothing more than Fourier analysis performed on slices of the time-domain signal. It performs Fast Fourier Transform (FFT) analysis on short windows in time. This is also called “sliding-window” FFT. The results of the FFT represent the contents of the audio signal in terms of time-frequency information. We analyze sound using STFT primarily because:

- It is simpler for time varying (non-stationary) signal processing and analysis.
- Enables us to represent the spectra of signals with spectral profiles that change over time.
- It allows adaptive and other non-linear signal modifications.
- Time-Frequency (T-F), i.e, STFT analysis is what the human brain does.
- It allows processing and signal modification directly in the Time-Frequency domain.

In STFT the signal to be analyzed or transformed is broken up into a series of chunks called frames, which usually overlap with each other, to reduce artifacts at the boundary. The overlapping is also useful when the sample size of the training data is relatively small. A set of training data produces more instances with a higher percentage of overlapping than the same training data with a lower percentage of overlapping. Then Fourier transform operation is then applied to successive frames. In other words, we can think of STFT as multiplying audio signal \( x(n) \) by a short-time window that is centered around the time frame \( n \). The segment of the signal contained in the window is analyzed using the Discrete Fourier Transform (DFT), which implies the evaluation...
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of the Time-Frequency representation at a set of discrete frequencies. Equation 2.1 provides the mathematical definition of STFT.

\[ X_m(k) = \sum_{n=-\infty}^{\infty} x(n).w(m-n).e^{-j2\pi nk/N} \]  

(2.1)

where

\[ x(n) = \text{input signal at time } n \]
\[ w(n) = \text{length } m \text{ window function (e.g., Hamming)} \]
\[ X_m(k) = \text{DTFT of windowed data (frame) centered about time } n. \]

In practice, we need to compute the STFT on a finite set of \( N \) points. In what follows we assume that the window is \( m \leq N \) samples long and \( N \) size input audio signal, so that we can use the DFT on \( N \) points, thus obtaining a sampling of the frequency axis between 0 and \( 2\pi \) in multiples of \( 2\pi/N \). The \( k^{th} \) point in the transform domain (said the \( k^{th} \) bin of the DFT) is given by

\[ X_m(k) = \sum_{n=0}^{N-1} x(n).w(m-n).e^{-j2\pi nk/N} \]  

(2.2)

If we assume \( P \) to be the overlap size (in terms of number of samples) between successive frames, then we can compute the number of frames as follows:

\[ \text{Number of frames} = \lfloor (N-m)/P \rfloor + 1 \]  

(2.3)

where \( \lfloor \cdot \rfloor \) is a symbol for rounding down a fraction value to the nearest integer value, known as flooring.

### 2.1.2 Commonly Used Windows

We have already seen that audio analysis methods (such as the STFT) first divide the input audio signal into smaller time segments, or frames. Audio classification algorithms are then applied separately to each frame. The classification result of each frame is then combined to give an activity profile along the entire signal.
In the literature, three different framing techniques have been used for audio analysis: sliding windows, event-defined windows and activity-defined windows [17]. With the sliding window method, the signal is divided into windows of fixed length with no inter-window gaps. A range of window sizes have been used in previous studies from 0.25 s [18] to 6.7 s [19], with some studies including a degree of overlap between adjacent windows [19, 20]. The sliding window approach does not require pre-processing of the sensor signal and is therefore ideally suited to real-time applications. Due to its implementational simplicity, most audio analysis and classification studies have employed this approach. Thus, we use sliding window in our implementation for dividing or splitting the input audio signal into smaller time segments, or frames. Then the frame is multiplied (filtered) with window functions such as Hanning or Hamming functions in order to eliminate boundary discontinuities.

The two commonly used windows are rectangular window and Hamming window:

- **The rectangular window**- Rectangular window is the simplest analysis window. In fact, the framing process using a rectangular sliding window results in already rectangularly windowed signal. Therefore, further windowing process is not required in the case of windowing audio signal using rectangular window. The rectangular window is mathematically defined as

\[
w_R(n) = \begin{cases} 
1 & n = 1, \ldots, m - 1 \\
0 & \text{elsewhere} 
\end{cases} \tag{2.4}
\]

where \( m \) is the window size (in terms of number of samples)

Figure 2.1 provides the shape of the rectangular window.

- **Hamming window** - Widewing using Hamming window is performed by simply multiplying the framed signals with the Hamming window. Usually, the framed signal and the Hamming window used has equal size. The Hamming window is mathematically defined as

\[
w_H(n) = (0.54 - 0.46\cos\left(\frac{2\pi(n - 1)}{m - 1}\right)), \ 1 \leq n \leq m \tag{2.5}
\]

Figure 2.2 shows the shape of the Hamming window.
2.1.3 Selection of windowing parameters

There are three main windowing parameters that can affect the result of the STFT: window type (shape), window size and overlapping size (hop size). Next, we examine the effect of each of the parameters on the STFT.

- **Window type**: The rectangular window (i.e., no windowing) can cause problems when we do Fourier analysis; it abruptly cuts of the signal at its boundaries thus potentially inducing erroneous estimations of frequency components. A good
window function has a narrow main lobe and low side lobe levels in their transfer functions, which shrinks the values of the signal toward zero at the window boundaries, avoiding discontinuities. As a result, Hamming window is preferably used for windowing purposes over rectangular window.

- **Window size** - We have discussed different motivations for splitting audio into segments for processing. However, we did not consider how big those segments, frames, or analysis windows should be. There are two main important factors that has to be considered for determining the window size; i.e., *signal stationarity* and *time-frequency resolution*.

  **Signal stationarity** - Fast Fourier transform (FFT) operation assumes that the frequency components of the signal are unchanging (i.e, stationary–in fact, pseudo-stationary) across the analysis window of interest. Any deviation from this assumption would result in inaccurate determination of the frequency components. This point reveals that the importance of ensuring that the analysis window leading to FFT is sized so that the signal is stationary across the period of analysis. In practice, many audio signals do not tend to remain stationary for so long, and thus smaller analysis window are necessary to capture the rapidly changing details. Many literature assume audio signal to be stationary (pseudo-stationary) over a period of about 20 – 50 ms.

  **Time-frequency resolution** - Moving back to FFT, the output frequency vector, from an N-sample FFT of audio signal sampled at $F_s$ Hz, contains $\frac{N}{2} + 1$ positive frequency bins. Each bin collects the energy from a small range of frequencies in the original signal. The bin width is related to both the sampling rate and to the number of signals being analysed, $\frac{F_s}{N}$. Put another way, this bin width is equal to the reciprocal of the time span encompassed by the analysis window. It, therefore, makes sense that in order to achieve a higher frequency resolution, we need to collect a longer duration of samples. However, for rapidly changing signals, collecting more of them means we might end up missing some time domain features as we have discussed above.

So the window length (size) is chosen according to the trade-off between higher frequency/spectral resolution (more samples) and time/temporal resolution (less samples) governed by the uncertainty principle. Smaller window width results in better time resolution and poor frequency resolution and vice versa. The STFT
analysis is based on the assumption that, within one frame, the signal is stationary. The shorter the window, the more true the assumption is. However, short windows result in low spectral/frequency resolution. Thus, the choice of analysis window size depends on the requirement of the problem. (Discrete) Wavelet Transform (DWT) and Wigner distribution (WD) [16] are used as alternatives to STFT in order to satisfy the demand of both high frequency and time resolutions. However, these methods are more computationally intensive compared to STFT. The main limitation of STFT is that it has a fixed time-frequency resolution due to the fixed window size used.

- **Window overlapping size**

Overlapping ensures that audio features occurring at a discontinuity are at least considered whole in the subsequent overlapped frame. The degree of overlap (usually expressed as percentage) describes the amount of previous frame that is repeated in the following frame. Overlap of 25% and 50% are common. Similar to the window size, the determination of the overlap size depends very much on the purposes of the analysis or application. In general, more overlap will give more analysis points and therefore smoother results across time which can possibly lead to better recognition accuracy, but the computational expense is proportionately greater.
Chapter 3

Audio Features

Audio features can be broadly classified based on their semantic interpretation as perceptual and physical features. Perceptual features approximate properties that are perceived by human listeners such as pitch, loudness, rhythm, and timbre. In contrast, physical features describe audio signals in terms of mathematical, statistical, and physical properties. Based on the domain of representation, physical features are further divided as temporal features and spectral features. In this chapter, we introduce various physical features that are used during the implementation of this project. These audio features have been selected as the most appropriate features for ESR applications based on the literature survey that has been performed during the research topic study. However, before we present the audio features, it is important to, first, look into the criteria we used in order to select the audio features.

3.1 Requirements for Audio Features Selection

In the literature, there are a number of audio feature extraction techniques. The recognition accuracy and performance of the ESR is highly affected by the type of audio feature extraction techniques that are used. As a result, a wise selection of audio features and classifiers is important in order to obtain a good (acceptable) performance and recognition accuracy. The type of audio feature one selects depends mainly on the type and purpose of the application one wants to use. The assumption is that the audio based CA

\footnote{title ‘Audio based context awareness system using smartphones’}
technique (ESR) will be implemented on a resource constrained devices such as smart mobile phones. The requirements for implementation of such applications include low computational complexity and power consumption. However, these requirements often affect the recognition accuracy of the ESR as well. Therefore, the selection of the audio features should be done with the main goal of developing a CA technique which has low computational complexity, energy consumption, memory requirement, and yet provides acceptable recognition accuracy. The following are some of the parameters that have been used, whenever possible, to select the audio features.

- **Small feature size** - Large feature size leads to high computational cost and curse of dimensionality. Thus, it is important to reduce the number of features, for example, by avoiding redundancies in the feature space. On the other hand, using smaller feature size may result in reduced classification accuracy. Thus, it is important to select an audio feature with optimum feature size that can provide an acceptable level of accuracy and performance as well as reduced computational cost.

- **Low computational complexity** - The computational complexity of an audio feature refers to the amount of computation time required to produce the audio feature. Audio features that require lower computation time are preferred to audio features that require higher computation time.

- **High inter-class variability** - Achieving increased discrimination among different classes of audio patterns is crucial for increased recognition accuracy. Inter-class variability refers to discrimination power of audio feature across different classes. Therefore, good audio features should show high inter-class variability.

- **High intra-class similarity** - Decreased discrimination among similar classes or sound events belonging to same class is crucial for increased recognition accuracy. Consequently, audio features extracted from sound events or environmental sounds belonging to a similar class should have similar behavior or should not show significant deviation among each other.

- **Low sensitivity** - An indicator for the robustness of a feature is the sensitivity to minor changes in the underlying signal. Usually, low sensitivity is desired in order to remain robust against noise and other sources of irritation.
3.2 Audio Physical Features

Unlike the perceptual features which can only perceived by human being, physical features refers to physical quantities that can be measured or computed using mathematical formulations. In some literatures, physical features are further divide into three groups as temporal, spectral and cepstral features. However, most of the literatures categorize physical audio features into temporal and spectral features. In the later case, there is no distinction between the cepstral domain features and the spectral domain features. They are considered as the same domain with common group name, spectral domain features. We adopt the later grouping method for simplicity purposes (temporal and spectral features).

3.2.1 Temporal Features

The temporal domain is the native representation domain for audio signals. All temporal features are extracted directly from the raw audio signal, without any preceding transformation. Consequently, the computational complexity of temporal features tends to be low compared with that of the spectral features.

Temporal features of audio signal includes:

- **Zero crossing rate (ZCR)** - ZCR is the most common type of zero crossing based audio features [21]. It is defined as the number of time-domain zero crossings within a processing frame. It indicates the frequency of signal amplitude sign change. ZCR allow for a rough estimation of dominant frequency and spectral centroid [22]. We used the following equation to compute the average zero-crossing rate.

\[
ZCR = \frac{1}{2N} \left( \sum_{n=1}^{N} |sgn(x(n)) - sgn(x(n-1))| \right)
\]  (3.1)

where \( x \) is the time-domain signal, \( sgn \) is the signum function, and \( N \) is the size of processing frame. The signum function implementation can be defined as

\[
sgn(x) = \begin{cases} 
1 & x \geq 0 \\
-1 & x < 0 
\end{cases} 
\]  (3.2)
One of the most attractive properties of the ZCR is that it is very fast to calculate. As being a time-domain feature, there is no need to calculate the spectra. Furthermore, a system which uses only the ZCR-based features would not even need digital-to-analog conversion, but only the information whenever the sign of the signal changes. However, ZCR can be sensitive to noise. Though using a threshold value (level) near to zero can significantly reduce the sensitivity to noise, determining appropriate threshold level is not easy.

- **Short-time energy (STE)** – The short-time energy [23] is one of energy based audio features. Li [24] and Zhang [25] used it to classify audio signals. It is easy to calculate and provides a convenient representation of the amplitude variation over time. It indicates the loudness of an audio signal. STE is a reliable indicator for silence detection. It is defined to be the sum of a squared time domain sequences of audio data, as shown in equation 3.3.

\[
STE = \frac{1}{N} \sum_{n=1}^{N} (x(n))^2
\]  
(3.3)

where \(x(n)\) is the value of the sample (in time domain) and \(N\) is the total number of samples in the processing window (frame size). The STE of audio signal may be affected by the gain value of the recording devices. Usually we normalize the value of STE to reduce the effect.

ZCR and STE are widely used in speech and music recognition applications [26]. Speech, for example, has a high variance in ZCR and STE values, while in music these values are normally much more constant. ZCR and STE have been also used in ESR applications [27] due to their simplicity and low computational complexity.

- **Temporal centroid (TC)** - TC is the time average over the envelope of a signal in seconds [28]. It is the point in time where most of the energy of the signal is located in average.

\[
TC = \frac{\sum_{n=1}^{N} n |x(n)|^2}{\sum_{n=1}^{N} |x(n)|^2}
\]  
(3.4)

Note that the computation of temporal centroid is equivalent to that of spectral centroid (see subsection 3.2.2) in the frequency domain.
• **Energy entropy (EE)**- The short-term entropy of energy can be interpreted as a measure of abrupt changes in the energy level of an audio signal. In order to compute it, we first divide each short-term frame in $K$ sub-frames of fixed duration. Then for each sub-frame, $j$, we compute its energy as in Eq. (3.3), and divide it by the total energy, $E_{shortFrame_i}$, of the short-term frame. The following equations presents the procedure to compute the energy entropy of a frame (short-term frame).

$$e_j = \frac{E_{subFrame_j}}{E_{shortFrame_i}}$$  \hspace{1cm} (3.5)

where

$$E_{shortFrame_i} = \sum_{k=1}^{K} E_{subFrame_k}. \hspace{1cm} (3.6)$$

At a final step, the entropy, $H(i)$, of the sequence $e_j$ is computed according to the equation:

$$H(i) = -\sum_{j=1}^{K} e_j.log_2(e_j). \hspace{1cm} (3.7)$$

• **Autocorrelation (AC)**- The autocorrelation domain represents the correlation of a signal with a time-shifted version of the same signal for different time lags [21]. It reveals repeating patterns and their periodicities in a signal and can be employed, for example, for the estimation of the fundamental frequency of a signal. This allows distinguishing between sounds that have harmonic spectrum and non-harmonic spectrum, e.g., between musical sounds and noise. Autocorrelation of a signal is calculated as follows:

$$AC = f_{xx}[\tau] = x[\tau] * x[-\tau] = \sum_{n=0}^{N-1} x(n).x(n+\tau) \hspace{1cm} (3.8)$$

where $\tau$ is the lag (discrete delay index), $f_{xx}[\tau]$ is the corresponding autocorrelation value, $N$ is the length of the frame $n$ the sample index, and when $\tau = 0$, $f_{xx}[\tau]$ becomes the signal’s power. Similar to the way RMS is computed, autocorrelation also steps through windowed portions of a signal where each windowed frame’s samples are multiplied with each other and then summed according to the above equation. This is repeated where one frame is kept constant while the other $x(n + \tau)$ is updated by shifting the input $x(n)$ via $\tau$. 
• **Root mean square (RMS)**- As STE, the RMS value is a measurement of energy in a signal. The RMS value is however defined to be the square root of the average of a squared signal, as seen in equation 3.9.

\[ RMS = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (x(n))^2} \]  

(3.9)

### 3.2.2 Audio Spectral Features

The group of frequency domain features is the largest group of audio features. The frequency domain reveals the spectral distribution of a signal. For each frequency (or frequency band/bin) the domain provides the corresponding magnitude and phase. Since phase variation has little effect on the sound we hear, features that evaluate the phase information are usually ignored. Consequently, we focus on features that capture basic properties of the spectral properties of audio signal: subband energy ratio, spectral flux, spectral centroid, spectral entropy, spectral roll-off, and Mel-frequency cepstral coefficients (MFCCs).

Popular transformations from time to frequency domain are Discrete Fourier Transform (DFT), Discrete Cosine Transform (DCT), and Discrete Wavelet Transform (DWT). Another widely-used way to transform a signal from temporal to frequency domain is the application of banks of band-pass filters with e.g. Mel and Bark-scaled filters to the time domain signal. However, discrete Fourier transform is widely used for its simpler computational complexities. Next we introduce spectral audio features that are used in our environmental audio based context recognition application.

• **Spectral centroid (SC)**- Spectral centroid [21] represents the “balancing point”, or the midpoint of the spectral power distribution of a signal. It is related to the brightness of a sound. The higher the centroid, the brighter (high frequency) the sound is. A spectral centroid provides a noise-robust estimate of how the dominant frequency of a signal changes over time. As such, spectral centroids are an increasingly popular tool in several signal processing applications, such as speech processing. Spectral centroid is obtained by evaluating the “center of gravity” using the Fourier transform’s frequency and magnitude information. The individual centroid of a spectral frame is defined as the average frequency weighted
by amplitudes, divided by the sum of the amplitudes. The following equation shows how to compute the spectral centroid, $SC_i$, of the $i^{th}$ audio frame.

$$SC_i = \frac{\sum_{k=0}^{K-1} k_i |X_i(k)|^2}{\sum_{k=0}^{K-1} |X_i(k)|^2}$$  \hspace{1cm} (3.10)

Here, $X_i(k)$ is the amplitude corresponding to bin $k$ (in DFT spectrum of the signal) of the $i^{th}$ audio frame and $K$ is the size of the frame. The result of the spectral centroid is a bin index within the range $0 < SC < K − 1$. It can be converted either to Hz (using equation 3.11) or to a parameter range between zero and one by dividing it by the frame size, $K$. The frequency of bin index $k$ can be computed from the block (frame) length $K$ and sample rate $f_s$ by:

$$f(k) = \left(\frac{f_s}{K}\right)k$$  \hspace{1cm} (3.11)

Low results indicate significant low frequency components and insignificant high frequency components (low brightness) and vice versa.

- **Spectral spread (SS)** - The spectral spread is the second central moment of the spectrum. It is a measure that signifies if the power spectrum is concentrated around the centroid or spread out over the spectrum. In order to compute it, one has to take the deviation of the spectrum from the spectral centroid, according to the following equation:

$$SC_i = \sqrt{\frac{\sum_{k=0}^{K-1} (k - SC_i)^2 |X_i(k)|^2}{\sum_{k=0}^{K-1} |X_i(k)|^2}}$$  \hspace{1cm} (3.12)

- **Spectral rolloff point (SRP)** - The spectral rolloff point is the N% percentile of the power spectral distribution, where N is usually 85% or 95% [29]. The spectral rolloff point is the frequency below which N% of the magnitude distribution is concentrated. It increases with the bandwidth of a signal. Spectral rolloff is extensively used in music information retrieval [30] and speech/music segmentation. The spectral rolloff point is calculated as follows:

$$SRP = f(N) \text{ where } f(N) = \left(\frac{f_s}{K}\right)N$$  \hspace{1cm} (3.13)
where $N$ is the largest bin that fulfills equation 3.14.

$$\sum_{k=0}^{N} |X(k)|^2 \leq TH. \sum_{k=0}^{K-1} |X(k)|^2$$

(3.14)

where $X(k)$ are the magnitude components, $k$ frequency index and $f(K)$ (the frequency) spectral roll-off point with $(100 \ast TH)\%$ of the energy. TH is a threshold between 0 and 1. A commonly used value for the threshold is 0.85 and 0.95 [29, 31]. This measure is useful in distinguishing voiced speech from unvoiced: unvoiced speech has a high proportion of energy contained in the high-frequency range of the spectrum, whereas most of the energy for voiced speech and music is contained in lower bands [32].

- **Spectral flux (SF)**- The SF is a 2-norm of the frame-to-frame spectral amplitude difference vector. It defines the amount of frame-to-frame fluctuation in time. i.e., it measures the change in the shape of the power spectrum. It is computed via the energy difference between consecutive frames as follows:

$$SF_f = \sum_{k=0}^{K-1} ||X_f(k)| - |X_{f-1}(k)||$$

(3.15)

where $f$ is the index of the frame and $K$ is the frame length. Spectral flux is an efficient feature for speech/music discrimination, since in speech the frame-to-frame spectra fluctuate more than in music, particularly in unvoiced speech [33].

- **Spectral entropy (SE)**- Spectral entropy [34] is computed in a similar manner to the entropy of energy, although, this time, the computation takes place in the frequency domain. More specifically, we first divide the spectrum of the short-term frame into $L$ sub-bands (bins). The energy $E_f$ of the $f^{th}$ sub-band, $f = 0, ..., L - 1$, is then normalized by the total spectral energy, that is, $n_f = \frac{E_f}{\sum_{f=0}^{L-1} E_f}$, $f = 0, ..., L - 1$. The entropy of the normalized spectral energy $n_f$ is finally computed according to the equation:

$$H = - \sum_{f=0}^{L-1} n_f \cdot \log_2(n_f)$$

(3.16)

- **Mel-frequency cepstral coefficients (MFCCs)**- MFCC originate from automatic speech recognition but evolved into one of the standard techniques in most
domains of audio recognition applications such as environmental sound classifications [27, 51, 52]. They represent timbral information (spectral envelop) of a signal. Computation of MFCC includes conversion of the Fourier coefficients to Mel-scale. After conversion, the obtained vectors are logarithmized, and decorrelated by discrete cosine transform (DCT) in order to remove redundant information. Figure 3.1 shows the process of MFCC feature extraction.

![Figure 3.1: MFCC extraction process](image)

In figure 3.1, the first step, preprocessing, consists of pre-emphasizing, frame blocking and windowing of the signal. The aim of this step is to model small (typically, 20ms) sections of the signal (frame) that are statistically stationary. The window function, typically a Hamming window, removes edge effects. The next step takes the Discrete Fourier transform (DFT) of each frame. We retain only the logarithm of the amplitude spectrum. We discard phase information because perceptual studies have shown that the amplitude of the spectrum is much more important than the phase. We take the logarithm of the amplitude because the perceived loudness of a signal has been found to be approximately logarithmic. After a discrete Fourier transform, the power spectrum is transformed to Mel-frequency scale. This step smooths the spectrum and emphasizes perceptually meaningful frequencies. Mel-frequency scale is based on mapping between actual frequency and perceived pitch by human auditory system. The mapping is approximately linear below 1 KHz and logarithmic above. This is done by using a filter bank consisting of triangular filters, spaced uniformly on the Mel-scale. An approximate
conversion between a frequency value in Hertz \( f \) and in mel is given by:

\[
\text{mel}(f) = 2595 \log_{10}(1 + \frac{f}{700})
\] 

(3.17)

Finally, the cepstral coefficients are calculated from the mel-spectrum by taking the discrete cosine transform (DCT) of the logarithm of the mel-spectrum. This calculation is given by:

\[
c_i = \sum_{k=0}^{K-1} (\log S_k) \cos \left( \frac{i\pi}{K} \left( k - \frac{1}{2} \right) \right)
\] 

(3.18)

where \( c_i \) is the \( i^{th} \) MFCC, \( S_k \) is the output of \( k^{th} \) filter bank channel (i.e. the weighted sum of the power spectrum bins on that channel) and \( K \) is the number of coefficients (number of Mel-filter banks). The value of \( K \) used is mostly between 20 to 40. In this project we used the value of \( K \) to be equal to 23.

The components of MFCCs are the first few DCT coefficients that describe the coarse spectral shape. The first DCT coefficient represents the average power (energy) in the spectrum. The second coefficient approximates the broad shape of the spectrum and is related to the spectral centroid. The higher order coefficients represent finer spectral details (e.g., pitch). In practice, the first 8-13 MFCC coefficients are used to represent the shape of the spectrum. The higher order coefficients are ignored since they provide more redundant information. However, some applications require more higher-order coefficients to capture pitch and tone information.
Chapter 4

Audio Classifiers

Based on their learning behavior, classifiers can be divided into two groups: classifiers that use supervised learning (supervised classification) and unsupervised learning (unsupervised classification). In supervised classification, we provide examples of the correct classification (a feature vector along with its correct class) to teach the classifier. Based on these examples, which are commonly termed as training samples, the classifier then learns how to assign an unseen feature vector to a correct class. Examples of supervised classifications include Hidden Markov Model (HMM)[35], Gaussian Mixture Models (GMM)[36], K-Nearest Neighbor (k-NN)[35], Support Vector Machine (SVM)[37], Artificial Neural Networks (ANN), Bayesian Network (BN)[35], and Dynamic Time Wrapping (DTW)[38]. In unsupervised classification or clustering, there is neither explicit teacher nor training samples. The classification of the feature vectors must be based on similarity between them based on which they are divided into natural groupings. Whether any two feature vectors are similar depends on the application. Obviously, unsupervised classification is a more difficult problem than supervised classification and supervised classification is the preferable option if it is possible. In some cases, however, it is necessary to use unsupervised learning. For example, this is the case if the feature vector describing an object can be expected to change with time. Examples of unsupervised classifications include k-means clustering, Self-Organizing Maps (SOM), and Linear vector Quantization (LVQ).

Classifiers can also be grouped based on reasoning process as probabilistic and deterministic classifiers. Deterministic reasoning classifiers classify sensed data into distinct
states and produce a distinct output that cannot be uncertain or disputable. Probabilistic reasoning, on the other hand, considers sensed data to be uncertain input and thus outputs multiple contextual states with associated degrees of truthfulness or probabilities. Decision of the class type to which the feature belongs is made based on the highest probability.

4.1 Requirements for Audio Classifier Selection

The two main criteria that can be used to select classification techniques are computational complexity and recognition accuracy. Moreover, robustness to noise can be used as a criteria in some applications; especially, in a noise prone application.

- **Computational complexity**- The computational complexity of a classifier can be measured by the amount of computational time it requires to produce the classification result. Computational complexity of an algorithm can also provide insight about its power consumption. It is preferred to use classifiers with low computational complexity, which can provide classification result faster and as a result consume less power.

- **Recognition accuracy**- The recognition accuracy of a classifier can be affected by a number of factors. Selection of audio feature is the most important factor that affects the recognition accuracy. In addition, selection of a good type of classifier improves the recognition accuracy.

- **Robustness to noise**- Any good classifier should be able to ignore any feature variations caused by disturbances such as noise, bandwidth or the amplitude scaling of an audio signal.

Similar to the case of audio feature selection, the selection process of audio classifiers usually requires a trade-off between computational complexity and recognition accuracy. In the literature, there are many different audio classifiers. However, there is no sufficient previous work that compares the performance of the audio classifiers based on the above requirements. Thus, we select some classifiers based on their popularity and then compare their performance so that we can determine the best one. *k*-NN, SVM and
GMM are chosen due to their common use in a number of ESR applications/problems for discussion (in this chapter) and further performance comparison (in chapter 5).

4.2 Popular classifiers

We start description of selected classifiers with the famous \emph{k-nearest neighbor classifier} (k-NN classifier) and proceed with the \emph{gaussian mixture model} (GMM) and the more sophisticated \emph{support vector machines} (SVMs). Obviously, this is just a very small subset of the classifiers that have been proposed and studied in the literature but serve well our purpose to focus on selected methods which are both popular and representative of the wealth of techniques that are available. Lengthy theoretical descriptions of the classifiers have been avoided and instead an attempt to highlight the key ideas behind the algorithms being studied is made. These set of classifiers have been selected for experimental and simulation test in our implementation due to their popular use in the literature. We look into their applicability for mobile devices (smartphones) in chapter 6 taking into account the limited resources (like energy, cpu, memory) of the mobile device. Chapter 6 provides the performance comparison of the classifiers based on their classification accuracy and computational speed.

4.2.1 The k-Nearest Neighbor Classifier (k-NN)

Despite its simplicity, the k-NN classifier is well tailored for both binary and multi-class problems. Its outstanding characteristics is that it does not require a training stage in the strict sense. The training samples are rather used directly by the classifier during the classification stage. The key idea behind this classifier is that, if we are given a set of patterns (unknown feature vector), $X$, we first detect its k-nearest neighbors in the training set and count how many of those belong to each class. In the end the feature vector is assigned to the class which has the highest number of neighbors. Therefore, for the k-NN algorithm to operate the following ingredients are required:

1. A data set of labeled samples, that is a training set of feature vectors and respective class labels.

2. An integer $k \geq 1$. 
3. A distance (dissimilarity) measure.

Let us now go through the k-NN algorithm in more detail. In the first step, the algorithm computes the distance, \( d(X, V_i) \), between \( X \) and each vector \( V_i, i = 1, ..., M \), of the training set, where \( M \) is the total number of training samples. The most common choice of distance measure is the Euclidean distance, which is computed as:

\[
d(X, V_i) = \sqrt{\sum_{j=1}^{D} (X(j) - V_i(j))^2}
\]  

(4.1)

where \( D \) is the dimensionality of the feature space. Another popular choice of distance measure is known as the Mahalanobis distance \[39\]. After \( d(X, V_i) \) has been computed for each \( V_i \), the resulting distance values are sorted in ascending order. As a result, the \( k \) first values correspond to the \( k \) closest neighbors of the unknown feature vector. Now, let \( k_i \) be the number of the training vectors among the \( k \) neighbors of \( X \) that belong to the \( i^{th} \) class, \( i = 1, ..., N_c \). The unknown vector is then classified to the class which corresponds to the maximum \( k_i \). In the example in Figure 4.1, we have three classes and the goal is to find a class label for the unknown example \( X \). The Euclidean distance is used and \( k=5 \). Of the 5 closest neighbors, 4 belong to \( W1 \) and 1 belongs to \( W3 \), so \( X \) is assigned to \( W1 \), the predominant class.

It is important to note that the \( k-NN \) classifier can operate directly in a multi-class environment. This is because its algorithmic steps are not restricted by the number of classes that are involved.

The performance of the \( k-NN \) has been extensively studied in the literature. An interesting theoretical finding is that if \( k \to \infty, M \to \infty, \) and \( \frac{k}{M} \to 0 \), then the classification error approaches the Bayesian error \[39\]. In other words, if both \( k \) and \( M \) approach infinity and \( k \) is infinitely smaller than \( M \), then the \( k-NN \) classifier tends to behave like the optimal (Bayesian) classifier with respect to the classification error.

The larger the dataset, the more satisfactory of the performance of the \( k-NN \) algorithm. Concerning parameter \( k \) (the number of neighbors), it can be stated that the value of \( k \) is tuned after experimentation with the dataset at hand. In general, small values are preferred by also taking into account the size of the dataset (so that \( \frac{k}{M} \) remains as small as possible).
Another important issue is the computational complexity of the k-NN classifier which can be prohibitively high when the volume of the dataset is really large (mainly due to the number of Euclidian distances that need to be computed). Over the years, several remedies to this computational issue have been proposed in the literature, e.g. [40, 41].

4.2.2 Gaussian Mixture Model (GMM)

The Gaussian Mixture Model (GMM) [42] is used in classifying different audio classes. It is an example of a parametric classifier. It is an intuitive approach when the model consists of several Gaussian components, which can be seen to model acoustic features. In classification, each class is represented by a GMM and refers to its model. Once the GMM is trained, it can be used to predict which class a new sample probably belongs to [43].

The probability distribution of feature vectors is modeled by parametric or non-parametric methods. Models which assume the shape of probability density function are termed parametric. In non-parametric modeling, minimal or no assumptions are made regarding the probability distribution of feature vectors. The potential of Gaussian mixture models to represent an underlying set of acoustic classes by individual Gaussian components, in which the spectral shape of the acoustic class is parameterized by the mean
vector and the covariance matrix, is significant, especially if the dataset (feature data points) is large.

Moreover, these models have the ability to form a smooth approximation to the arbitrarily-shaped observation densities in the absence of other information [44]. With Gaussian mixture models, each sound is modeled as a mixture of several Gaussian clusters in the feature space. The basis for using GMM is that the distribution of feature vectors extracted from a class can be modeled by a mixture of Gaussian densities as shown in Fig. 4.2. For example, the figure shows that the dataset is modeled as a linear combinations of three different Gaussian distributions.

Mathematically, the GMM is given as a weighted sum of $K$ component Gaussian densities, as in the following equation:

$$p(x|\lambda) = \sum_{i=0}^{K} w_i g(x|\mu_i, \xi_i),$$

(4.2)

where $x$ is a $D$-dimensional feature vector, $w_i, i = 0, ..., K$, are the mixture weights, and $g(x|\mu_i, \xi_i), i = 0, ..., K$, are the component Gaussian densities. Each component density is a $D$-variate Gaussian function of the form,

$$g(x|\mu_i, \xi_i) = \frac{1}{(2\pi)^{D/2}|\xi_i|^{1/2}} exp\left\{ -\frac{1}{2}(x - \mu_i)\xi_i^{-1}(x - \mu_i) \right\}$$

(4.3)

with mean vector $\mu_i$ and covariance matrix $\xi_i$. The mixture weights satisfy the constraint that $\sum_{i=1}^{K} w_i = 1$.

The complete Gaussian mixture model is parameterized by the mean vectors, covariance matrices and mixture weights from all components densities. These parameters are collectively represented by the notation,

$$\lambda = \{w_i, \mu_i, \xi_i\} i = 1, ..., K.$$
The goal of the training is to calculate the parameters of GMM from previously estimated model using training feature vectors. Various methods can be applied for estimation but the most popular and robust method is maximum likelihood (ML) estimation [45]. Aim of the ML is to find the best model parameters of the GMM that refine the previously calculated GMM likelihood.

The motivation for using Gaussian densities as the representation of audio features is the potential of GMMs to represent an underlying set of acoustic classes by individual Gaussian components in which the spectral shape of the acoustic class is parameterized by the mean vector and the covariance matrix. Also, GMMs have the ability to form a smooth approximation to the arbitrarily shaped observation densities in the absence of other information. With GMMs, each sound is modeled as a mixture of several Gaussian clusters in the feature space.

GMMs model the distribution of feature vectors. For each class, assume the existence of a probability density function expressible as a mixture of a number of multidimensional Gaussian distributions. The iterative Expectation Maximization (EM) algorithm is usually used to estimate the parameters for each Gaussian component and the mixture weights.

A variety of approaches to the problem of mixture decomposition have been proposed, many of which focus on maximum likelihood methods such as Expectation Maximization (EM) or Maximum A Posterior Estimation (MAP). Generally these methods consider separately the question of parameter estimation and system identification, that is to say a distinction is made between the determination of the number and functional form of components within a mixture and the estimation of the corresponding parameter values.
4.2.3 Support Vector Machine (SVM)

Support Vector Machines (SVM) are classifiers that have been successfully employed in numerous machine learning fields. It is very effective method for general purpose pattern recognition.

Given a set of points which belong to either of two classes, a SVM finds a hyperplane leaving the largest possible fraction of points of the same class on the same side, while maximizing the distance of either class from the hyper plane. SVMs perform pattern recognition between two classes by finding a decision surface that has maximum distance to the closest points in the training set which are termed *support vectors*, see figure 4.3.

![SVM Classification](image)

**Figure 4.3: SVM Classification**

Principle of SVM is, where there are many possible linear classifiers that can separate the data, there is only one that maximizes the difference between them. SVMs are particular classifiers that are based on the margin-maximization principle [46]. It performs an implicit mapping of data into a higher (maybe infinite) dimensional feature space and then finds a linear separating hyper plane with the maximal margin to separate data in this higher dimensional space [47]. This property makes SVM to be a powerful machine learning technique for data classification.
SVM maps the input patterns into a higher dimensional feature space through some nonlinear mapping chosen at priori. A linear decision surface is then constructed in this high dimensional feature space, as shown in Figure 4.4. Thus, SVM is a linear classifier in the parameter space, but it becomes a non-linear classifier as a result of the non-linear mapping of the space of the input patterns into the high dimensional feature space.

![Figure 4.4: SVM Mapping to Higher Dimensional Space](image)

For linearly separable data, SVM finds a separating hyper plane which separates the data with the largest margin. For linearly inseparable data, it maps the data in the input space into a high dimension space \( x \in \mathbb{R}^d \rightarrow \varphi(x) \in \mathbb{R}^H \) with kernel function \( \varphi(x) \), to find the separating hyper plane. An example for SVM kernel function \( \varphi(x) \) which maps 2- Dimensional input space to higher 3-Dimensional feature space is shown in Fig. 4.4.

SVM was originally developed for two class classification problems. The N class classification problem can be solved using N SVMs. Each SVM separates a single class from all the remaining classes [48]. In other words, the multi-class problem is treated as treated as a combination of binary classification tasks, a technique also called as binarization [49]. Two popular binarization approaches are frequently encountered in the literature, namely the One-vs-All and One-vs-One methods.
• **One-vs-All (OVA)** - According to this method (also known as one-vs-rest–OVR), one SVM classifier is employed per class. The goal is to train the individual classifiers to discriminate between the samples of the respective classes (positive examples) and the samples of all the other classes (negative examples). In our work, we used OVA due to its simplicity and proved significant discriminative capability in various multi-class problems [50]

• **One-vs-One (OVO)** - This is another type of classifier binarization, also known as pairwise or round robin classification [51]. It is based on transforming the initial multi-class task into a number of binary classification problems, where each binary problem involves two classes. The total number of classifier is therefore equal to the number of all possible class pairs. A simple way to combine the individual binary classification decisions to a global decision is via a voting scheme. Specifically, the decision of each pairwise classifier increases by one point the score of the class that won. In the end, the global decision is made based on the class that has accumulated the highest score.

In order to keep the computational load reasonable, the mappings used by SVM schemes are designed to ensure that dot products may be computed easily in terms of the variables in the original space, by defining them in terms of a kernel function selected to suit the problem. The kernel function may be any of the symmetric functions that satisfy the Mercer’s conditions [52]. There are several SVM kernel functions. The most common SVM kernel functions are linear, polynomial, Quadratic, radial basis function (rbf) and multilayer perceptron kernel (mlp). Inquisitive readers can refer to [53] for more details on SVM classifier.
Chapter 5

Audio Classification and Event Detection Design Procedures

We have already briefly highlighted, in section 1.4, that the audio based CA technique is composed of three main components: audio/sound sensing/capturing, audio feature extraction and audio classification and detection. In this chapter, we explore the design procedures of each of these components in a more detail. In practice, the captured audio signal has to go through a pre-processing stage before the feature extraction process could be performed. Similarly, the output of the classifier are post-processed in order to cancel out isolated errors or merge successive segment that have yielded identical class labels. Thus, we will also look into the pre-processing and post-processing methods that have been employed during the design procedures of the ESR system. Figure 5.1 shows the block diagram of the pre-processing and feature extraction stages.

5.1 Audio Capturing

The audio signal is captured using the built-in mobile’s microphone (which is, in fact, not high quality compared to high-end stand-alone audio recording devices). The first step in processing audio signal is to convert the analog representation (first air pressure, and then analog electric signals in a microphone) into a digital signal $x(n)$, where $n$ is an index over time. Analysis of the audio spectrum shows that nearly all energy resides in
the lower frequency band ranges (between DC and 4 kHz, and beyond 10 kHz there is virtually no energy).

The audio signals we use for offline audio classification have the following characteristics:

- The sampling rate employed is equal to 16kHz. High sampling rate may improve recognition accuracy, but leads to more computation.
- Each sample is represented using 16-bits, signed.
- Mono-channel
- Uncompressed PCM (.wav)-raw audio
- The analysis window (mid-term window) size (duration) is set to 2 sec, (i.e., 32000 samples) with 50% overlap. The duration of frame (short-term window) is set to 50 ms with 50% overlapping (i.e., 800 samples per frame). The mid-term and short-term (frame) windows are explained in section 5.3.3.
5.2 Pre-processing

The pre-processing stage is comprised of audio input normalization, pre-emphasis, framing and windowing steps.

5.2.1 Normalization

The extracted pulse code modulated (PCM) values of amplitude is normalized, to avoid amplitude variation during capturing. This normalization step makes the technique to be robust to loudness variations. Equation 5.5 is used for normalizing the raw input audio signal.

5.2.2 Pre-emphasis

Usually sound signal is pre-emphasized before any further processing. In most cases, if we look at the spectrum of audio segment signals, there is more energy at lower frequencies than the higher frequencies. However, the human hearing system is more sensitive above the 1-kHz region of the spectrum [54]. The pre-emphasis filter amplifies this area of the spectrum. Boosting the high frequency energy makes information from these higher frequency components more available to the acoustic modeling algorithm and improves sound detection. The pre-emphasis filter is a first-order high-pass filter. In the time domain, with input $x(n)$ and $0.9 \leq \alpha \leq 1.0$, the filter equation is given by:

$$y(n) = x(n) - \alpha \cdot x(n - 1)$$  \hspace{1cm} (5.1)

We used $\alpha = 0.95$. Figure 5.2 and Figure 5.3 show a sample audio signal before and after pre-emphasis, respectively.

5.2.3 Framing

We have already seen, in chapter 2, that audio signal is a non-stationary signal, meaning that its statistical properties are not constant across time. Thus, we need to extract audio features from a small window of audio signal (frame) for which we can make the (rough) assumption that the signal is stationary. The process of splitting audio signal
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5.2.4 Windowing

Frames should be windowed before Fourier transform operations are applied. The windowing step is used to avoid the discontinuities caused by the sharp corners of the frames. In this thesis we used Hamming window function for windowing.

The windowing of audio frame takes place by multiplying the value of the frame signal at time \( n \), \( S_{frame}[n] \), with the value of the window at time \( n \), \( S_w[n] \):

\[
Y[n] = S_{frame}[n] \times S_w[n]
\] (5.2)
Figure 5.4: Framing/splitting process with fixed size sliding window

Figure 5.5 shows the windowing process of framed audio signal with hamming widow function.

Figure 5.5: Windowing process using Hamming window function

In practice, the audio signal splitting (framing) and windowing processes can be performed in one step by multiplying the input audio signal with a sliding window, which can be rectangular window or Hamming window, avoiding unnecessary redundant computations.
5.3 Feature Extraction

Feature extraction is an important audio analysis stage. It is used to extract a set of features that can provide a representative characteristics of the frame. The goal is to form feature vector for each frame that can serve as an input to the classifier. Feature extraction can also be viewed as data rate reduction procedure because we want our analysis algorithm to be based on relatively small number of features, i.e., feature vectors. The audio features that have been used in our implementation are introduced in chapter 3.

Two types of features are extracted in the feature extraction stage: Temporal features and spectral features. As shown in Figure 5.1, the temporal features are computed after the windowing process while extraction of spectral features requires further step, Discrete Fourier transform (DFT) operation. We used Fast Fourier Transform or in short FFT algorithm for computing the DFT. The extracted temporal features include zero-crossing rate (ZCR), short-time energy (STE), energy entropy (EE), root-mean square (RMS) and auto-correlation (AC) and the spectral features are spectral rolloff point (SRP), spectral Spread (SS), spectral flux (SF), spectral entropy (SE), spectral centroid (SC) and mel-frequency cepstrum coefficients (MFCCs).

5.3.1 Feature Normalization

Features with large values may have a larger influence in the cost function than features with small values (e.g. Euclidean distance). The feature normalization applied so that all feature types can contribute equally and avoid bias during the classification. Especially, the normalization step is important if the classifier uses Euclidean distance metric which is true in the case of the k-NN. Therefore, it is important to normalize the audio features before feeding to the classifiers.

Equation 5.5 has been used to normalize a features. For \( N \) available data points of the \( d^{th} \) feature \( (d = 1, 2, ..., D) \):
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\[ \text{Mean: } m_d = \frac{1}{N} \sum_{n=1}^{N} x_{nd} \]  
(5.3)

\[ \text{Variance: } \sigma_d = \frac{1}{N-1} \sum_{n=1}^{N} (x_{nd} - m_d)^2 \]  
(5.4)

\[ \text{Normalized Feature: } x_{nd} = \frac{x_{nd} - m_d}{\sigma_d} \]  
(5.5)

5.3.2 Composition of Feature Vectors

A total of 24 feature coefficients are computed for each frame: ZCR(1), STE(1), EE(1), RMS(1), AC(2), SRP(1), SS(1), SF(1), SE(1), SC(1) and MFCCs(13) (Note that the integer numbers inside the brackets indicate the number of coefficients for each feature type). That is, each frame is processed separately which results in one feature vector per frame. We call such features intra-frame features because they operate on independent frames.

We compute a single (average) value per frame for ZCR, RMS, STE, TC, SRP, SE,SC and SS where as the computation of AC produces two values per frame: fundamental period and maximum auto-correlation value. We used 23 Mel-scaled triangular filters for computing MFCCs. The first 13 MFCCs are selected because the higher order MFCCs carry less discriminative information and, therefore, are often ignored. Moreover, the very first MFCC coefficient is the sum of all the log-energies computed at the previous step - so it is an overall measure of signal loudness and is not very informative as to the actual spectral content of the signal. Thus, it is often discarded for audio recognition applications where the system has to be robust to loudness variations.

5.3.3 Short-Term and Mid-Term Processing

Short-term Feature extraction

As explained above, The audio signal is first divided into short-term frames and audio features are extracted from each of the frames. This process of extracting set of features from each frame can be called short-term feature extraction. i.e., the short-term feature
extraction generates a sequence, \( \mathbf{F} \), of feature vectors per audio frame. The dimensionality of the feature vector depends on the nature of the adopted features. In our case, the dimension of the (short-term) feature vector is 24. The extracted sequence of feature vectors can then be used for subsequent processing/analysis of the audio data, e.g., in mid-term feature extraction as we will see next.

**Mid-Term Feature Extraction**

Another common technique is the processing of the feature sequences on a mid-term basis. According to this type of processing, the sequence of feature vectors which have been extracted during the short-term processing are combined and used for computing mid-term features using statistics such as mean, standard deviation (std), maximum, minimum, etc. In other words, the function that computes mid-term features takes as input short-term feature sequences, computes the feature statistics (in our case, mean and standard deviation) and then returns a feature vector that contains the resulting feature statistics. For example, considering the 24 feature sequences that have been already computed based on a short-term basis and the two mid-term statistics that have been calculated per frame (i.e., mean value and standard deviation), the output of the mid-term extraction process is a 48-dimensional mid-term feature vector. The structure of the resulting mid-term feature vector is the following: elements 1 and 25 correspond to the mean and standard deviation of the first short-term feature sequence, elements 2 and 26 correspond to the mean and standard deviation of the second audio short-term sequence, and so on.

During mid-term processing, we assumed that the mid-term segment exhibits homogeneous behavior with respect to audio type and, therefore, it makes sense to proceed with the extraction of statistics on the mid-term basis. In practice, the duration of mid-term windows \(^1\) typically lies in the range 1-10 s, depending on the application domain [39]. For this thesis, we used mid-term window (analysis window) duration of 2 secs with 50% overlapping.

\(^1\)In the literature, mid-term windows/segments are sometimes referred to as “texture” or “analysis” windows.
5.4 Audio Classification and Detection

Initially, we implemented a simulation for three of the classification algorithms (k-NN, GMM, SVM) using MatLab and compared their performance in terms of recognition accuracy and computational speed. The purpose of this initial simulation is to compare the performance of different audio features and classifiers in order to select the best method. The MatLab simulation and comparison results are provided in chapter 6. Mobile app is then developed using feature extraction techniques and classifier algorithm with the best performance algorithms and parameters/techniques. The implementation of the mobile app is provided in chapter 7. Figure 5.6 provides the classifier’s implementation block diagram.

![Classifier Implementation Diagram](image)

**Figure 5.6: Classifier Implementation**

During the training phase, feature vectors that have been extracted from the training data set are used for training the classifier and generating class models. The generated class models are stored in a memory and they are retrieved during the testing (classification) phase for matching with test feature vector. During the testing phase, feature vectors that have been extracted from the test data set are matched with class models and their audio type (class type) is determined.
5.5 Post-processing

As it was explained before, the audio classification process first splits the input audio stream into a fixed-sized segments and classify each segment separately to a predefined set of audio classes. The post-processing step is used merge successive segments of the same audio type and remove some classification errors. In the literature, there are two techniques of merging the individual classification results.

- **Naive merging**- the key idea is that if successive segments share the the same class label, then they can be merged together to form a single segment. Figure 5.7 demonstrates how the post-processing using naive merging is performed. The example given in the figure uses three class labels (i.e., three sound types): W, D and P which stand for sounds of “Walking”, “Door opening/closing” and “Printer printing”, respectively. Each subsequence whose element exhibit the same class label merge together forming a single class label.

- **Probability smoothing techniques**- if the adopted classification technique has a soft output, i.e., estimate of the classification probability instead of hard classification, then it is possible to apply more sophisticated smoothing techniques on the sequence that has been generated during the classification stage. Viterbi algorithm [55] is the most common probability smoothing technique. However, this technique can not be straightforwardly used with classification methods that produce hard classification (deterministic) outputs such as \(k\)-NN and SVM.

5.6 Audio Features Dimension Reduction

Before we conclude this chapter, it is important to introduce one important step that has been employed to select the optimal audio feature sets (types) from the original audio feature sets. The feature dimensionality reduction was used to further improve the classification accuracy and reduce the computational time of the \(k\)-NN classifier as further discussed in section 6.5.

In many real-world applications, numerous features are used in an attempt to ensure accurate classification. If all those features are used to build up classifiers, then they
operate in high dimensions, and the learning process becomes computationally and analytically complicated, resulting often in the drastic rise of classification error. There are two main reasons why feature selection and dimension reductions might be an important step to be undertaken before a certain machine learning technique. The first issue is related to the so-called “curse of dimensionality” and the necessity for dimensionality reduction. The second issue is related to the potentially poor representation of the problem in terms of some irrelevant or indirectly relevant features and the corresponding necessity to improve the representation [56].

Hence, there is a need to reduce the dimensionality of the feature space before classification. According to the adopted strategy dimensionality reduction techniques are divided into feature selection and feature transformation (also called feature discovery). The key difference between feature selection and feature transformation is that during the first process a subset of original features only is selected while the second approach is based on the generation of completely new features [57]. Examples of feature transformation includes principal component analysis (PCA) and Linear discriminant analysis.
(LDA). Compared to feature selection, feature transformation are more computationally complex. Therefore, many researchers used the feature selection techniques.

For example, Parkka, et al. [58] used simple visual and statistical analysis to assess the distribution of a given feature for different activities. Features which changed markedly between activities and showed little overlap were selected for subsequent analysis. In their study of six daily activities, Maurer, et al. [59] used correlation-based feature selection. With this approach optimal features are defined as those which exhibit high within-class but low between-class correlations. Another method for feature selection is a forward–backward search in which features are sequentially added and removed from a larger set. Optimal features are identified depending on the resulting classification accuracies for each feature subset. This approach was used by Pirttikangas et al. [60] to identify the best sensors/features for the classification of 17 different activities.

In our experiment, we used the sequential forward search feature selection method to obtain optimal feature sets due to its simplicity.

5.6.1 Sequential Forward Search (SFS)

The SFS feature selection method is particularly suitable for finding a few “golden” features. The following steps are used to find the optimal number and types of audio features:

1. Compute criterion value (the classification accuracy, in our case) for all individual feature types (i.e., ZCR, STE,RMS, TC,... ). Then select the audio feature that produced the best value (the feature that provided the highest recognition accuracy).

2. Form all possible two-dimensional feature vectors that contain the winner from the previous step. Calculate the criterion (recognition accuracy) for each feature vector and select the best one (with the highest accuracy).

3. Continue adding features one at time, taking always the one that results in the largest value of the criterion (i.e., highest recognition accuracy).
4. Stop when the desired feature vector dimension $M$ is reached or other stopping criteria is reached (e.g., if the recognition accuracy is not increasing anymore or starts to decrease)

However, SFS is a suboptimal search procedure, since nobody can guarantee that the optimal $r-1$ dimensional vector has to originate from the optimal $r$ dimensional one. In addition, the search can be computationally expensive if the feature dimension is very large.
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Off-line Audio Classification and Event Detection

Unlike speech and music recognition, the research on environmental sound recognition (ESR) is not yet well matured. It is still at its infant stage which makes it difficult to obtain standard procedures and well organized information to determine the best audio feature extraction techniques and classification algorithms, based solely on the literature study. As a result, it is imperative to make further experimental test and simulations in order to be able to determine the best techniques. Off-line test/simulation is performed using MatLab in order to compare and evaluate the performance of different audio feature extraction and audio classification techniques and then select the best one. The performance comparison of the techniques is performed based on their recognition accuracy and computational complexity (speed).

This chapter provides analysis and MatLab simulation results of the performance of various audio classifiers and features. The first section introduces the dataset used in the simulations. In the subsequent sections, the performance of each of the three popular classifiers, k-NN, SVM and GMM, is evaluated and compared (in terms of recognition accuracy and computation time), based upon which the best classification algorithm is selected. The selected classification algorithm is then tested with different combinations of set of audio features and parameters in order to further improve its performance.
6.1 Simulation Setup

Even though there are numerous studies for speech and music recognition, very limited numbers of studies have been done on environmental sound domain till now. Due to this reason, there is no well know standard datasets like TIMIT [61], which is a standardized utterance dataset for speech recognition performance experiments. Each researcher who studies on environmental domain sound recognition uses a different dataset which have different structures, sound type and quality. As a result, for our experiment we collected and recorded environmental sounds of our own to be used as a dataset.

6.1.1 Datasets

The sound recording was conducted in the University of Twente office corridors during normal working hours (with some possibility of background noises). Unlike in other previous works which uses high quality stand alone microphones, we used the Smartphone’s (Samsung Galaxy S-III) internal microphone for recording the sounds with a sampling rate of 16000 Hz, mono-channel, 16-bit per sample.

In order to investigate the effect of dataset size on classification performance, we used two types of datasets in our simulations. The first dataset contains a small total number of data samples (144 data samples), referred to as Small Dataset, whereas the second dataset contains large total number of data samples (317 data samples), referred to as Big Dataset. Both datasets contain 6 types of audio context (class) or sound activities: walking, elevator, coffee machine, water tape, door opening/closing and silence. All the sound files (6 sound files corresponding to each of the 6 sound classes) were collected as uncompressed wav file with varying time durations. Using analysis window (mid-term window) of 2 secs with 50% overlap, the number of mid-term segments, which represent the number of data samples, is computed using equation 2.3.

The Small Dataset and Big Dataset are provided in Table 6.1 and Table 6.2, respectively.
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<table>
<thead>
<tr>
<th>Audio Classes</th>
<th>No. of mid-term segments (samples)</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffeeMachine</td>
<td>28</td>
<td>Sound produced by coffee machine brewing</td>
</tr>
<tr>
<td>doorOpen/Close</td>
<td>26</td>
<td>Produced by door opening or closing</td>
</tr>
<tr>
<td>elevator</td>
<td>14</td>
<td>Sound of elevator</td>
</tr>
<tr>
<td>silence</td>
<td>21</td>
<td>No activities</td>
</tr>
<tr>
<td>walking</td>
<td>36</td>
<td>Sound produced when someone is walking</td>
</tr>
<tr>
<td>waterTape</td>
<td>19</td>
<td>Sound of water tape (pipe) recorded while a person/user is washing hands</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>144</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Small Dataset

<table>
<thead>
<tr>
<th>Audio Classes</th>
<th>No. of mid-term segments (samples)</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffeeMachine</td>
<td>59</td>
<td>Sound produced by coffee machine brewing</td>
</tr>
<tr>
<td>doorOpen/Close</td>
<td>53</td>
<td>Produced by door opening or closing</td>
</tr>
<tr>
<td>elevator</td>
<td>40</td>
<td>Sound of elevator</td>
</tr>
<tr>
<td>silence</td>
<td>61</td>
<td>No activities</td>
</tr>
<tr>
<td>walking</td>
<td>51</td>
<td>Sound produced when someone is walking</td>
</tr>
<tr>
<td>waterTape</td>
<td>53</td>
<td>Sound of water tape (pipe) recorded while a person/user is washing hands</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>317</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Big Dataset

6.2 Performance Evaluation Metrics and Methods of Audio Classifiers

A number of criteria can be used for evaluating and comparing the performance and efficiency of the classifiers. In this thesis, we compare them based on recognition accuracy and computational complexity (or computational speed). Before we present the performance results, we first describe measures that we used to quantify the performance of the classifiers.
6.2.1 Performance Measures

- **Overall accuracy, (Acc)** - Overall accuracy of a classifier is defined as the fraction of samples of the dataset that have been correctly classified. The overall accuracy (Acc) can be computed by dividing the number of correctly classified samples by the total number of samples in the dataset.

\[
Acc = \frac{T_{\text{correctClassification}}}{T_{\text{dataset}}} \tag{6.1}
\]

where \(T_{\text{correctClassification}}\) is total number of correctly classified datasets and \(T_{\text{dataset}}\) is total number of datasets. Obviously, the quantity \(1 - Acc\) is the overall classification error.

- **Recall, (Re(i))** - Apart from the overall accuracy, which characterizes the classifier as a whole, there also exist two class-specific measures that describe how well the classification algorithm performs on each class. One of these measures is the class recall (Re(i)), which is defined as the proportion of data with true class label \(i\) that were correctly assigned to class \(i\).

\[
Re(i) = \frac{i_{\text{correctClassification}}}{i_{\text{dataset}}} \tag{6.2}
\]

where \(i_{\text{correctClassification}}\) is the number of datasets that have been correctly classified to class label \(i\) and \(i_{\text{dataset}}\) is the number of dataset that belong to class label \(i\).

- **Precision, (Pr(i))** - The second class specific performance measure is called class precision (Pr(i)), which is defined as the fraction of samples that were correctly classified to class \(i\) if we take into account the total number of samples that were classified to that class.

\[
Pr(i) = \frac{i_{\text{correctClassification}}}{i_{\text{totalClassification}}} \tag{6.3}
\]

where \(i_{\text{correctClassification}}\) is the number of datasets that have been correctly classified to class label \(i\) and \(i_{\text{totalClassification}}\) is the total number of datasets that have been classified to class label \(i\).

- **Harmonic mean of Recall and Precision (\(F_1(i)\))** - Finally, a widely used class specific performance measure that combines the values of precision and recall is the
Harmonic mean of Recall and Precision, also known as $F_1$ measure. It is computed as harmonic mean of the precision and recall values:

$$F_1(i) = \frac{2 \cdot Re(i) \cdot Pr(i)}{Pr(i) + Re(i)} \quad (6.4)$$

6.2.2 Validation Methods

The crucial stage in the life cycle of any classifier is the validation stage, during which the correctness of the classification results should be determined. The choice of the training and testing dataset is the most important factor in the validation stage. Our dataset consists of feature vectors and respective class labels. Therefore, an important question addressed during the validation stage is how our dataset should be partitioned to training and testing datasets. Once this decision is made, it is then possible to train the classifier on the training set and measure its performance on the testing dataset using any of the performance measures.

For the validation of results and to decide how to split the datasets, several cross-validation techniques have been proposed in the literature, including:

- **Hold-out validation (HO)**- Hold-out method partitions the dataset into two non-overlapping subsets: one for training and the other for testing. Commonly, one-third of the samples are used for testing and the rest for training. However, this method is sensitive to the choice of datasets. For example, important (representative) samples can be left out of the training set, leading to a less accurate classifier. On the other hand, if the number of testing samples is significantly reduced in order to increase the size of the training set, then our confidence in the derived performance measures is also likely to decease.

- **Repeated random sub-sampling validation (Repeated-hold-out) (RHO)**- A remedy for the weakness of the standard hold-out method is to repeat the method a number of $k$ times. At each iteration, the dataset is randomly split into two subset (random sub-sampling): training dataset and testing dataset. The classification performance is obtained by averaging the result of each hold-out iterations. Due to the random nature of the splitting process, it is still possible that some samples
may never be participate in the training (or testing) dataset, however, compared to the standard hold-out method the risk of over-fitting is reduced.

- **Leave-one-out (LOO)** - In the leave one out method all the samples, apart from one, are used for training the classifier. The remaining (one) sample is then used in the testing stage. This process is iterated a number of times (until all the dataset are covered) each time by reserving a sample for testing. The classifier performance is computed by averaging the results obtained from each of the iterations. LOO is used usually when there are small number of data samples available.

In our simulations, we tested both the repeated random sub-sampling validation (RHO) and leave-one-out cross validation (LOO) methods. In the case of RHO validation method, one-third of the total dataset is randomly selected and used for testing and the rest are used for training at every iteration. The maximum number of iterations is set to 20. Therefore, the overall recognition performance is computed by averaging the results obtained from each iterations (20 iterations). However, after repeated simulations, we observed that the result of each repeated (RHO based) simulation is not consistent and slightly varies from one simulation result to another. This slight variation happens due to random selection of the training data and testing data. On the other hand, the simulation result obtained using the LOO validation method is more stable (consistent) for each simulation test (trial) and, thus, more reliable. Consequently, we use the LOO based simulation results for comparison and evaluation purposes.

The recognition accuracy of each of the classifiers is presented in a *Confusion Matrix*. The rows and columns of the *Confusion Matrices* refer to the true (ground truth) and predicted class labels of the dataset, respectively.

Matlab profiler is used in order to measure the computational speed of the classifiers. We used a machine (laptop) with Intel Core i3 CPU and processor speed of 2.27 GHz for testing the performance of the algorithms.
6.3 Performance Evaluation Results

6.3.1 Performance of k-NN Classifier

Recognition Accuracy

The $k$-NN classifier has only one parameter to be adjusted, i.e., $k$ value. In order to assess the effect of dataset size on the classification performance, the $k$-NN classifier is applied on both datasets (i.e., Small Dataset and Big Dataset). We used LOO for cross-validation and analysis widow of 2 secs (with 50% overlap). In the simulation, the entire feature set, which has been composed in section 5.3.2, has been used as our feature vector.

Figure 6.1 presents the overall classification accuracy for different values of $k$. The maximum overall accuracy is obtained for value of $k$ equal to 2 in both datasets.

Table 6.3 and Table 6.4, respectively, present the confusion matrices of the $k$-NN classifier on the Small Dataset and Big Dataset using LOO validation method. The confusion matrices have been computed using the best value of $k$ (in our case, $k=2$), for which the overall accuracy is maximum. Each element of the confusion matrices represents the recall values for each class.

![Figure 6.1: $k$-NN Performance vs $k$ values](image-url)
### Confusion Matrix

<table>
<thead>
<tr>
<th>True</th>
<th>coffee</th>
<th>door</th>
<th>elevator</th>
<th>silence</th>
<th>walk</th>
<th>waterTape</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffee</td>
<td>92.9</td>
<td>7.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>door</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>elevator</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>silence</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>walk</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>waterTape</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

#### Performance Measures (per class)

<table>
<thead>
<tr>
<th></th>
<th>coffee</th>
<th>door</th>
<th>elevator</th>
<th>silence</th>
<th>walk</th>
<th>waterTape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision:</td>
<td>100.0</td>
<td>93.3</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Recall:</td>
<td>92.9</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>F1:</td>
<td>96.3</td>
<td>96.6</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 6.3: Confusion Matrix for Small Dataset.
Overall accuracy: 98.8, Average Precision: 98.9, Average Recall: 98.8, Average F1 measure: 98.8

### Confusion Matrix

<table>
<thead>
<tr>
<th>True</th>
<th>coffee</th>
<th>door</th>
<th>elevator</th>
<th>silence</th>
<th>walk</th>
<th>waterTape</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffee</td>
<td>96.6</td>
<td>3.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>door</td>
<td>0.0</td>
<td>94.3</td>
<td>0.0</td>
<td>0.0</td>
<td>5.7</td>
<td>0.0</td>
</tr>
<tr>
<td>elevator</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>silence</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>walk</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>waterTape</td>
<td>0.0</td>
<td>0.0</td>
<td>1.9</td>
<td>0.0</td>
<td>1.9</td>
<td>96.2</td>
</tr>
</tbody>
</table>

#### Performance Measures (per class)

<table>
<thead>
<tr>
<th></th>
<th>coffee</th>
<th>door</th>
<th>elevator</th>
<th>silence</th>
<th>walk</th>
<th>waterTape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision:</td>
<td>100.0</td>
<td>96.5</td>
<td>98.1</td>
<td>100.0</td>
<td>93.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Recall:</td>
<td>96.6</td>
<td>94.3</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>96.2</td>
</tr>
<tr>
<td>F1:</td>
<td>98.3</td>
<td>95.4</td>
<td>99.1</td>
<td>100.0</td>
<td>96.4</td>
<td>98.1</td>
</tr>
</tbody>
</table>

Table 6.4: k-NN: Confusion Matrix for Large Dataset
Overall accuracy: 97.9, Average Precision: 97.9, Average Recall: 97.9, Average F1 measure: 97.9
The classification accuracy of $k$-NN on the 6-audio classes is pretty high. The overall recognition accuracy is equal to 98.8% and 97.9% for the Small Dataset and Big Dataset, respectively. The simulation result indicates that the overall accuracy for the Small Dataset is slightly higher than that of the Big Dataset. In the case of Small Dataset, coffee brewing machine scored the least class recall (92.9%). 7.1% of the coffee machine dataset are misclassified as door opening/closing.

Based on the simulation results we can conclude that increasing the dataset reduces (or do not improve) the recognition accuracy of the $k$-NN classifier. The $k$-NN classifier is vulnerable to noise. Using large dataset can introduce unnecessary redundancy (irrelevant features) and noise leading to reduced overall accuracy.

**Computational Speed**

The $k$-NN classifier is the simplest, yet quite powerfull classification algorithm. In addition, it does not have training stage, which makes it unique to the other classification algorithms.

The total execution time of the $k$-NN classifier is profiled with MatLab profiler. It is found out that the classifier requires, in average, 0.52 seconds to classify the Small Dataset and 1.47 seconds for the Big Dataset.

We conclude that using large dataset reduces the recognition accuracy and increases the computation time. Moreover, The Big Dataset requires more memory for storing the dataset.

### 6.3.2 Performance of SVM Classifier

The SVM is a sophisticated classification algorithm which has been employed in many applications. Next, we present the recognition accuracy and computational speed of the SVM classifier.

**Recognition Accuracy**

We used both datasets (i.e., Small Dataset and Big Dataset) for training and testing the SVM classifier, which uses One-Vs-All (OVA) strategy for multi-class classification.
Similar to the evaluation of \textit{k-NN} classifier, \textit{LOO} (Leave-One-Out) cross validation method has been used to compute the recognition performance with analysis widow of 2 secs and 50\% overlap. In the simulation, we used the entire feature set that has been composed in section 5.3.2 as our feature vector.

In the case of \textit{SVM} classifier, there are a number of parameters that need to be first set by the user: \textit{type of kernel} (e.g., linear, polynomial, radial basis function (rbf), quadratic, Multilayer Perceptron kernel (mlp) and quadratic), \textit{kernel properties} (parameters or values)(e.g., in the case of polynomial kernel, the order of the polynomial must be specified by the user) and \textit{constraint parameter}, \textit{C}. We investigated different types of kernel functions (linear, polynomial, radial basis function, quadratic and mlp) in this work and found out that the \textit{linear} kernel function to perform the best as shown in figure 6.2. Tables 6.5 and 6.6, respectively, present the confusion matrices of the SVM classification accuracy for the Small Dataset and Big Dataset using LOO cross-validation method. The results presented in the confusion matrices represents the class recall values and are obtained using the \textit{linear} kernel function, which has the best performance score.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.2.pdf}
\caption{SVM Performance for different kernel functions}
\end{figure}
### Leave-one-out, best kernel function=='linear'

<table>
<thead>
<tr>
<th>True \</th>
<th>coffee</th>
<th>doorOpen/Close</th>
<th>elevator</th>
<th>silence</th>
<th>walking</th>
<th>waterTape</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffeeMachine</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>doorOpen/Close</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>elevator</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>silence</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>walking</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>waterTape</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

#### Performance Measures (per class)

<table>
<thead>
<tr>
<th></th>
<th>coffee</th>
<th>door</th>
<th>elevator</th>
<th>silence</th>
<th>walk</th>
<th>waterTape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision:</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Recall:</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>F1:</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*Table 6.5: SVM performance Confusion Matrix (for Small Dataset).*

Overall accuracy: 100.0, Average Precision: 100.0, Average Recall: 100.0, Average F1 measure: 100.0

### Leave-one-out, best kernel function=='linear' (continued)

<table>
<thead>
<tr>
<th>True \</th>
<th>coffee</th>
<th>door</th>
<th>elevator</th>
<th>silence</th>
<th>walk</th>
<th>waterTape</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffee</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>door</td>
<td>0.0</td>
<td>94.3</td>
<td>0.0</td>
<td>0.0</td>
<td>1.9</td>
<td>3.8</td>
</tr>
<tr>
<td>elevator</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>silence</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>walk</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>waterTape</td>
<td>0.0</td>
<td>3.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>96.2</td>
</tr>
</tbody>
</table>

#### Performance Measures (per class)

<table>
<thead>
<tr>
<th></th>
<th>coffee</th>
<th>door</th>
<th>elevator</th>
<th>silence</th>
<th>walk</th>
<th>waterTape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision:</td>
<td>100.0</td>
<td>96.2</td>
<td>100.0</td>
<td>100.0</td>
<td>98.1</td>
<td>96.2</td>
</tr>
<tr>
<td>Recall:</td>
<td>100.0</td>
<td>94.3</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>96.2</td>
</tr>
<tr>
<td>F1:</td>
<td>100.0</td>
<td>95.2</td>
<td>100.0</td>
<td>100.0</td>
<td>99.1</td>
<td>96.2</td>
</tr>
</tbody>
</table>

*Table 6.6: SVM performance Confusion Matrix (for Big Dataset)*

Overall accuracy: 98.4, Average Precision: 98.4, Average Recall: 98.4, Average F1 measure: 98.4
The simulation result indicates that the overall recognition accuracy of the SVM classifier is slightly higher (100%) when applied on the Small Dataset than when applied on the Big Dataset (98.4%). This slight reduction is caused due to over-fitting.

**Computational Speed**

The computational time (speed) of the SVM classifier is measured using the MatLab profiler. The time required to train and then classify the Small Dataset and Big Dataset is, respectively, equal to 16.13 and 89.9 seconds, which is very high compared to that of the k-NN classifier. Though the SVM classifier provides the highest recognition accuracy, the required computation time is too expensive to be used in applications with real-time requirements. The high execution time also indicates that SVM classifier consumes more energy which makes it unsuitable to be used in energy constrained devices such as smartphones.

### 6.3.3 Performance of GMM Classifier

Unlike the k-NN and SVM which are deterministic classifiers, GMM classifier is a statistics (probability) based classifier. The common characteristics of probability based classifiers is that they provide better classification results when used in classification applications that has large size of dataset. However, the down side of these classifiers is that the high computational time required, in addition to the requirement of large dataset. Next, we look into the classification performance of the GMM classifier.

**Recognition Accuracy**

In the case of Gaussian mixture model (GMM), there is one parameter that need to be set by the user, i.e., the number of GMM components that give the best recognition accuracy has to be determined in advance by the user. In order to find the number of GMM components that give maximum recognition accuracy, we have performed a simulation by varying the number of GMM components. Figure 6.4 presents the recognition accuracy for different number of mixture components (k). Based on our simulation, the best number of mixture components is found to be equal to 1 (i.e., k=1) using the LOO cross validation method.
The GMM classifier is investigated using both types of datasets (the Small Dataset and the Big Dataset). It is first tested using the Small Dataset, presented in Table 6.1. However, GMM is found to perform quite poor with the Small Dataset as shown in Figure 6.3. The confusion matrix for the best number of mixture components, which is 1 in this case, is presented in Table 6.7. We can see all audio events are simply classified as coffee machine (to the first class) and the maximum overall accuracy is quite low which is only equal to 16.7%. In fact, classifying all the test data as belonging to only one class (the first class) shows that the classifier completely failed to model and recognize the test data. The 16.7% recognition accuracy is produced since the 16.7% of the test data originally belong to the first class. Therefore, the recognition accuracy in this case is actually zero.

On the other hand, when we increased the size of the dataset, we observed that the performance of the GMM classifier improving. Using the Big Dataset (of size 317 data samples), we obtained a comparable recognition performance to that of k-NN and SVM classifiers. The obtained maximum overall accuracy using the Big Dataset is equal to 90.0%. The corresponding confusion matrix is presented in Table 6.8, computed using LOO cross-validation methods.
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Results – repeated hold-out validation

Num of Components (k)
Performance

Results – leave-one-out validation

Num of Components (k)
Performance

Figure 6.3: GMM Performance for different number of gmm components, k (Low GMM performance for small datasets)

Leave-one-out (best value of gmm component, k=1)

<table>
<thead>
<tr>
<th>True (\downarrow)</th>
<th>coffee</th>
<th>door</th>
<th>elevator</th>
<th>silence</th>
<th>walk</th>
<th>waterTape</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffee</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>door</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>elevator</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>silence</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>walk</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>waterTape</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Performance Measures (per class)

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>f1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16.7</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>Recall</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>F1</td>
<td>28.6</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>

Table 6.7: Low GMM performance confusion matrix (LOO).
Overall accuracy: 16.7, Average Precision: NaN, Average Recall: 16.7, Average F1 measure: NaN
Figure 6.4: GMM Performance for different number of gmm components, k (High performance for large dataset)

<table>
<thead>
<tr>
<th>True ↓</th>
<th>coffee</th>
<th>door</th>
<th>elevator</th>
<th>silence</th>
<th>walk</th>
<th>water/\text{Tape}</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffee</td>
<td>94.9</td>
<td>5.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>door</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>elevator</td>
<td>22.5</td>
<td>7.5</td>
<td>70.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>silence</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>walk</td>
<td>3.9</td>
<td>13.7</td>
<td>0.0</td>
<td>0.0</td>
<td>82.4</td>
<td>0.0</td>
</tr>
<tr>
<td>water/\text{Tape}</td>
<td>7.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>92.5</td>
</tr>
</tbody>
</table>

Performance Measures (per class)

<table>
<thead>
<tr>
<th></th>
<th>Precision:</th>
<th>Recall:</th>
<th>F1:</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffee</td>
<td>73.6</td>
<td>94.9</td>
<td>82.9</td>
</tr>
<tr>
<td>door</td>
<td>79.2</td>
<td>100.0</td>
<td>88.4</td>
</tr>
<tr>
<td>elevator</td>
<td>100.0</td>
<td>70.0</td>
<td>82.4</td>
</tr>
<tr>
<td>silence</td>
<td>100.0</td>
<td>100.0</td>
<td>90.0</td>
</tr>
<tr>
<td>walk</td>
<td>100.0</td>
<td>82.4</td>
<td>90.3</td>
</tr>
<tr>
<td>water/\text{Tape}</td>
<td>100.0</td>
<td>100.0</td>
<td>96.1</td>
</tr>
</tbody>
</table>

Table 6.8: GMM-Confusion Matrix for Big Dataset
Overall accuracy: 90.0, Average Precision: 92.1, Average Recall: 90.0, Average F1 measure: 90.0

Computational Speed

We have already seen that the GMM classifier completely failed when used for classification of small size dataset (i.e., the Small Dataset). Therefore, it is not useful to discuss about the required computation time when the GMM is used with the Small Dataset. However, it makes sense to measure and compare the required computation
time of GMM when the larger size dataset (i.e., Big Dataset) is used (as the recognition accuracy is acceptable). The measured computation time for training the GMM and then classifying the Big Dataset is equal to 12 seconds, which is prohibitively high.

Based on the simulation results, we conclude that the GMM classifier has completely failed to model correctly the Small Dataset. Comparative performance was obtained only when the Big Dataset is used, which in turn result in a very expensive computation time. GMM is, thus, not preferable both because of its poor classification accuracy (especially with small dataset) and prohibitively very high computational time and memory requirement (especially with large dataset).

### 6.3.4 Comparison of Classifiers’ Performance

In this section, we compare the performance of the three classifiers based on their recognition accuracy and computational speed (simplicity).

Table 6.9 summarizes the overall performances of the classifiers. Based on the table, GMM is not totally acceptable to be used in classification problems with small dataset (such as in our case). It can only be used when there is large dataset available. However, the required computation time is so high that it is not suitable to be used in devices with limited computational and memory resources. Though SVM has very high (100%) recognition accuracy, the required execution time is high too. As a result, it is not preferred for real-time and energy contained implementations. The $k$-NN classifier provides high classification performance (98.8%, almost equal to that of the SVM) with less execution time. Therefore, the $k$-NN classifier is the best algorithm that can be used for implementations of classification applications in devices with limited resources (i.e., limited energy and memory) such as smartphones. One common property of k-NN and SVM is that both classifiers perform well with the smaller dataset (Small Dataset).
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<table>
<thead>
<tr>
<th>Classifier</th>
<th>Dataset</th>
<th>Overall Recognition Accuracy</th>
<th>Execution time (in secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-NN</td>
<td>Small Dataset</td>
<td>98.8%</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Big Dataset</td>
<td>97.9%</td>
<td>1.47</td>
</tr>
<tr>
<td>SVM</td>
<td>Small Dataset</td>
<td>100%</td>
<td>16.13</td>
</tr>
<tr>
<td></td>
<td>Big Dataset</td>
<td>98.4%</td>
<td>89.9</td>
</tr>
<tr>
<td>GMM</td>
<td>Small Dataset</td>
<td>16.7%</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Big Dataset</td>
<td>90.0%</td>
<td>12.8</td>
</tr>
</tbody>
</table>

Table 6.9: Summary of Classifiers’ Comparison: Small Dataset refers to the dataset in table 6.1 and Large Dataset to the dataset in table 6.2

So far we have been computing and comparing the recognition accuracy of the classifiers without looking the effects of other parameters such as audio features, class types, analysis window and overlap sizes. In fact, the classification (recognition) accuracy does not only depend on the type of classifier used. There are a number of other parameters that affect the recognition accuracy and the computation time as well. The major ones include type of audio feature, number and types of classes, number and size of feature vectors, and analysis window and overlap size. In the next sections, we investigate the effect of these parameters on the recognition accuracy of the k-NN classifier. The goal is to find the optimal parameters to further improve the recognition accuracy of k-NN before finally implementing on smartphone.

6.4 Parameter Selection

We conducted a series of additional simulations to examine the effect of parameters settings on the performance of the k-NN classifier. Only minor changes in performance were detected using different parameter settings, for example, varying the analysis window length and window overlap. The simulation result (confusion matrix) of the classification performance of k-NN using analysis window of 1 secs with 50% (0.5 secs) is provided in Table 6.10.

The confusion matrix in Table 6.10 presents the classification performance of k-NN when used to classify the Small Dataset. The simulation result shows that the overall accuracy of the k-NN is not affected by changing the size of analysis window and overlap. However, the computation time has now increased (to 1.2 secs) by a factor of 2 (twice) compared with that of 2 secs analysis window (with 50% or 1 secs overlap). Note that
reducing the analysis window (from 2secs to 1 secs) results in increased size of dataset which can lead to increased computation time.

<table>
<thead>
<tr>
<th></th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>coffee</td>
</tr>
<tr>
<td>coffee</td>
<td>96.4</td>
</tr>
<tr>
<td>door</td>
<td>0.0</td>
</tr>
<tr>
<td>elevator</td>
<td>0.0</td>
</tr>
<tr>
<td>silence</td>
<td>0.0</td>
</tr>
<tr>
<td>walk</td>
<td>0.0</td>
</tr>
<tr>
<td>waterTape</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Performance Measures (per class)

<table>
<thead>
<tr>
<th></th>
<th>Precision:</th>
<th>Recall:</th>
<th>F1:</th>
</tr>
</thead>
<tbody>
<tr>
<td>coffee</td>
<td>100.0</td>
<td>96.4</td>
<td>98.1</td>
</tr>
<tr>
<td>door</td>
<td>100.0</td>
<td>96.2</td>
<td>98.1</td>
</tr>
<tr>
<td>elevator</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>silence</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>walk</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 6.10: Overall accuracy: 98.8, Average Precision: 98.8, Average Recall: 98.8, Average F1 measure: 98.8

6.5 Feature Selection and Dimensionality reduction

We have seen in section 5.6 that the type of audio features used for the classification has a major impact on the classification performance and why care should be taken when selecting them. A good feature set should show little variation between sample features (subjects) of the same class but should vary considerably between samples belonging to different classes. Furthermore, it is important to minimize any redundancy between features as this can result in unnecessarily increased computational demands and, also, reduced accuracy with some classification methods. Therefore, the goal of feature selection is to select a subset of $M$ features from $D$ originally available feature set so that we reduce the dimensionality of the feature vector ($M < D$), which in turn reduces the computational time and improves the classification accuracy at the same time.

A number of different techniques, of varying complexity, have been used to select appropriate features for classification applications. In our work, we used the sequential
forward search (see section 5.6) feature selection method to obtain optimal feature sets. Initially, the recognition accuracy of each audio feature type was computed (using the k-NN classifier) in order to choose the best audio feature with highest accuracy. In the initial test, MFCC (mfcc) feature was found to perform the best with overall accuracy of 98.2%. This performance result was obtained using the first 13 mfcc coefficients. However, it is still important to find the optimal number of mfcc coefficients as well. To this end, the overall accuracy is improved (to 98.8%) when the number of first mfcc coefficients are reduced to 8.

Figure 6.5 presents the overall recognition accuracy of the audio features when used to classify the audio dataset in table 6.1 separately (individually). The result shows that the mfcc feature type (with the first 8 coeffs used) performs the best with an overall accuracy of 98.8% (which is quite high) whereas the energy entropy (ee) performs the least with an overall accuracy of 55.5%. Thus, the mfcc feature is the most important audio feature and we test it again by combining it with the other features. We repeat this until we get the optimal feature combinations following the sequential forward search procedures.

Thus, in the second iteration, it is found a feature set with combination of MFCCs and spectral entropy (SE) to produce the highest overall accuracy (99.4%). Finally, after the third iteration, a feature set which is composed of three feature types (MFCC+SE+SC) has resulted in overall accuracy of 100%, which is the highest. Therefore, the optimal feature set is determined and consists of MFCCs (with first 8 coeffs.), spectral entropy (SE) spectral centroid (SC). That is, our feature vector dimension is now reduced from 24 to 10 (8+1+1). This optimal feature set not only provide better overall recognition accuracy, but also provides reduced computational time when used with k-NN classifier.
6.6 Summary: on \textit{k-NN} Performance

After conducting a series of experiments (such as feature selection), it is finally possible to improve the overall accuracy of \textit{k-NN} classifier to 100\% (using reduced set of features) from 98.8\% (original overall accuracy (see subsection 6.3.1)).

Generally, the best choice of \textit{k} depends upon the data; generally, larger values of \textit{k} reduce the effect of noise on the classification, but make boundaries between classes less distinct. A good \textit{k} can be selected by various heuristic techniques.

The accuracy of the \textit{k-NN} algorithm can be severely degraded by the presence of noisy or irrelevant features, or if the feature scales are not consistent with their importance. In binary (two class) classification problems, it is helpful to choose \textit{k} to be an odd number as this avoids tied votes. In the case of multi class problem, other techniques can be used such as increasing or decreasing the value of \textit{k} until the tie is resolved.
Chapter 7

On-line Audio Classification and Recognition

Off-line audio processing can be used for applications where on-line audio recognition is not necessary. For instance, if we are interested in following the daily routine of human activities, the audio recorder can collect the data during a day; and it can then be uploaded to a server at the end of the day to be processed off-line for classification purposes. However, if one is interested in knowing the current context (user’s current location or activities), on-line audio recognition technique becomes important. Unlike the Off-line recognition, the on-line audio (context) recognition provides a real-time information such as what a user is currently doing or where his current location is. This chapter discuss Android (mobile) application development process which is used for on-line audio recognition.

Since k-NN provided the best performance in the off-line recognition tests described in Chapter 6, it is selected as audio classifier for the development of online audio recognition application. In addition, to develop the Android application, we used the following:

- The Small Dataset, presented in Table 6.1, – used as a training dataset.
- Analysis window of 2 secs.
- Sampling rate of 16 kHz, 16-bit per sample.
- The Optimal Feature Set, determined in Chapter 6 (Section 6.5), – used as feature vector.
Samsung Galaxy SII (with 1.2 GHz dual-core system on a chip (SoC) processor) has been used for developing and testing our application.

7.1 The On-line Audio Recognition Application

The online audio recognition technique has two components/phases (Fig. 7.1): off-line (training phase) and on-line (testing phase). Both the off-line training and on-line testing phases are performed on the smartphone.

- **Off-line** - The on-line audio recognition technique is first trained offline with previously collected data (i.e., the Small Dataset in our case). Data for off-line training must be labeled, i.e. we need to know which audio type (class) each analysis window belongs to.

  In this step, audio features (optimal audio features) from the training dataset are extracted and then stored on the smartphone’s SD card memory for later retrieval during the on-line testing phase.

- **On-line** - In the online phase of the process, the Android app uses the audio features already extracted and stored in the previous step to match and detect new (unknown) audio events recorded in real-time from the microphone of the smartphone. The on-line process involves recording unknown audio signal, extracting audio features for the unknown audio signals, matching the extracted audio features with the audio features of the training dataset and finally displaying the recognition result to the user.
The phone records stream of raw audio data continuously (at 16 kHz sampling rate) and stores it into buffer. The contents of the buffer are read at a fixed time interval (2 secs) for processing (feature extraction and classification). The stream is segmented into short-term windows (of duration 0.05 secs with 50% overlap). Audio features are first computed for each short-term window and then averaged over the mid-term window (of duration 2 secs). For this work, we compute the three audio feature types, MFCCs (first 8 coeffs), SE and SC, which have been already tested to be the optimal feature set when used with k-NN classifier.

The graphical user interface (GUI) of the audio recognition application is illustrated in Figure 7.2. The main application user interface contains two buttons: Start Listening to Audio and Start Generating Model buttons. The Start Generating Model button (when clicked) is used to extract audio features from the training dataset and to store them. The Start Listening to Audio is used to record unknown audio events and to display the recognition results in real-time to the user. In other words, the Start Generating Model is used during the off-line training phase whereas the Start Listening to Audio is used...
during the on-line audio recognition phase.

7.2 Performance of On-line Audio Recognition

7.2.1 Computational speed

In order to measure the computational speed of the application, we used Android SDK tool, called Traceview [62]. Traceview is a Dalvik profiler which measures how much time the application spends calling methods. The tool provides the execution time.
measurement in terms of both CPU time \(^1\) and response (real) time \(^2\), also called wall clock time. It can also show each threads execution and calls in chronological order.

During the off-line training (when the *Start Generating Model* button is pressed), the main activity (application) runs a thread that reads the training dataset and extracts the audio features. Finally, it stores the audio features in a file on the SD card memory. Based on the profiling results, the off-line training (i.e., reading and feature extraction of the training dataset) in average takes about 4 secs (real time or response time).

On the other hand, the recognition time of the on-line audio recognition technique is, in average, equal to 2 secs (response time). We define the recognition time as the time the on-line audio recognition technique needs to process and determine the audio type for one audio segment whose duration is equal to the analysis window (i.e., 2 secs). In short, the recognition time is the time required for activity recognition of one analysis window.

The feature extraction step takes 57.7% of the recognition time of which 55.2% is taken by the MFCCs feature extraction step. One interesting result is that even though the actual classification step uses only 1.5% of the recognition time, it takes 20.1% of the recognition time in order to read and load the audio features of the training data from the SD card during the classification stage. The recording and preprocessing stage account for a small percentage of the recognition time.

The result of the *Traceview* proves that the application can continuously recognize audio events (every 2 secs) in real-time. Fig. 7.3 shows the profiling result of the *Traceview* for the on-line audio recognition phase. The figure shows the profiling result for a duration of 2 secs.

As shown in the figure, the execution time log is displayed in two panels:

- **Time line panel** - describes when each thread and method starts and stops. In the time line panel, each thread’s execution is shown in its own row, with time increasing to the right. The width of the bars corresponds to the CPU time a function/thread takes. Each method is shown in another color (colors are reused

\(^1\) CPU time is the actual time the process uses the CPU (For example, this would not include waiting on input/output operations).

\(^2\) Response time is the total time spent from the start of a process to the end of process. It includes waiting time for other process to execute; for example, time spent doing input/output operations
in a round-robin fashion starting with the methods that have the most inclusive time).

- **Profile panel** - provides a summary of what happens inside a method, i.e., a summary of entire period spent by a method. The profile panel shows both the inclusive and exclusive times as well as the percentage of the total time (in terms of both CPU time and real/response time). Exclusive time is the time spent in the method. Inclusive time is the time spent in the method plus the time spent in any called functions.
7.2.2 Recognition accuracy

In order to test the recognition performance of the on-line audio recognition technique, we use a file of 82 secs duration that contains a continuous audio signal consisting
all audio types (i.e., walking, silence, elevator, door and coffee machine). This pre-recorded continuous audio file is played while at the same time smartphone’s on-line audio recognition application is running. The recognition result is displayed in Fig. 7.4. The figure provides comparison of the on-line and off-line test results with that of the ground truth (real audio types) which has been labeled manually. The numbers in the figure indicate the time of (in secs) start and end of audio segment after merging similar consecutive audio types (events). It is assumed that the minimum duration of a single audio event is 2 secs (equal to the duration of the analysis window).

In 82 secs audio signal, we have in total 41 audio recognition events (mid-term frames). The on-line audio recognition technique misclassified 10 out of the 41 audio recognition events (mid-term frames). Thus, the recognition performance of the on-line audio recognition application is 75.6%.
The figure shows that the result of the off-line audio recognition technique (performed using matlab simulation) is very similar to the ground truth except for a very short time period. On the other hand the result of on-line audio recognition technique has more number of misclassified segments. There are a number of reasons for the lower recognition performance of the on-line audio recognition:

- The first reason is sound overlapping at transition boundaries. As shown in Fig. 7.4, the rate of misclassification is higher during the transition from one type
of sound event to the next type. At the transition boundaries, there is higher chance of audio overlapping. This means that the analysis window is more likely to have mixture (combination) of more than one audio event type, which results in misclassification.

- Another reason for the lower recognition performance of the online audio recognition is noise interference. The on-line audio recognition is more susceptible to noise interference during testing (on-line testing). That is, during testing the microphone can pick up unwanted nearby audio events leading to noise interference which in turn impacts the classification performance.

- During the off-line audio recognition, we first collect audio data and apply classification algorithms (offline) on the collected data, using a large part of the collected data for training. It is clear that the larger the amount of overlap between the training data and the testing data, the better recognition results will be achieved. Off-line processing exploits this advantage resulting in better recognition accuracy. However, it is problematic to use overlapping between successive analysis windows in the case of on-line audio recognition technique.

- Moreover, on-line audio recognition uses the naive merging while the off-line uses the probability smoothing post-processing technique. During off-line recognition, it is easier to use more advanced post-processing techniques such as probability smoothing techniques (section 5.5). Unlike the naive merging technique which simply merges similar successive classification results, the probability smoothing technique is so powerful that it can also filter out classification errors.

### 7.2.3 Memory usage

Random-access memory (RAM) is a valuable resource in any software development environment, but it is even more valuable on a mobile operating system where physical memory is often constrained.

Android’s Dalvik virtual machine performs routine garbage collection in order to reclaim memory from unused objects of the app. The default maximum heap size allowed per

---

3 We consider supervised learning methods thus the models require labeled training data to learn the model parameters.
application, in Samsung Galaxy SII, is 64 MB. An application that requires a heap size larger than the maximum heap size allowed throwsOutOfMemoryError. In order to fit everything it needs in RAM, Android tries to share RAM pages across processes/apps. Due to the extensive use of shared memory, determining how much memory an app is using requires care.

There are different techniques for analyzing the memory usage of an Android app. TheHeap View (in Eclipse) shows some basic statistics about an app’s heap memory usage. The measurements show that the on-line audio recognition (tested during on-line testing) a memory heap size of 10 MB (in average) is allocated. The total number of objects (alive) is approximately 51,699 out of which about 20,000 have a size of 32 bytes each. Fig. 7.5 provides the result of the Heap View. As we can see from the figure, most of the objects have small size which is good in terms of memory usage. Larger objects lead to a larger heap size which cause for the Garbage Collector to run more often resulting in larger pause and longer execution time.

\[\text{Figure 7.5: On-line: Heap Memory Usage}\]
We use the `adb shell dumpsys meminfo` command in order to view the overall memory allocation of the on-line audio recognition application. The output of the command is presented in Fig. 7.6 and lists all of the app’s memory allocations, measured in kilobytes.

![Figure 7.6: On-line Audio Classification & Recognition](image)

In the figure above Pss stands for Proportional Set Size. It refers to the measurement of the app’s RAM use that takes into account sharing pages across processes. Private (Clean and Dirty) RAM, on the other hand, refers to the memory that is being used by only the app’s process. This is the bulk of the RAM that the system can reclaim when the app’s process is destroyed. Generally, the most important portion of this is “private dirty” RAM, which is the most expensive because it is used only by the app’s process and its contents exist only in RAM so cannot be paged to storage (because Android does not use swap).

The overall memory used by the app is, thus, approximately, equal to 7395 KB out of which 6636 KB is private dirty, which is not shared with other processes.

Note that the above outputs may vary across different platforms. In our test we used the Samsung Galaxy SII smartphone.
Chapter 8

Conclusion and Future Works

Environmental sounds/audios can provide many valuable cues for context-aware computing applications. From the audio signals we can infer type of activity and its context (e.g., its environment or location). This thesis provides the design and development of an application for correctly detecting and recognizing user activities and environmental context using audio signals on mobile phones. We compared performance of different audio classifiers (k-NN, SVM and GMM) and audio features based on their recognition accuracy and computational speed in order to choose a suitable (optimal) technique for implementing the application on mobile phones. We found out that the k-NN classifier provides high recognition accuracy with much less execution time. Moreover, we evaluated the performance of different types of audio features (both temporal and spectral) in order to select optimal feature set (optimal feature vector) for the audio classifier. As a result, feature set composed of Mel-frequency cepstral coefficients (MFCCs), spectral entropy (SE) and spectral centroid (SC) proved to provide the highest performance (when used with k-NN classifier) and, thus, chosen as optimal feature set. The test is performed off-line using MatLab simulations.

The on-line audio recognition application, which is implemented as an Android app, uses k-NN as audio classifier and the selected optimal feature set as audio feature vector. The application provides continuous real time classification results (every 2 seconds) by analyzing environmental sounds sampled from smartphone’s microphone.

This work has investigated and proved the implementation feasibility of environmental audio based context recognition applications on mobile phones. However, there are still
a number of challenges that need to be addressed in the future. The performance and capabilities of the audio event recognition application can further be improved, in the future, by introducing a number of additional features and capabilities listed below:

- Adding audio segmentation and noise reduction component is important in order to further increase the recognition accuracy. Currently, the application performs poorly when there is audio overlapping (more than one sound event occur simultaneously) and background noise. Thus, introducing noise reduction and audio segmentation techniques at the pre-processing stage can improve the recognition accuracy (though at a cost of some computational time and complexities).

- Using on-line training technique in order to adapt to the dynamic nature of the environment and changing audio types. Our application uses off-line training (pre-recorded training dataset) which limits its ability to adapt to dynamic environment and new sound types. This limitation can be mitigated using on-line training techniques.

- It is evident that as the number of audio classes that the audio recognition application has to recognize increases, the efficiency and accuracy of the application decreases. This is because the more audio classes the application needs to recognize, the longer time it takes to train and classify. Also, as more similar audio classes are trained in the application, the difference between these audio classes will be too fine to allow a distinction, meaning that accuracy will decrease. In order to combat this decrease in efficiency as the number of audio class types increase, an environmental sound taxonomy, which classifies sounds on several levels before recognition, can be developed. The advantage of this approach is that each classification level contains a smaller set of audio classes, increasing the accuracy and efficiency of the audio classification.
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