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Abstract

Hiding objects with an invisibility cloak appeals to the imagination and also has many practical applications, such as to hide unwanted objects, to improve stealth techniques and to extend the range of wireless devices. An invisibility cloak can make it seem as if an object is not there by guiding light around it. Similarly, cloaks can hide objects from magnetism or heat.

In 2014 Schittny et al. presented an invisibility cloak based on the diffusion of light in a scattering medium. In such a medium light is scattered many times due to irregularities in the medium. Their cloak performed well for all wavelengths throughout the visible spectrum. In this research the cylindrical cloak of Schittny et al. is rebuilt and tested. Furthermore, methods to detect their cloak, i.e. breaking it, are discussed.

The design of Schittny et al. relies on the theory of the diffusion of light. This description of the behavior of light in a diffuse medium is extensively discussed and the requirements for perfect cloaking are derived analytically. The cloak consist of a cylinder with a shell placed in a background medium. Perfect cloaking is obtained by matching the diffusivities of the cloaking shell and the background medium. This result is confirmed by finite element simulations using COMSOL Multiphysics. For a homogeneous illumination, the perfect cloaking condition results in a uniform intensity behind the cloak for the 2D case in the absence of absorption in the system and for perfect diffuse reflection at the cylinder. For the 3D simulation the resulting intensity was not completely uniform, but this is possibly caused by the used mesh size and the finite height of the system.

In addition, physical experiments have been performed using a homemade cloak. The concentration of scatterers in the background medium was varied, leading to different diffusivities. The background medium was illuminated homogeneously on one side (inbound wall). The resulting intensity on the outbound wall of the container with the background medium was measured. A clear cloaking behavior was observed for diffusivities of the background that were close to the theoretical value for perfect cloaking. The intensity in the middle was still about 7% lower than the intensity of the background, probably caused by absorption of both the white paint on the cylinder as well as the shell itself.

The quality of the cloak was determined by comparing the resulting intensity profile of the cloak with that of an obstacle and an obstacle with a transparent shell. The cloak showed a more uniform resulting intensity than the obstacle for the expected perfect cloaking condition. An obstacle with a transparent shell lies in between in terms of quality.

Furthermore, it is shown that the ratio of diffusivities of the shell and the background medium of the system of Schittny et al. is wavelength dependent. This leads to 3% more intensity than the background behind the cloak than intended for red light. Also if there is a refractive index mismatch between the background medium, refraction and reflection occur. The photon density is then no longer the same as the required photon density for perfect cloaking. Both effects are promising to be exploited to detect the cloak.
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1. Introduction

Invisibility is an intriguing phenomenon that frequently recurs in books, movies and circus acts. It is the ultimate way to escape from enemies or to hide unwanted objects. For that reason camouflage is widespread in nature and in military applications. However, camouflage works only if the observer looks at a certain angle to the object.

Guiding light around an object such that it seems as if the object is not there leads to angle independent invisibility and is called cloaking. In recent years the interest in cloaking has grown in science and there exist many cloaks nowadays, including cloaks for heat and magnetism [1, 2].

In artificial materials (so called metamaterials) the local optical properties can be tuned precisely. This makes it possible to guide light around an object without the occurrence of a shadow. An invisibility cloak based on metamaterials was made by Schurig et al. in 2006 and was operational in vacuum or air [3]. However, this only worked in a narrow frequency band. This is due to the fact that the light close to the cloak needs to exceed the vacuum light speed to be still in phase with the surrounding light, and only the phase velocity can be higher than the vacuum light speed in normal dispersive media [4–6]. The energy velocity is restricted by special relativity to the vacuum light speed.

To overcome this limitation, Schittny et al. presented an invisibility cloak based on the diffusion of light in a scattering medium in 2014 [5]. This cloak performed well for wavelengths throughout the visible spectrum. In such a scattering medium light is scattered many times due to inhomogeneities in the medium and thus the effective propagation speed is no longer close to the vacuum light speed. His team was able to make such a cloak by matching the diffusivities of the background medium and the shell (cloak) around the cylinder to be hidden. Even though this cloak seems to perform well, it is unlikely that it is unbreakable; in other words, impossible to detect.

In this research the cloak in a diffusive medium of Schittny et al. is recreated and tested. Limitations in applicability will be discussed as well as methods to detect the invisibility cloak. Also the approximations made by Schittny et al. will be studied and the requirements for a perfect cloak are derived.

Outline of this thesis

First of all in chapter 2 an overview of important parameters is given; the diffusion equation for light is derived, as well as the requirements for a perfect cloak. Subsequently, simulation results are presented for different diffusivities of the shell and the background medium and it is shown that the analytic solution for a perfect cloak indeed leads to cloaking behavior (chapter 3).

Next to that, experiments are discussed where the intensity as function of the position for different concentrations of the background medium are studied in chapter 4. Also the influence of the position of the object to be hidden inside the scattering medium on the resulting intensity
is demonstrated. Furthermore, two promising methods to break the cloak are presented and discussed in chapter 5. Those are based on the wavelength dependency of the diffusivity, and refraction and reflection that occur at the interface of the background medium and the shell. The report concludes with discussing the experimental and simulation results as well as methods to potentially break the cloak (chapter 6).
2 Theory

This chapter covers the theory needed to physically describe cloaking. First of all, the characteristic parameters for diffusive media are explained: the extinction, scattering and absorption cross sections and their corresponding mean free paths. Thereafter, the diffusion equation for light is derived from the radiative transport equation in section 2.2. Lastly, in section 2.3 the requirements for a perfect cloak are given for a cylindrical geometry.

2.1 Mean free path and Beer-Lambert law

Suppose light travels through an opaque medium, such as white paint, paper or fog. In such media, light rays are scattered many times due to random irregularities in the medium, also the cause of speckle patterns [7, 8]. A quantity of interest for such systems is the so called mean free path: the average distance that a photon travels before it is scattered or absorbed [9]. The expression for the scattering and absorption mean free path will be derived in this section, starting with the former.

Imagine a container with scatterers that is illuminated in the z-direction. It is assumed that the scatterers are distributed homogeneously throughout the medium. The concentration of the scatterers is \( \rho \) (particles/m\(^3\)) and have a scattering cross section of \( \sigma_{sc} \) (m\(^2\)). This situation is depicted in Fig. 2.1. At a certain time a photon bounces off a scatterer. For simplicity, assume that this scattering is elastic, the scattering cross-section is frequency-independent and that the scattering is isotropic: all outbound directions are equally likely and independent of the inbound direction. Then the probability that a photon collides with a scatterer in the interval \( dz \) is given by

\[
P(\text{collision}) = \frac{A_{\text{scatters}}}{A_{\text{total}}} = \frac{\sigma_{sc}\rho h dz}{w h} = \sigma_{sc} \rho \ dz
\]  

(2.1)
with $A_{scattering}$ the surface area covered by scatterers and $A_{total}$ the total surface area which is equal to the width $w$ of the container times its height $h$. The decrease in ballistic (non-scattered) light intensity $dT$ equals the incoming intensity $T$ times the probability that the particle is scattered [8]

$$dT = -T(z)\sigma_{sc}\rho \, dz$$  \hspace{1cm} (2.2)

This is an ordinary differential equation with general solution

$$T(z) = T_0 \exp(-\sigma_{sc}\rho z)$$  \hspace{1cm} (2.3)

This is the Beer-Lambert law for the ballistic light transport. The ballistic light intensity decays exponentially with position, scatterer concentration and the scattering cross section. In Fig. 2.2 $T(z)$ versus the $z$-position is plotted for $\sigma_{sc}\rho = 1$.

![Figure 2.2: $T(z)$ as function of $z$ for $\sigma_{sc}\rho = 1$](image)

The probability that ballistic light is scattered in the interval $dz$ is given by

$$dP(z) = \frac{T(z) - T(z + dz)}{T_0} = -\frac{1}{T_0} \frac{dT}{dz} \, dz$$  \hspace{1cm} (2.4)

The scattering mean free path $l$ is the average distance that a photon travels between two successive scattering events [9] and can be calculated now

$$l_{sc} \equiv \langle z \rangle = \int_0^\infty z \, dP(z)$$

$$= - \int_0^\infty z \frac{1}{T_0} \frac{dT}{dz} \, dz$$  \hspace{1cm} (Using Eq. 2.4)

$$= \int_0^\infty \frac{T(z)}{T_0} \sigma_{sc}\rho \, dz$$  \hspace{1cm} (Using Eq. 2.2)

$$= \int_0^\infty \exp(-\sigma_{sc}\rho z) \sigma_{sc}\rho \, dz$$  \hspace{1cm} (Using Eq. 2.3)

$$= \frac{1}{\sigma_{sc}\rho}$$  \hspace{1cm} (Integration by parts)

Thus the scattering mean free path is inversely proportional to the scatterer concentration and the cross section of the scatterers. It is assumed in the calculation that the photons never leave the scattering medium; the scattering slab is semi-infite (infinite in all directions for $z > 0$).
2. THEORY

A similar relation for the absorption can be derived. In the case of only absorption and no scatterers present, the intensity distribution throughout the slab is given by

\[ I(z) = I_0 \exp(-\sigma_{ab}\rho z) \]  

(2.6)

with \( \sigma_{ab} \) the absorption cross section. With the absorption mean free path

\[ l_{ab} = \frac{1}{\sigma_{ab}\rho} \]  

(2.7)

The scattering and absorption cross sections can be combined to obtain the extinction cross section

\[ \sigma_{ex} = \sigma_{sc} + \sigma_{ab} \]  

(2.8)

and the extinction mean free path

\[ l_{ex} = \frac{1}{\sigma_{ex}\rho} \]  

(2.9)

2.2 Towards diffusion of light

In the following section the way light propagates in a strongly scattering or diffusive medium is studied. For this purpose the time-independent diffusion equation for light is derived first.

To start with, the radiative transfer equation is taken (see for a derivation of this formula appendix A)

\[ l_{ex} \hat{s} \cdot \nabla I(r, \hat{s}, \nu) = \frac{a}{4\pi} \int p(\cos \Theta) I(r, \hat{s}', \nu) \, d\hat{s}' - I(r, \hat{s}, \nu) \]  

(2.10)

with \( I(r, \hat{s}, \nu) \) the spectral radiance, \( \hat{s} \) the considered direction of propagation, \( \hat{s}' \) a direction of propagation, \( \nu \) the frequency of the light, \( p \) a phase function, \( a \) the ratio of the scattering and the extinction cross section and \( r \) the position. See for a full definition of the parameters appendix A.

This equation is integrated over all angles to find the continuity equation \[8\]

\[ \nabla \cdot J(r) = -\frac{1 - a}{\tau} I_d(r, \nu) \]  

(2.11)

with \( I_d(r, \nu) \) the angular averaged diffuse intensity, which is related to the spectral radiance by

\[ I_d = \int \frac{d\hat{s}}{4\pi} l(r, \hat{s}, \nu) \]  

(2.12)

and the diffuse flux vector or photon current density \( J(r) \) \[8, 10\]

\[ J(r) = \frac{l_{ex}}{\tau} \int \frac{d\hat{s}}{4\pi} l(r, \hat{s}, \nu) \]  

(2.13)

with \( \tau \) the average time between two successive scattering events. If Eq. 2.10 is multiplied by \( \hat{s} \) and integrated

\[ l_{ex} \int \frac{d\hat{s}}{4\pi} (\hat{s} \cdot \nabla I(r, \hat{s}, \nu)) \hat{s} = a \frac{\tau}{l_{ex}} <\cos \Theta> J(r) - \frac{\tau}{l_{ex}} J(r) \]  

(2.14)

since

\[ \int \frac{d\hat{s}}{4\pi} d\hat{s}' p(\hat{s}, \hat{s}') l(r, \hat{s}, \nu) \hat{s} = \int \left( \int p(\hat{s}, \hat{s}') \hat{s} \, d\hat{s}' \right) \frac{1}{4\pi} l(r, \hat{s}, \nu) \, d\hat{s} \]  

(2.15)
2. THEORY

If the system is strongly scattering, i.e. \( l_{\text{ex}} \ll L \) with \( L \) the system’s size [11], then the angular distribution of the diffuse intensity is almost uniform [8]. Also it is assumed that the intensity is frequency independent. Therefore an approximation can be made [8]

\[
I(r, \hat{s}, \nu) \approx I_d(r, \nu) + \frac{3\tau}{l_{\text{ex}}} \hat{s} \cdot J(r)
\]  
(2.16)

and Eq. 2.14 can be rewritten to [8]

\[
\frac{\tau}{l_{\text{ex}}} (1 - a < \cos \Theta >) J(r) = -\frac{l_{\text{ex}}}{3} \nabla I_d(r)
\]  
(2.17)

The diffusion constant is defined by [8, 12]

\[
D \equiv \frac{1}{3} \frac{l_{\text{ex}}}{\tau} \frac{l_{\text{ex}}}{1 - a < \cos \Theta >} = \frac{1}{3} v_e l_{\text{tr}}
\]  
(2.18)

and the transport mean free path by

\[
l_{\text{tr}} \equiv \frac{1}{n \sigma_{\text{tr}}} = \frac{1}{n (\sigma_{\text{ne}} - < \cos \Theta > \sigma_{\text{sc}})} = \frac{l_{\text{ex}}}{1 - a < \cos \Theta >}
\]  
(2.19)

Hence the diffuse flux vector \( J(r) \) equals

\[
J(r) = -D \nabla I_d(r)
\]  
(2.20)

The stationary diffusion equation is obtained by inserting Eq. 2.20 into the continuity equation Eq. 2.11

\[
\nabla \cdot (-D \nabla I_d(r)) = -\frac{1 - a}{\tau} I_d(r)
\]  
(2.21)

The light tends to go to regions with a higher diffusivity, just like heat tends to go to regions with a higher thermal conductivity and electric current to higher conductivity. If there is no absorption \( a = 1 \) (see Eq. A.9), then the divergence of the diffuse flux vector is zero

\[
\nabla \cdot J(r) = 0
\]  
(2.22)

In this case, for each region where \( D \) is constant, \( I(r) \) satisfies the Laplace equation

\[
\nabla^2 I_d(r) = 0
\]  
(2.23)

which arises in many physics’ problems. The solutions to this equation are called harmonic functions.

The stationary diffusion equation (Eq. 2.21) is valid after the Thouless time after turning on a time continuous source [11]

\[
t_s = \frac{L^2}{D}
\]  
(2.24)

with \( L \) the thickness of the diffusive medium. The Thouless time is the average time a photon spends in the diffusive medium [7]. For \( L = 60 \text{mm} \) and \( D = 1.75 \times 10^4 \text{m}^2/\text{s} \) this gives \( t_s = 200 \text{ns} \). To be precise, the variation of the average intensity over time in the system should be less than the microscopic flucuations of the exact intensity for a certain scatterers distribution [11].
2.3 Requirements for perfect cloaking

The goal of this section is to obtain an expression for the different parameters to get a perfect cloaking behavior for a cylindrical object. That is, the light needs to scatter in such a way in the shell that it seems like there is no cylinder at all. To obtain the expressions for the parameters for a perfect cloak, Eq. 2.23 will be solved for this system and the right boundary conditions will be determined. In this derivation, absorption is not considered. Instead of the intensity, the photon density \( n \) is used here. The equivalent to the diffuse flux vector is the photon current density and is \[ j(r) = -D \nabla n(r) \] (2.25)

The derivation is based on a similar derivation for electrical conduction by Milton [13].

2.3.1 Sketch of the situation

Suppose a cylindrical object needs to be cloaked. The cylinder has a radius \( R_1 \) with a perfect diffusive reflection layer such that the diffusivity on the ledge of the cylinder is zero, \( D_1 = 0 \). It also ensures that no photons enter the cylinder.

This cylinder is placed in a medium with diffusivity \( D_0 \). By applying a shell around this cylinder with outer radius \( R_2 \), it is possible to cloak this cylinder as shown in this section. This system is illuminated homogeneously in the forward x-direction. For a schematic view of this system, see Figure 2.3.

![Figure 2.3: Schematic view of the system. The thick vertical line represents a light source that homogeneously illuminates the cylinder in the forward x-direction as illustrated by diffuse flux vectors \( j(r) \) next to it.](image)

2.3.2 Photon densities in the different domains

First of all, a constant photon current density in the x-direction in the background medium for the aforementioned illumination is required, since it should look as if the light did not encountered any obstacles, i.e. \( j_0 = a_0 \hat{x} \). According to Eq. 2.20, the photon density in this region is

\[ n_0(r) = a_0 x + b_0 \] (2.26)

And because no light enters the core

\[ n_1(r) = 0 \] (2.27)

Calculating the required photon density in the shell is somewhat harder. So far, Cartesian coordinates made sense, but for the shell polar coordinates \( (x, y) = (r \cos \theta, r \sin \theta) \) seem more
natural. This part is based on a similar calculation for a spherical geometry by Griffiths [14]. In polar coordinates Laplace’s equation is given by

\[
\nabla^2 n = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial n}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 n}{\partial \theta^2} = 0 \tag{2.28}
\]

Using separation of variables gives solutions of the form

\[
n(r) = R(r) \Theta(\theta) \tag{2.29}
\]

Inserting this into Eq. 2.28 gives

\[
\frac{r}{R} \frac{\partial}{\partial r} \left( r \frac{\partial R}{\partial r} \right) + \frac{1}{\Theta} \frac{\partial^2 \Theta}{\partial \theta^2} = 0 \tag{2.30}
\]

The first term in this equation only depends on \( r \) and the second term only on \( \theta \). Therefore the individual terms should be constant

\[
\frac{r}{R} \frac{\partial}{\partial r} \left( r \frac{\partial R}{\partial r} \right) = k^2 \quad \frac{1}{\Theta} \frac{\partial^2 \Theta}{\partial \theta^2} = -k^2 \tag{2.31}
\]

with \( k \in \mathbb{R} \). Instead of a partial differential equation (Eq. 2.28), two ordinary differential equations are left.

The general solution of the radial equation is

\[
R(r) = A r^k + B r^{-k} \tag{2.32}
\]

And the for the angular equation it is

\[
\Theta(\theta) = C \sin(k\theta) + D \cos(k\theta) \tag{2.33}
\]

In the equations above \( A, B, C, \) and \( D \) are real-valued constants.

The photon density \( n(r) \) should be continuous at \( r = R_2 \), since the assumption is made that there is no absorption. Eq. 2.26 carries a \( \cos(\theta) \) dependence only, so \( C = 0 \). Thus the following separable solution for the photon density in the shell is left

\[
n_2(r) = \left( a_2 r^k + b_2 r^{-k} \right) \cos(k\theta) \tag{2.34}
\]

Here the constant \( D \) is absorbed into the constants \( a_2 \) and \( b_2 \).

The general solution for the photon density consists of the linear combination of the separable solutions.

\[
n_2(r) = \sum_{k=0}^{\infty} \left( a_2 r^k + b_2 r^{-k} \right) \cos(k\theta) \tag{2.35}
\]

Since Eq. 2.26 is dependent on \( \cos(\theta) \), solutions up to \( k = 1 \) are taken and higher orders are neglected. Then, in summary, the photon densities in the three different domains are

\[
n(r) = \begin{cases} 0 & 0 \leq r \leq R_1 \\
a_2 + b_2 + (a_2 r + b_2 / r) \cos \theta & R_1 < r \leq R_2 \\
 a_0 r \cos \theta + b_0 & r > R_2 \end{cases} \tag{2.36}
\]

Note that these three functions for the photon density satisfy the Laplace equation (Eq. 2.23).
2. THEORY

2.3.3 Boundary conditions

The photon density should be continuous at the edges for all angles \( \theta \), since the assumption is made that there is no absorption. For the edge between the shell and the background medium at \( \cos \theta = 0 \) then

\[
a_2 + b_2 = b_0
\]  

(2.37)

This gives the following continuity equations for the photon density

\[
0 = a_2 + b_2 / R_1^2, \quad a_0 = a_2 + b_2 / R_2^2
\]  

(2.38)

Also a continuity equation for the photon current density can be derived. From Gauss’s theorem

\[
\iiint_V (\nabla \cdot j) dV = \iint_S j \cdot d\vec{S} = 0
\]  

(2.39)

This gives the following continuity equations for the photon current density on the edges

\[
\left( a_2 - b_2 / R_1^2 \right) D_2 = 0, \quad \left( a_2 - b_2 / R_2^2 \right) D_2 = a_0 D_0
\]  

(2.42)

2.3.4 Condition for a perfect cloaking behavior

With all the above the condition for a perfect cloaking behavior can be obtained. Inserting eq. 2.38 into 2.42 gives (for \( D_2 \neq 0 \))

\[
a_2 = \frac{d_2}{R_1^2}, \quad a_2 = -b_2 \frac{D_0 + D_2}{R_2^2 (D_0 - D_2)}
\]  

(2.43)

For a nontrivial solution \( (a_2, b_2) \neq 0 \)

\[
\frac{R_2^2}{R_1^2} = \frac{D_2 + D_0}{D_2 - D_0} \quad \Rightarrow \quad \frac{D_2}{D_0} = \frac{R_2^2 + R_1^2}{R_2^2 - R_1^2}
\]  

(2.44)

This is the condition that should be satisfied to have a perfect cloaking behavior. It is a relatively simple expression for what the ratio of the diffusivities of the shell and the background medium should be in terms of the radii of the core and shell. It is remarkable that this works for a spatial invariant diffusivity of the shell.
3 Simulations

To show what happens for different ratios of the diffusivities of the shell and the background medium, as discussed in the previous chapter, finite element simulations have been performed using COMSOL Multiphysics. In this chapter those simulation results will be discussed. At first an overview of the model is given, including its boundary conditions.

3.1 Used model & boundary conditions

A simulation model was made for both a 2D and 3D system. The 2D model (or the top view of the 3D model) is depicted in Fig. 3.1. For the simulation model the system of Schittny et al. was taken as starting point, with \( L_x = 355 \text{ mm} \), \( L_z = 60 \text{ mm} \), \( 2R_1 = 32.1 \text{ mm} \), \( 2R_2 = 39.8 \text{ mm} \), \( D_0 = 1.75 \cdot 10^4 \text{ m}^2/\text{s} \), and \( D_2 = 8.26 \cdot 10^4 \text{ m}^2/\text{s} \). Perfect cloaking should occur for \( D_2/D_0 = 4.72 \) (see Eq. 2.44). The boundaries (1) and (2) are transparent walls in the physical setup, whereas the boundaries marked with (3) are black.

The 3D model is basically the 2D model with a height of \( L_y = 160 \text{ mm} \). For the top \( y = 160 \text{ mm} \) and bottom \( y = 0 \text{ mm} \) the same boundary condition as for the black walls (3) is taken. For the rest, the 3D model is identical.

As initial value \( I_d = 0 \) was taken everywhere. Also \( dI_d/dt = 0 \) was taken, since a time independent system is considered. On the boundary (1) the boundary condition

\[
I_d(r) - z_{ei} \frac{\partial I_d(r)}{\partial z} = - \frac{a_0 z_{ei}}{D} \quad \text{at } z = 0
\]

(3.1)

was taken as suggested by Bret [9], but now a source term \( a_0 \) at the boundary is introduced. This source term describes a constant photon current density in the z-direction. The extrapolation length \( z_{ei} \) is the imposed distance where the intensity goes to zero outside the sample.
from the surface and is \[3.1\]

\[ z_{e,j} = \frac{2 + R_j I_{tr}}{3 - R_j I_{tr}} \]  

(3.2)

with \( R_j \) the average reflectivity coefficient that can be calculated from Fresnel reflection coefficients and integrating over all angles [9]. The average reflectivity coefficient depends on the refraction indices of the media at the interface. A plot of the extrapolation length versus the average reflectivity coefficient is shown in Fig. 3.2.

![Figure 3.2: Extrapolation length as function of the average reflectivity coefficient](image)

For the opposite boundary \( \bar{2} \) a similar condition was taken, but this time without a source term.

\[ I_d(r) + z_{e,2} \frac{\partial I(r)}{\partial z} = 0 \quad \text{at} \quad z = L \]  

(3.3)

The container of the background medium is made out of Plexiglas, also known as PMMA, with a refractive index of \( n_{PMMA} = 1.4924 \) for a wavelength of \( \lambda = 500 \text{ nm} \) as calculated from the experimental data from Kasarova et al. [16] using the Sellmeier dispersion formula\(^*\).

The background medium Schittny et al. used was deionized water with a refractive index of \( n_{H_2O} = 1.3345 \) at \( \lambda = 500 \text{ nm} \) and at a temperature of 21.5\(^\circ\)C as calculated from the data of Daimon and Masumura [17]. This gives a refractive index contrast of 1.1183 from Plexiglas to water and a contrast of 0.8942 from water to Plexiglas. According to Bertolotti [15], this leads to an average reflectivity coefficient of \( R_1 = 0.20 \) and \( R_2 = 0.02 \) respectively. The background medium that Schittny used had a transport mean free path of 233 \( \mu \text{m} \). From here the extrapolation length can be calculated and is \( z_{e,1} = 233 \mu \text{m} \) at the source \( \bar{1} \) and \( z_{e,2} = 162 \mu \text{m} \) at the outbound wall \( \bar{2} \).

For the black walls \( \bar{3} \) the boundary condition

\[ D \frac{\partial I_d}{\partial z} = q I_d \]  

(3.4)

is taken, with \( q \) an absorption term that is chosen such that the derivative of the intensity resembles a negative delta peak at the black walls, i.e. \( q \gg D/I_d \).

Since all light that is incident on the cylinder is scattered diffusely, the normal component of the photon current density should be zero on the edge of the cylinder (see also section 2.3)

\[ -\hat{r} \cdot (-D \nabla I) = -\hat{r} \cdot \hat{r} = 0 \]  

(3.5)

\(^*\)The fit of the experimental data with the Sellmeier dispersion formula was taken from http://refractiveindex.info
3. SIMULATIONS

3.2 Results

First of all the direction of the photon current density has been plotted for the 2D case for a theoretical perfect cloak and is shown in Fig. 3.3. The direction of the photon current density is the same before and after the shell, thus the light is successfully guided around the cylinder. Note that the figure does not provide any information of the magnitude of the photon current density.

Figure 3.3: The direction of the diffuse flux vector $\mathbf{J}(\mathbf{r})$. The length of the arrows does not provide any information about its magnitude.

The intensity on the outbound wall for the 2D case is shown in Fig. 3.4 for different diffusivities of the shell $D_2$. The used mesh size is chosen such that the results do not significantly alter when making the mesh size even smaller. The intensity is normalized to the intensity of the background. Only the intensity profile of $\pm 1/4 \cdot L_x$ from the center is considered, like Schittny et al. do to get rid of edge effects.

![Figure 3.4: The intensity on the outbound wall for the 2D simulation for different diffusivities of the shell. Perfect cloaking should occur for $D_2 = 8.26 \cdot 10^4 \text{ m}^2/\text{s}$](image)

For the case that $D_2 = D_0 = 1.75 \cdot 10^4 \text{ m}^2/\text{s}$ there is effectively only an obstacle of width $2R_2$ and thus a shadow effect is expected, as also derived analytically by Den Outer et al. [18].
This shadow is indeed strongly present. For the case of $D_2 = 8.26 \cdot 10^4 \text{m}^2/\text{s}$ perfect cloaking is expected and a uniform intensity is also observed in the middle region. For a slight mismatch in diffusivities of the shell and the background medium, $D_2 = 1.05 \cdot 8.26 \cdot 10^4 = 8.67 \cdot 10^4 \text{m}^2/\text{s}$, a small peak occurs in the center. Light travels faster through the shell now and thus is the observed intensity at the center higher. This effect is even more pronounced for the case of $D_2 = 10 \cdot D_0 = 17.5 \cdot 10^4 \text{m}^2/\text{s}$.

Likewise, these simulations have been performed for the 3D case. The results of this are shown in Fig. 3.5. Only the region of $\pm 1/4 \cdot L_x$ and $\pm 1/4 \cdot L_z$ from the center of the outbound wall was considered, representing a physical size of $355/2 \times 160/2 \text{mm}$. False coloring has been used for visibility reasons. Red represents regions with high intensity, whereas blue represents regions with low intensity. The used mesh size was limited by the amount of memory of the computer (4 GB).

![Images of intensity distributions for different diffusivities](image1.png)

(a) $D_2 = 1.75 \cdot 10^4 \text{m}^2/\text{s}$  
(b) $D_2 = 8.26 \cdot 10^4 \text{m}^2/\text{s}$  
(c) $D_2 = 8.67 \cdot 10^4 \text{m}^2/\text{s}$  
(d) $D_2 = 17.5 \cdot 10^4 \text{m}^2/\text{s}$

*Figure 3.5: The intensity (false color) on the outbound wall of the 3D simulations for different diffusivities of the shell $D_2$. The latter are indicated in the subcaptions. Blue represents low intensity, red high intensity. The background medium has a diffusivity of $D_0 = 1.75 \cdot 10^4 \text{m}^2/\text{s}$.*

Again an obvious shadow is observable for $D_2 = 1.75 \cdot 10^4 \text{m}^2/\text{s}$. Also the overcompensation in the case of $D_2 = 17.5 \cdot 10^4 \text{m}^2/\text{s}$ is clearly visible. The intensity is again higher in the center than that of the background. The resulting intensity for $D_2 = 8.26 \cdot 10^4 \text{m}^2/\text{s}$ and $8.67 \cdot 10^4 \text{m}^2/\text{s}$ are not easily distinguishable from each other.

The intensities of Fig. 3.5 have also been integrated in the y-direction to obtain a similar graph as for the 2D case and is shown in Fig. 3.6. The intensity is again normalized to that of the background.
For $D_2 = 1.75 \cdot 10^4 \text{ m}^2/\text{s}$ and $17.5 \cdot 10^4 \text{ m}^2/\text{s}$ the graph looks like the graph of the 2D case (Fig. 3.4). However, the intensity looks more uniform for $D_2 = 8.67 \cdot 10^4 \text{ m}^2/\text{s}$ than for $D_2 = 8.26 \cdot 10^4 \text{ m}^2/\text{s}$ for this graph. This is probably due to the finite size of the cylinder and shell in the y-direction and the mesh size that was used for the calculations.
4 Experiments

In this chapter various experiments are presented that investigate what the influence is of the position of the object inside and the concentration of scatterers in the background medium on the resulting intensity. Next to this, the cause and magnitude of experimental errors is discussed. Also the used setup is presented, which was based on the setup of Schittny et al.

4.1 Setup

The used setup is depicted in Fig. 4.1. As scattering background medium tap water containing white paint particles (titaniumdioxide) is used. The background medium has a diffusivity $D_0$. This background medium is inserted in a homemade tank with internal dimensions $L_x \times L_y \times L_z = 355 \times 160 \times 61.6$ mm. The tank is made of Plexiglas and has a transparent front and rear wall of $355 \times 160$ mm. All other walls are black to prevent the occurrence of waveguide-effects. To illuminate the tank, a standard 24" LCD screen is used to which various colored illumination patterns can be written. On the other side a Allied Vision Stingray F145B CCD camera was used to measure the intensity from the back side of the tank. This side of the tank is called the outbound wall. An objective was placed in front of the camera. The background medium is continuously stirred using two magnetic stirrers at the bottom of the tank.

![Figure 4.1: Used setup](image)

The cylinder is made of brass with a thin layer of matt white acrylic paint applied that acts as a diffusive reflector, approximating zero diffusivity, i.e. $D_1 \approx 0$. Specular reflections lead to
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higher effective reflection losses. The outer radius of the cylinder is \( R_1 = 15.9 \text{ mm} \).

The cloaking shell is made of polydimethylsiloxane (PDMS) doped with melamine formaldehyde (MF) resin micro particles with a diameter of \( d = 9.78 \mu \text{m} \) with a standard deviation of 0.18 \( \mu \text{m} \). Shells were made for 0 and 1.00 mg MF resin particles per mL PDMS. For this, the liquid PDMS was degassed using a vacuum desiccator before it was mixed with the micro particles and poured into a metal cast, leading to an outer radius of the shell of 14.5 mm. After mixing this suspension, curing agents were added at a ratio of 1:10 to start the polymerization of the PDMS. This process took about 4 hours at 80°C. Hereafter, the mold was carefully removed. The cloak with 1.00 mg MF resin particles per mL PDMS is shown in Fig. 4.2. In reality the color of the cloak is less yellowish. Ideally, the cloak is completely white (no absorption). The cloak contained tiny bubbles, but they are not visible on the picture.

![Figure 4.2: Cloak consisting of 1.00 mg MF resin particles per mL PDMS. In reality the cloak appears more white.](image)

A typical measurement of the intensity on the outbound wall is presented in Fig. 4.3. In the figure false coloring has been using for visibility reasons, where red represents regions with high intensity and blue regions with low intensity. Only \( \pm 25 \% \) from the center of the outbound wall is shown.

![Figure 4.3: Typical measurement of the intensity (false color) on the outbound wall. Red represents higher intensity, blue lower intensity. Only the \( \pm 25 \% \) from the center of the outbound wall is shown.](image)

According to Eq. 2.44 the ideal ratio of the diffusivity of the shell and the background medium for this system should be \( D_2/D_0 = 4.97 \), close to the value of the ratio for the system of Schittny et al. of 4.72.

4.2 Concentration TiO\textsubscript{2} in the background medium

Since the magnetic stirrers were not powerful enough to achieve a homogeneous distribution of titanium dioxide, the background medium was also manually stirred. To see how accurate the actual concentration is, repetitive measurements were performed using an obstacle (a cylinder
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without shell). The background medium contained 2.0 g titanium dioxide per mL water and was stirred manually every time in between the measurements. The resulting intensity as function of the x-position on the outbound wall of the tank (the wall closest to the CCD) was measured. The results of this are shown in Fig. 4.4. Here the intensity is integrated in the y-direction and normalized to the highest intensity. The 25% edge in the y-direction was removed before integrating. For the same concentration, it is expected that the intensity remains constant.

![Figure 4.4: The integrated intensity in the y-direction as function of the x-position on the outbound wall for repetitive measurements where the background medium was manually stirred each time. The measurements were taken in the order from red to blue.](image)

From the graph it is clear that the concentrations were not the same each time. The intensity of the background, the maximum of the intensity for the different measurements, ranges from 0.5 to 1.0. In the graph the order of the measurements is from red to blue. The intensity lowered every time after stirring. This can be due to that there was still paint on the bottom of the tank initially, and more and more was stirred upwards every time.

The standard deviation of the background intensity is $\sigma_I = 0.17$. Taking the standard deviation twice to obtain the 95% confidence interval for each measurement gives an error of $\pm 0.34$ in the intensity. Dividing this by the mean of the intensity of 0.72 the error in the concentration is obtained, since $I \propto n^{-1}$ (see Eqs. 2.3 and 2.6). The error in the concentration is $\pm 0.47$ g/L.

### 4.3 Influence of the position of the object on the intensity

Also the position of the obstacle was varied in the z-direction. From analytic results of Den Outer et al. [18] it is expected that there is a stronger shadow effect if the obstacle is closer to the wall nearest to the camera. Then the light has less time to diffuse into the region where the shadow appeared compared to a larger distance of the obstacle to this wall.

Results of this experiment are shown in Fig. 4.5. The intensity is again integrated over the y-direction and normalized to the intensity of the background. The different lines for the various distances from the center of the obstacle to the inner side of the outbound wall $z_0$ (see
Fig. 4.1) are shifted such that the intensity is minimal at \( x = 0 \). Only the central region of the intensity profile on the outbound wall is shown; the 25% border is removed before integrating.

From the figure it becomes clear that there is indeed a more pronounced shadow effect for smaller distances from the center of the obstacle to the inner side of the outbound wall. The intensity profile is not completely symmetric, probably because the obstacle was not placed fully vertical, due to bumps at the bottom of the container.
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**Figure 4.5:** The normalized intensity versus the position for various distances of the center of the obstacle to the inner side of the outbound wall \( z_0 \) (see Fig. 4.1 for a definition of \( z_0 \)). The intensity is integrated over the y-direction and normalized to the intensity of the background. Only the central region of the intensity profile on the outbound wall is shown.

### 4.4 Different diffusivity ratios of the shell and the background medium

For different concentrations of titanium dioxide in the background medium the resulting intensity on the outbound wall was measured. This was done for an obstacle (no shell), a transparent shell (infinite diffusivity) and a cloak with a concentration of 1.00 mg MF resin per mL PDMS. For the latter, Schittny et al. found a diffusion constant of \( D_2 = 8.26 \cdot 10^4 \text{ m}^2/\text{s} \) for particles with a diameter of \( d_{\text{Schittny}} = 10.2 \text{ } \mu \text{m} \). For isotropic scattering \( l_e = l_{ex} \) applies (Eq. 2.19). The diffusivity is then proportional to the inverse of the concentration and the extinction cross section (Eq. 2.18): \( D \propto (n \cdot \sigma_{ex})^{-1} \).

The concentration in particles per mL PDMS is \( d^3_{\text{Schittny}} / d^3 \) higher, but the geometrical cross section is only \( d^2 / d^2_{\text{Schittny}} \), which is approximately half the extinction cross section (see section 5.1). Correcting for the used particle size here, gives \( D_2 = 7.92 \cdot 10^4 \text{ m}^2/\text{s} \). The required value of \( D_0 \) for perfect cloaking for this system should be \( D_0 = 1.59 \cdot 10^4 \text{ m}^2/\text{s} \) then, compared to \( D_0 = 1.75 \cdot 10^4 \text{ m}^2/\text{s} \) for the system of Schittny et al.

In Fig. 4.6 the results are shown for an obstacle. Again, only the region of \( \pm 1/4 \cdot L_x \) and \( \pm 1/4 \cdot L_z \) from the center of the outbound wall was considered. The intensity is integrated over the y-direction and normalized to the background intensity. The minimum of the intensity is shifted to \( x = 0 \) for each diffusivity of the background medium and only the central region of the intensity profile on the outbound wall is shown. The diffusivities of the background medium are calculated from the different titanium dioxide concentrations. There is a more
pronounced shadow effect for higher diffusivities of the background medium. This makes sense, because the higher the diffusivity the more ballistic the response of the system is.

![Graph showing normalized intensity as a function of position for different diffusivities](image)

Figure 4.6: The normalized intensity as function of the x-position on the outbound wall for an obstacle for different diffusivities of the background medium. The minimum of the intensity is shifted to \( x = 0 \) for each curve. The intensity is integrated over the y-direction and normalized to the intensity of the background. Only the region of \( \pm 25\% \) from the center is shown.

The same measurement was repeated for the cloak as discussed above. The results are depicted in Fig. 4.7.

![Graph showing normalized intensity as a function of position for a cloak for different diffusivities](image)

Figure 4.7: The normalized intensity as function of the position on the outbound wall for a cloak for different diffusivities of the background medium. The cloak should work perfectly for \( D_0 = 1.59 \cdot 10^4 \text{ m}^2/\text{s} \). The minimum of the intensity is shifted to \( x = 0 \) for each curve. The intensity is integrated over the y-direction and normalized to the intensity of the background. Only the region of \( \pm 25\% \) from the center is shown.

For diffusivities around \( D_0 = 1.59 \cdot 10^4 \text{ m}^2/\text{s} \) a uniform intensity of somewhat lower than 1 can be observed close to the center of the camera. Slightly beyond there is a step in intensity towards the intensity of the background. This square well in the center might be caused by absorption of the white paint that is applied on the cylinder and the shell itself.
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The cloaking behavior looks better for $D_0 = 1.4 \cdot 10^4 \text{ m}^2/\text{s}$ of the background instead of $1.59 \cdot 10^4 \text{ m}^2/\text{s}$. But this is misleading. This has to do with the fact that the lower the diffusivity of the background the more time the light has to diffuse into the region where a shadow could appear. For very low diffusivities of the background medium, the intensity on the outbound wall will be pretty uniform, no matter what kind of obstacle is in the middle of the container as long as the obstacle is this small. Thus it is more fair to compare the cloak with the aforementioned obstacle at a fixed diffusivity of the background medium rather than looking at the cloak only. This comparison will be made later in this section.

Finally, the measurement was repeated for a cylinder with a transparent shell. The results hereof are shown in Fig. 4.8.

![Obstacle with transparent shell](image)

**Figure 4.8:** The normalized intensity as function of the position on the outbound wall for a cylinder with a transparent shell for different diffusivities of the background medium. The minimum of the intensity is shifted to $x = 0$ for each curve. The intensity is integrated over the $y$-direction and normalized to the intensity of the background. Only the region of $\pm 25\%$ from the center is shown.

Also here the lines are more flat than in the case of an obstacle (Fig. 4.6), but the well is deeper than with the use of a cloak. In the previous three graphs the intensity profile is not completely symmetric, probably because the different objects did not stand fully upright in the tank.

As discussed before, in order to assess the quality of the cloak it should be compared to the obstacle at a fixed concentration. Therefore the minima in intensity from the Figs. 4.6 and 4.7 have been plotted versus the diffusivity of the background medium. This plot is shown in Fig. 4.9. The dotted red and blue lines are shown to guide the eye. The error in the diffusivity of the background medium is calculated using the partial derivative method [19]. For the error in the intensity the significance error was taken. Errors due to the misplacement of the objects were not taken into account.
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Figure 4.9: The minimum intensity in the central region of the outbound wall for the cloak and the obstacle as function of the diffusivity of the background. The dotted red and blue lines are shown to guide the eye. The dashed black line shows the diffusivity of the background medium $D_0 = 1.59 \cdot 10^4 \text{ m}^2/\text{s}$ for which perfect cloaking should occur.

From the graph a clear distinction between the cloak and the obstacle can be derived for diffusivities close to $D_0 = 1.59 \cdot 10^4 \text{ m}^2/\text{s}$ (dashed black line) for which a perfect cloaking behavior is expected. The cloak leads to a more uniform intensity profile than the obstacle does. For higher diffusivities of the background medium the minimal intensities are comparable for the cloak and obstacle (as discussed before). The cloak does not give a minimal intensity of 1 at $D_0 = 1.59 \cdot 10^4 \text{ m}^2/\text{s}$, probably due to absorption of both the shell and the white paint that is applied on the cylinder. Nevertheless, the cloak shows a strong cloaking behavior.
5 Methods to break the cloak

Two methods to potentially break the cloak are discussed in this chapter. The wavelength dependence of the diffusivity will be discussed, as well as refraction at the interface of the shell and the background medium.

5.1 Wavelength dependence of the diffusivity

So far the diffusivity has been taken as a constant, that is, it is assumed that it is independent of the wavelength of the source. In this section this approximation will be discussed.

The diffusivity is proportional to the inverse of the extinction cross section for the case of isotropic scattering. Using Mie scattering calculations this cross section is calculated for different wavelengths. From here, the wavelength dependence on the diffusivity is calculated. To end with, the influence of the used wavelength on the ratio of the diffusivities of the shell and the background medium is calculated.

5.1.1 Background medium

The background medium consists of deionized water in the system of Schnitty et al. Using the experimental data of Daimon and Masumura [17] and fitting this to the Sellmeier equation an expressing for the refractive index as function of the wavelength can be obtained

\[
\begin{align*}
\bar{n}_{\text{H}_2\text{O}}^2(\lambda) &= 1 + \frac{5.689 \cdot 10^{-1} \lambda^2}{\lambda^2 - 5.110 \cdot 10^{-3}} + \frac{1.720 \cdot 10^{-1} \lambda^2}{\lambda^2 - 1.825 \cdot 10^{-2}} + \frac{2.062 \cdot 10^{-2} \lambda^2}{\lambda^2 - 2.624 \cdot 10^{-2}} + \frac{1.124 \cdot 10^{-1} \lambda^2}{\lambda^2 - 1.068 \cdot 10^{-1}}
\end{align*}
\]

(5.1)

See Fig. 5.1 for a plot of the refractive index as function of the wavelength.

---

†The fit of the experimental data with the Sellmeier dispersion formula was taken from http://refractiveindex.info
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Figure 5.1: Refractive indices of $H_2O$, $TiO_2$, PDMS and MF resin as function of the wavelength

In this background medium titanium dioxide particles that act as scatterers are inserted and have a typical diameter of 200 nm [20]. In the approximation that the titanium dioxide is isotropic the refractive index is equal to [20]

$$n_{TiO_2} = \frac{2n_o + n_e}{3}$$ (5.2)

with $n_o$ the ordinary refraction index, which is given by [21]

$$n_o^2 = 5.913 + \frac{0.2441}{\lambda^2 - 0.0803}$$ (5.3)

and $n_e$ the extraordinary refraction index given by [21]

$$n_e^2 = 7.197 + \frac{0.3322}{\lambda^2 - 0.0843}$$ (5.4)

Here the imaginary part of the refractive index is neglected, since it is very small [22]. See again Fig. 5.1 for a plot of this function.

Using Mie scattering simulation software from Zijlstra [23], the scattering efficiency factor, the ratio between the scattering cross section and the geometrical cross section, i.e. $Q_{scat} = \sigma_{scat}/\sigma_{geo}$ is calculated for the background medium. The results of this are shown in Fig. 5.2.
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The graph has a sinusoidal character. In the case of polydisperity (heterogeneous size distribution) the course of the graph will be smoothed [15]. This is probably the case for the household paint that Schittny et al. used. The red line is a linear fit to the data.

5.1.2 Cloak

The cloak is made of mono disperse MF resin particles with a diameter of 9.78 mm (standard deviation 0.18 mm). The refractive index for visible wavelengths of those particles is extrapolated from [24]. This MF resin particles are surrounded by PDMS with a refractive index that is highly dependent on the wavelength in the visible spectrum [25]. The refractive indices of those materials are shown in Fig. 5.1.

Also for this domain the scattering efficiency factor is calculated as shown in Fig. 5.3. Again, absorption is not taken into account.
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Figure 5.3: The scattering efficiency factor for the shell. The red line is a linear fit to the data.

As before, the graph has a sinusoidal character. Since the melamine is fairly monodisperse (homogeneous size distribution) there is less smoothing of the graph by means of different particle sizes, but still plays an important role [15].

5.1.3 Ratio of the diffusivities

The ratio of the diffusivities of shell and the background medium is the only thing that matters for a perfect cloak (see section 2.3). The diffusivity is proportional to the energy velocity and the inverse of the scattering efficiency factor. The energy velocity in both domains is given by the vacuum light speed divided by the refractive index of the most abundant material in the first approximation. That is in the background medium water and in the cloak domain the PDMS. The multiplication factor for the ratio of the diffusivities of the shell and the background $D_2/D_0$ is thus equal to the ratio $(Q_{sca,0} \cdot n_0)/(Q_{sca,2} \cdot n_2)$. This ratio is plotted in Fig. 5.4 for different wavelengths across the visible spectrum.
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Since polydispersity leads to averaging, a linear fit to the data has also been plotted. At 700 nm the ratio of \( D_2 / D_0 \) increased a factor 1.05. Gradually increasing the wavelength will cause higher intensities at the center of the outbound wall, up to 3% for red light (Fig. 3.4). It is clear that the cloak no longer works perfectly. However, it remains questionable whether this is detectable with the used setup as discussed in chapter 4 due to experimental errors.

5.2 Refraction and reflection at the interface of the cloak and the background medium

At the interface of the shell and the background medium there is refraction and reflection, since the refractive index of the shell (PDMS) differs from the background medium (water). Schittny et al. do not account for this. Light that is incident on the shell from the background medium will refract according to Snell’s law [26]

\[
n_i \sin \theta_i = n_t \sin \theta_t
\]

with \( n_i \) the refractive index of the incident medium and \( \theta_i \) the angle of incidence, likewise \( n_t \) is the refractive index of the refracting medium and \( \theta_t \) the angle of refraction. For a wavelength of 500 nm the refractive index of deionized water is 1.337 and for PDMS 1.42. For the transition from water to PDMS, the angle of refraction is calculated as function of the angle of incidence. The result is shown in Fig. 5.5.
Figure 5.5: The angle of refraction as function of the angle of incidence for a water to PDMS transition (blue line). The black dashed line indicates the case when the incident and refracting medium have the same refractive index.

In the graph the blue line gives the angle of refraction as function of the angle of incidence for a water to PDMS transition. The black dashed line indicates the case when the incident and refracting medium have the same refractive index (no refraction). It is apparent from the graph that the light refracts towards the normal and thus more light tends to go effectively more towards the cylinder that should be hidden.

Also reflection occurs due to the mismatch in refractive index of the shell and the background medium. The reflectivity from water to PDMS is 1% and is about 8% from PDMS to water [15].

Due to both refraction and reflection at the interface of the shell and the background medium, the photon density in the shell will no longer be of the form of Eq. 2.36. For that reason the cloak does probably not work perfectly when the refractive indices of the background medium and the shell are unmatched.
The cloak of Schittny et al. has been recreated and tested. A cloaking behaviour was clearly observed in Fig. 4.7. However, the intensity in the middle region of the outbound wall of the container with the background medium was still about 7% lower than the intensity of the background, probably caused by absorption of both the white paint on the cylinder as well as the shell itself. The white paint on the cylinder could be replaced by making the cylinder itself out of a white material such as teflon.

Because the intensity becomes more and more uniform as the diffusivity of the background medium lowers, the intensity in the center using the cloak should be compared to the use of an obstacle. This is also studied and the results are depicted in Fig. 4.9. The cloak shows indeed a more uniform resulting intensity than the obstacle for the expected perfect cloaking condition. An obstacle with a transparent shell lies in between (Fig. 4.8).

The magnetic stirrers that were used at the bottom of the container were not powerful enough, so manual stirring was necessary. This lead to a large error in the concentration. The accuracy of the measurements can be improved by using both stirrers at the top of the container and at the bottom. Also the bottom of the tank should be made completely flat such that the stirrers can spin faster without changing their position. The tiny bubbles in the cloak could be removed by placing the PDMS and the melamine for a longer time in a better vacuum.

In section 2.3 the condition for perfect cloaking was derived analytically. That this condition works was subsequently demonstrated using simulations in COMSOL Multiphysics. In the absence of absorption in the system and for perfect diffuse reflection at the cylinder, the condition results in a uniform intensity at the outbound wall. For 3D simulation the resulting intensity was not completely uniform, but this is possibly caused by the fact that the system is not infinitely high and/or by the used mesh size.

One method to potentially break the cloak is making use of the fact that the ratio of the diffusivities of the shell and the background medium is wavelength dependent. This results in intensities up to 3% more in the middle region than intended for red light. By increasing the wavelength of the light of the source a peak in intensity in the centre should occur and the cloak could be, in theory, detected. This is however not measurable with the used experimental setup, because the relative error in the concentration of the background medium was 8.5%. In further research the absorption can be studied as well as the ratio of diffusivities outside the visible spectrum.

Also refraction and reflection occurs at the interface of the shell and the background medium. The photon density in the shell no longer fulfills the theoretical requirement for a perfect cloak (Eq. 2.36). The influence of this can be investigated in more detail and can potentially be exploited to detect the cloak.
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A Radiative transport equation

The radiative transport equation describes how light propagates in a scattering, absorbing and emitting medium. In this appendix this equation will be derived for a stationary system. This derivation is based on [27–29].

A.1 Scattering and absorption

The most important parameter in radiative transfer theory is the spectral radiance $I(r, \hat{s}, \nu, t)$ or specific intensity as it is called in old literature [7]. Then the power $P$ through a surface element $dA$ in a solid angle $d\Omega$ around the direction $\hat{s}$ can be described using this spectral radiance and is given by

$$dP = dI(r, \hat{s}, \nu, t) \cos(\theta) \, d\nu \, dA \, d\Omega$$ (A.1)

for radiation within a frequency interval $(\nu, \nu + d\nu)$ at a time $t$ [27–29]. See Fig. A.1 for a situation sketch. In this relation $\theta$ is the angle between $s$ and the normal vector of $dA$. This construction is called a pencil of radiation.

![Figure A.1: Pencil of radiation](image)

If radiation is propagating a distance $ds$ in the direction of $\hat{s}$, radiation will be lost due to both scattering and absorption. At first, only scattering is considered. Analogously to Eq. 2.2, the radiation lost due to scattering can be described by

$$dI = -\rho_{sc} I \, ds$$ (A.2)

Therefore the radiation power is reduced by a rate of

$$dP = -\sigma_{sc} I \cos(\theta) \, d\nu \, dA \, d\Omega$$ (A.3)
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or with \( dN = \rho \cos(\theta) \, dA \, ds \)

\[
dP = -\sigma_{sc} I \, dv \, dN \, d\Omega \tag{A.4}
\]

So far, the angular distribution the scattered radiation has not been considered. The question remains which fraction of radiation from another pencil of radiation \( \hat{s}'(\theta', \phi') = (\sin \theta' \cos \phi', \sin \theta' \sin \phi', \cos \theta') \) is scattered into an element of solid angle \( d\Omega' \) at an angle of \( \Theta \) to the direction of incidence of the initial considered pencil of radiation \( \hat{s} \). To do so, a phase function \( p(\cos \Theta) = p(\hat{s} \cdot \hat{s}') \) can be introduced. The aforementioned fraction is then

\[
dP = -\sigma_{sc} I \, dv \, dN \, d\Omega p(\cos \Theta) \frac{d\Omega'}{4\pi} \tag{A.5}
\]

The rate of power loss in all directions is therefore

\[
dP = -\sigma_{sc} I \, dv \, dN \, d\Omega \int p(\cos \Theta) \frac{d\Omega'}{4\pi} \tag{A.6}
\]

For the case of no absorption, the phase function should equal one

\[
\int p(\cos \Theta) \frac{d\Omega'}{4\pi} = 1 \tag{A.7}
\]

If also absorption is taken into account, more power should be lost

\[
\int p(\cos \Theta) \frac{d\Omega'}{4\pi} = a \leq 1 \tag{A.8}
\]

It turns out that [29]

\[
a = \frac{\sigma_{sc}}{\sigma_{ex}} \tag{A.9}
\]

A.2 Emission

Until now only losses by means of scattering and absorption were studied, but emission was disregarded. An emission coefficient \( j \) can be defined such that

\[
dP = j \, dv \, dN \, d\hat{s} \tag{A.10}
\]

gives the amount of radiant power originating from \( dN \) particles emitted into a solid angle element \( d\Omega \) for light within a frequency interval \((v, v + dv)\). The amount of radiation that is scattered from a pencil radiation in the direction of \( \hat{s}' \) into a pencil radiation in the direction of \( \hat{s}' \) is according to Eq. A.5

\[
dP = \sigma_{sc} \, dv \, dN \, d\Omega p(\cos \Theta) I \frac{\sin \theta' \, d\theta' \, d\phi'}{4\pi} \tag{A.11}
\]

Equating the previous two expressions gives the emission coefficient

\[
j(\theta, \phi) = \frac{\sigma_{sc}}{4\pi} \int_{-\pi}^{\pi} \int_{0}^{\pi} p(\cos \Theta) I \sin \theta' \, d\theta' \, d\phi' \tag{A.12}
\]

The ratio between the extinction coefficient and the emission coefficient is called the source function \( \beta \).

\[
\beta = \frac{j}{\sigma_{ex}} \tag{A.13}
\]

The source function is \( \beta > 1 \) if the emission is larger than the extinction and \( \beta < 1 \) if the extinction is larger than the emission.
A.3 The equation of transfer

With all the above it is possible to derive the radiative transport equation. For this, imagine a small cylinder with a cross section \( dA \) and a height \( ds \) through which radiation within the frequency interval \((\nu, \nu + d\nu)\) propagates in the direction of the normal of \( dA \) (\( \theta = 0 \)). The difference in radiant power between the two faces and confined to a solid angle \( d\Omega \) is

\[
\frac{dI}{ds} d\nu \, dA \, ds \, d\Omega
\]  
(A.14)

This must come from the difference between the emitted radiation (Eq. A.10) and the radiation loss (Eq. A.3, including absorption this time)

\[
j \rho d\nu \, dA \, ds \, d\Omega - \sigma_{ex} \rho d\nu \, dA \, ds \, d\Omega
\]  
(A.15)

Or

\[
\frac{dI}{ds} = jn - \sigma_{ex} n I
\]  
(A.16)

Using Eq. A.13, this can be rewritten to

\[
l_{ex} \frac{dI}{ds} = j - I
\]  
(A.17)

or

\[
l_{ex} \hat{s} \cdot \nabla I(r, \hat{s}, \nu) = \frac{a}{4\pi} \int \rho(\cos \Theta) I(r, \hat{s}', \nu) \, d\hat{s}' - I(r, \hat{s}, \nu)
\]  
(A.18)

This is the radiative transport equation. It describes how light propagates in an absorbing, scattering and emitting medium in a time-independent system.
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