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Abstract 
This thesis explores the application value of intelligence amplification in decision making. The 
intelligence amplification (IA) highlights ƘǳƳŀƴǎΩ ŎŜntral role in solving a problem. Instead of 
replacing humans with ŀǳǘƻƳŀǘƛƻƴΣ L! ŀƳǇƭƛŦƛŜǎ ƘǳƳŀƴǎΩ ƛƴǘŜƭƭƛƎŜƴŎŜ ƻŦ ǎƻƭǾƛƴƎ ŀ problem. IA 
emphasizes the strengths of humans and intelligent agents to overcome their respective 
limitations through the collaborative effort. In IA system, humans, as a guide, direct and 
supervise intelligent agents, while intelligent agents, as an assistant, aid humans to complete 
tasks efficiently and effectively 

To apply IA in decision making, this thesis proposes an intelligence amplification (IA) 
framework. The IA framework introduces six steps of implementing IA in decision making: 1) 
analysis of decision making process, 2) identification of collaborative tasks, 3) task 
decomposition, 4) task assignation, 5) design of intelligent agents and 6) implementation.  

With this IA framework, IA is applied to solve planning problems of synchromodal transport 
in the simulated environment. Through testing the usefulness of the designed intelligent 
agents that are built to cooperate with decision makers, the results validate the 
appropriateness of the task assignment instructed by the proposed IA model. It further helps 
to validate the practical applicability of the designed IA model in introducing IA to decision 
making. 

The test results show that the collaborative effort of humans and intelligent agents makes a 
better decision on planning transportation activities than either humans or intelligent agents 
working alone. The results further indicate the potential practical value of IA in improving 
decision making on a real business case as well as ampliŦȅƛƴƎ ŘŜŎƛǎƛƻƴ ƳŀƪŜǊǎΩ ŎŀǇŀōƛƭƛǘȅ ŀƴŘ 
performance of making decisions.  

There is also a need to be aware of the potential challenges during applying IA into decision 
making. To achieve the expected IA effects, the specific decision making process should be 
defined according to a certain problem and the design of intelligent agents should pay special 
attention to the appropriate interaction design and the individual uniqueness. 
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1. Introduction 
1.1. Research background 

The capabilities of computers in calculating, data-processing, information storage and 
retrieval keep improving, which enables computers to outperform humans in majority of 
routine operations (Danson et al., 2015). For the last 50 years, computer scientists conducted 
research in the domain of Artificial Intelligence with the intention of creating computers and 
software capable of intelligent behavior. These intelligent agents are designed to act 
autonomously and exhibit human-like intelligence. But computers are designed primarily to 
solve pre-formulated problems based on available data according to predetermined 
procedures (Licklider, 1960). It is nearly impossible to foresee all problems in advance. 
However, there are other aspects like goals, business semantics, cultural idiosyncrasies, and 
sparks of creativity, that are difficult to be codified into machine language (Danson et al., 
2015).  

Entering the era of Big Data, the sheer volume and variety of data keep expanding due to the 
prevailing use of personal devices, the increasing numbers of open platforms and the vast 
variety of network systems. The more data we integrate from various sources and formats, 
the less effective data mining can be (Sankar, 2012). The massive unbounded data increases 
the complexity and difficulty of analytics, which could result in financial and intellectual 
frustration, confusion and exhaustion (Danson et al., 2015). Hence, even the advanced 
techniques can be distracting for decision making and will not give insights to people if these 
technologies are not properly applied.  

1.2. Intelligence amplification 
Hereby, it is time to reevaluate an alternatƛǾŜ Ǿƛǎƛƻƴ άƛƴǎǘŜŀŘ ƻŦ replacing human, computers 
collaboratively work with humans to amplifȅ ƘǳƳŀƴǎΩ intelligence of making effective 
ŘŜŎƛǎƛƻƴǎέΣ ǿƘƛŎƘ ƛǎ LƴǘŜƭƭƛƎŜƴŎŜ !ƳǇƭƛŦƛŎŀǘƛƻƴ όL!ύΦ  

IA was first mentioned by William Ross Ashby. Ashby (1956) claims that the intelligentual 
power is equivalent to the power of appropriate selection. That is, augmenting the power of 
selection improves the intelligence of problem solving. J.C.R. Licklider (1960) presents the 
idea of man-computer symbiosis. He argues that decisions should be made under the 
cooperation of humans and machines rather than depending on the predetermined programs, 
especially when it comes to complex situations. Due to the fact that either humans or 
computers, two different entities, perform some tasks better than the other, J.C.R.Licklider 
suggests to form the functions of humans and computers in a symbiotic partnership. This 
human-machine symbiosis relates with the task assignment problem from operations 
research: what kind of work should be assigned to men and what type of task should be 
completed by computers, in terms of the maximum efficiency and profit? In other words, the 
symbiotic relationship is to allow both men and computers to focus on the tasks that they are 
superior in. Douglas Engelbart (1995) also refers to IA for the goal of augmenting humanǎΩ 
intellect by organizing their intellectual capabilities into higher levels of synergistic structuring.  

The viewpoints given by Ashby (1956), Licklider (1960) and Engelbart (1995) all emphasize 
ƘǳƳŀƴǎΩ ŜǎǎŜƴǘƛŀƭ ǊƻƭŜ in problem solving. Humans are flexible and capable of applying non-
linear approaches to identify questions, iteratively hypothesize, discover new patterns, and 
pose a trait of creativity, which are very difficult for computers to replicate (Sankar, 2012). 
Licklider (1960) states that humans are superior in setting goals, formulating hypotheses, 
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determining criteria, performing evaluation, and handling uncertainties. HoweverΣ ƘǳƳŀƴǎΩ 
capabilities are limited in coping with issues at scale, computation and volume. Hence in 
terms of efficiency, humans need computer to aid with the formulated and real-time thinking. 
Licklider (1960) suggests that computers do all the routine work to prepare humans for the 
insights to make a decision. 

One of IAΩǎ ǘǊŀƛǘǎ is that IA amplifies ƘǳƳŀƴǎΩ ƛƴǘŜƭƭƛƎŜƴŎŜ ƛƴ dealing with complex issues. 
Specifically, IA allows humans to focus on a broader context while allowing technology to 
address standard rules that can be codified and executed autonomously. According to Sankar 
(2012), the potential application areas of IA will be extensive with data analytical applications. 
The medical community can identify the virus structure with the help of computer, and 
diagnose cancer by accessing as many patients medical record as possible. The intelligence 
community can inspect global calls, texts, and emails to identify possible terrorists or credit 
risk decisions. Police department can integrate and analyze data from multiple locals, states, 
and federal sources to conduct the crime analyst, resolving crime in real time. Farmers can 
use the data collected by their equipment, from almost every foot of each planting row, to 
increase crop yields. Risk and fraud detection, preventative maintenance, and productivity in 
supply chain are also viable candidates for applying IA (Danson et al., 2015).  

Hereby there are great possibilities for IA to become critical for the competitive success in 
business. In the business world, decision making is a vital part as decision exists in all activities 
and functions of a business. The correct and appropriate decisions ensure the success of that 
business. However, it is not always easy to make the right decision because of uncertainties, 
the uniqueness nature of a problem, diverse goals, various stakeholders, and the lack of 
relevant information (McBurney, n.d.). Therefore, it is meaningful for this thesis to study 
whether and how IA can improve decision making to make a business competitive and 
successful.   

1.3. Research goal 
The goal of this thesis is to evaluate L!Ωǎ ǇǊŀŎǘƛŎŀƭ ǾŀƭǳŜ ƛƴ ƛƳǇǊƻǾƛƴƎ ŘŜŎƛǎƛƻƴ ƳŀƪƛƴƎΦ Lƴ 
order to achieve this research goal, this thesis needs to find out an approach to implement 
IA.   

The approach of applying IA into decision making in this thesis focuses on the business 
operations of decision making process. Business goals and requirements vary from 
organization to organization. Each business requires a variety of activities and methods to 
support the business requirements. In the meantime, each business scenario demands 
multiple data velocity, structure, and analytics complexity. Thus, the solution in this project 
aims to introduce a reference framework that guides IA practical application in decision 
making.  

1.4. Research questions 
The main research question of this thesis is: 

How to apply intelligence amplification in decision making? 

This question is divided into the following underlining questions, which need to be 
answered in order to provide an answer to the main research question:  

1. What is the current state of the art in scientific literature? 
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a. What is the current state of the art in scientific literature concerning the use 
of IA? 

b. What is the current state of the art in scientific literature on decision making? 
2. What kind of IA framework is best suited for decision making?  

a. What kind of IA model/ framework are available? 
b. What constructs should be included in the designed IA framework? 
c. What relationships between constructs should exist in the designed IA 

framework? 
3. What are the advantages and disadvantages of applying the IA framework? 

a. How to apply the IA framework in simulated environment? 
b. What effects are produced by applying the IA framework in simulated 

environment? 
c. Do the effects prove that IA offers superior insights to decision making? 
d. To which extent is the IA framework applicable for a real case on different 

business areas and projects? 

1.5. Research method 
The design science research methodology (DSRM) (Peffers et al., 2007) is used to guide this 
thesis. There are three phases in this thesis: problem investigation, design and validation.  

The first step is to define the research problem and justify the value of a solution, followed 
by defining the objectives of the solution (Peffers et al., 2007). The problem will be further 
investigated by the literature review. To conduct a thorough and structured literature review, 
the method of Webster and Watson (2002) is applied as the guide, together with the five-
stage grounded theory method proposed by Wolfswinkel et al. (2013) for rigorously reviewing 
literature. 

Then the artifact is designed to improve the problem context and satisfy the design 
requirements (Peffers et al., 2007). The artifact in this thesis is a framework that introduces 
the IA concept in decision making process. 

Next is to validate the artifact in the problem context. The validation first needs to 
demonstrate how to use the designed framework to solve a problem. In this thesis, the 
validation method is a case study. Since the real-life context is complex and has many external 
influencing factors, the proposed IA framework will be validated in the simulated 
environment, a serious game about transport planning. The serious game allows to conduct 
testing in a simplified real-life context so that the validation of the application effects of the 
proposed IA framework can be completed effectively and efficiently.  

Evaluation follows ǘƻ ƳŜŀǎǳǊŜ Ƙƻǿ ǿŜƭƭ ǘƘŜ ŦǊŀƳŜǿƻǊƪ ǎǳǇǇƻǊǘǎ L!Ωǎ ŀǇǇƭƛŎŀǘƛƻƴ ƛƴ ŘŜŎƛǎƛƻƴ 
making. In the end, this thesis communicates and discusses the results of validation, the 
artifact effectiveness, and the future improvement. 

1.6. Thesis structure 
Chapter 2 provides the findings from the literature review on the current state of the art in 
scientific literature concerning IA and decision making. Then Chapter 3 proposes the IA 
framework. Next, Chapter 4 introduces the serious game and describes how the IA framework 
works in the simulated environment. Chapter 5 then illustrates and discusses the validation 
results. Finally, the overall conclusion can be found in Chapter 6.
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2. Literature review 
This chapter provides a background on Intelligence Amplification (IA) and decision making, 
based on a systematic review of previous literature. 

To conduct a thorough and structured literature review, this thesis uses the method of 
Webster and Watson (2002) as a guide, together with the five-stage grounded theory method 
proposed by Wolfswinkel et al. (2013) for rigorously reviewing literature. First step is to 
formulate questions that need to be answered through the literature review. Then a forward 
search is conducted with introducing the search query and selection process. Next, a short 
literature overview is presented. In the end, a Backward Search is conducted on the selected 
articles to get sufficient knowledge from the studied literature.  

The search engine is SciVerse Scopus. The Scopus supports many search specification options 
ŀƴŘ ǎŜŀǊŎƘŜǎ ǉǳƛŎƪƭȅ ǘƘǊƻǳƎƘ ǘƘŜ ǿƻǊƭŘΩǎ ƭŀǊƎŜǎǘ Řŀǘŀōŀǎe of title, abstract, and author 
information of leading scientific articles. Google Scholar is used to search for full text of the 
selected articles.  

2.1. Intelligence Amplification (IA): A literature review 
In this section, the IA concept is investigated. First, the overview of literature search and 
selection process is presented. In the second part, the role of human in IA system is discussed, 
followed by the description of relationship between humans and intelligent agents. Then the 
application of IA is discussed and finally the frameworks/frameworks of applying IA are 
introduced.  

2.1.1. Literature search and selection process 
Based on the research goals and the research questions, it is necessary to find out what has 
been studied about the intelligence amplification (IA) by answering the following knowledge 
questions.   

1. What is the role of human in IA system? 
2. What is the relationship between humans and intelligent agents? 
3. What is the application of IA? What are the benefits of applying IA? 
4. What kind of model / framework is mentioned for application? 

This thesis uses ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ άƛƴǘŜƭƭƛƎŜƴǘ ŀƎŜƴǘέ to represent a class of the autonomous 
intelligent agents (like computer and software) that are able to pursue goals, perceive their 
environment, react on the environment, learn from other agents, and update its knowledge 
base. (Mills and Stufflebeam, n.d.) 

TheǊŜ ƘŀǎƴΩǘ ōŜŜƴ ŀ ǳƴƛŦƻǊƳ ŘŜŦƛƴƛǘƛƻƴ ƻŦ ǘƘŜ L! ŎƻƴŎŜǇǘ and ǊŜǎŜŀǊŎƘŜǊǎ ƘŀǾŜƴΩǘ reached a 
consensus about its values in practical applications. In order to get enough related and useful 
articles, the literature search uses more than one query. Table 1 shows the search query as 
entered in the website of Scopus.Com in November, 2015 and the search results of each query. 
The asterisk sign (*) helps to include all results for multiple worlds defining the same or similar 
wordsΦ {ƻ ǘƘŜ ǎŜŀǊŎƘ ǘŜǊƳ ΩϝƳŀƴΩΣ ƛƴŎƭǳŘŜǎ ōƻǘƘ ΨƳŀƴΩ ŀƴŘ ΨƘǳƳŀƴΩΣ ŀƴŘ ǘƘŜ ǎŜŀǊŎƘ ǘŜǊƳ 
ΨŀǳƎƳŜƴǘϝΩ ƛƴŎƭǳŘŜǎ ΨŀǳƎƳŜƴǘΩΣ ΨŀǳƎƳŜƴǘƛƴƎΩ ŀƴŘ ΨŀǳƎƳŜƴǘŜŘΩΦ  

As the concept ƻŦ ΨƳŀŎƘƛƴŜΩ ƛǎ ǿƛŘŜ ǊŀƴƎŜΣ the search limits the subject areas to narrow down 
the number of research results: 
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The subject areas are limited to ΨŎƻƳǇǳǘŜǊ ǎŎƛŜƴŎŜΩΣ ΨǎƻŎƛŀƭ ǎŎƛŜƴŎŜΩΣ ΨŘŜŎƛǎƛƻƴ ǎŎƛŜƴŎŜΩΣ ŀƴŘ 
ΨōǳǎƛƴŜǎǎ ƳŀƴŀƎŜƳŜƴǘ ŀƴŘ ŀŎŎƻǳƴǘƛƴƎΩΦ 

Table 1 Search query 

Search query Search results 

TITLE-ABS-KEY("intelligence amplification") 14 

TITLE-ABS-KEY ( "amplified intelligence" ) 5 

TITLE-ABS-KEY ( "intelligence augmentation" ) 20 

TITLE-ABS-KEY ( "augment* intelligence" )  15 

TITLE-ABS-KEY ( "*man computer symbiosis" )  29 

TITLE-ABS-KEY ( "*man machine symbiosis")  39 

TITLE-ABS-KEY ( "*man machine collaboration" )  AND  ( LIMIT-
TO ( SUBJAREA ,  "COMP" )  OR  LIMIT-
TO ( SUBJAREA ,  "SOCI" )  OR  LIMIT-
TO ( SUBJAREA ,  "DECI" )  OR  LIMIT-TO ( SUBJAREA ,  "BUSI" ) )  

79 

TITLE-ABS-KEY ( "*man computer collaboration" )  73 

TITLE-ABS-KEY ( "*man computer cooperation" )  69 

TITLE-ABS-KEY ( "*man machine cooperation" )  AND  ( LIMIT-TO 
( SUBJAREA ,  "COMP" )  OR  LIMIT-TO ( SUBJAREA ,  "SOCI" )  OR  
LIMIT-TO ( SUBJAREA ,  "DECI" )  OR  LIMIT-TO ( SUBJAREA ,  "BUSI" ) )    

150 

Summary 493 

The initial search resulted in 493 results. Figure 1 illustrates the selection process of the 
relevant articles. In the first phase, articles were selected by the relevance of the title. In the 
second phase, articles were selected based on the abstract. Then, this thesis filtered out the 
articles ǘƘŀǘ ŀǊŜƴΩǘ accessed to retrieve the full text. The final papers were selected according 
to the relevance of the content.  

 

Figure 1 IA Literature selection process 
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Table 2 provides the overview about which literature addresses which knowledge questions. 

Table 2 IA literature review 

  Role of 
human 

Relationship between 
humans and intelligent 
agents 

The application of 
IA and the 
benefits 

Framework / 
framework 

1 Ahmed and Hasan, 2014  p321 p320-325 p322 

2 Arsene et al.,2015  p1827  p1827-P1833 

3 Brangier and Adele, 2011  p14-15 & p20   

4 Casini et al., 2015 p200 & p205 p200-201  p200-202 

5 Garcia, 2010 p338 p338-339  p339-344 

6 Cummings, 2014  p62-68  p63-68 

7 Griffith and Greitzer, 2007 p42 p43-49 p43  

8 Jacucci et al., 2014  p5-13  p11-13 

9 Kondo et al., 2010 p471-474 p472-474 p471 & p482 p474-p479 

10 Lange et al., 2014  p97-98   

11 Lesh et al., 2004  p1290-1294   

12 Ramchurn et al., 2015  p8 & p22-23 p1-4  

13 Reda et al, 2013   P1-6 p4-6 

14 Roy, 2004  p121-122 p123  

15 Stumpf et al., 2009 p1-2   p22 

16 Sun and Cai, 2011   p1  

17 Tan et al., 2009  p152 & p154  p153-155 

18 Williams et al., 2014 p4690 p4690-4692 p4695  

19 Woolley and Stanley, 2014 p1 & p3  p1 & p8  

20 Xia and Maes, 2013  p2 p2-5 p2-3 

 

2.1.2. IA: the role of human in the IA system 
Griffith and Greitzer (2007) contend that humans should be in the superordinate position to 
overcome the limitations of computers. For example, in the object recognition, the 
automated target recognition algorithms suffer from excessive false alarm rates and have an 
inability to adapt to different environmental conditions (Williams et al., 2014).  Kondo et al. 
(2010) suggest to have the presence of a user in the object recognition system, particularly 
when there are dynamic changes affecting the target recognition. HǳƳŀƴǎΩ flexibility and 
cognitive abilities can simplify recognition tasks and increase the accuracy of the object 
recognition. Besides, in the process of acquiring knowledge to accomplish tasks, the 
automatic knowledge acquisition methods do not always work well because knowledge keeps 
evolving with time and is fragmented and scattered throughout many resources. Garcia (2010) 
addresses this limitation by involving humans in the knowledge acquisition process to use 
humansΩ collective knowledge.   
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The fully automated processing without humanǎΩ intervention is error prone (Casini et al., 
2015). In Casini et al (2015) research, humansΩ involvement dramatically increased the 
ǎȅǎǘŜƳΩǎ ŀŎŎǳǊŀŎȅ ōȅ ǇǊŜǾŜƴǘƛƴƎ ǘƘŜ ŜǊǊƻǊ ǇǊƻǇŀƎŀǘƛon. The results of Stumpf et al (2009) 
study also indicate the benefits of humans working hand-in-hand with intelligent agents. 
Woolley and Stanley (2014) demonstrate that humanǎΩ insights ǎƛƎƴƛŦƛŎŀƴǘƭȅ ǊŜŘǳŎŜ ǇǊƻōƭŜƳΩǎ 
complexity and enable to find solutions faster than the fully-automated process.   

In general, the above researches mention the benefits of involving humans in resolving 
complex and dynamic problems, in comparison to the full automation. But, the aim of these 
researches to involve humans is to help overcome the limitations of automation. ¢ƘŜȅ ŘƛŘƴΩǘ 
Ǉŀȅ ŀǘǘŜƴǘƛƻƴ ǘƻ Ƙƻǿ ƘǳƳŀƴǎΩ ŎŀǇŀōƛƭƛǘƛŜǎ ŀǊŜ ƛƴŦƭǳŜƴŎŜŘ. Concerning the IA concept, this 
ǘƘŜǎƛǎΣ ƴƻǘ ƻƴƭȅ ǊŜǉǳƛǊŜǎ ƘǳƳŀƴǎΩ ƛƴǾƻƭǾŜƳŜƴǘ ōǳǘ ƳƻǊŜ ƛƳǇƻǊǘŀƴǘƭȅ ƘƛƎƘƭƛƎƘǘǎ ǘƘŜ ƘǳƳŀƴΩǎ 
central role in solving problems.   

2.1.3. IA: the relationship between humans and intelligent agents 
LiŎƪƭƛŘŜǊΩǎ Ǿƛǎƛƻƴ ƻŦ L! ƛǎ the man-computer symbiosis. Brangier and Adele (2011) identify four 
types of the human-technology symbiosis: Co-extension, Co-evolution, Co-action, and Co-
dependence. They regard symbiosis as an interdependent relationship between two entities 
that both benefit from cohabitation. They further present technosymbiosis to describe the 
relationship that technologies assist the involved human to improve the degree of efficiency 
and quality. Xia and Maes (2013) believe that the system and the user can learn from each 
other to achieve co-evolution. Griffith and Greitzer (2007) view the symbiosis as the symbiotic 
interaction between humans and the information. Jacucci et al. (2014) summarize the 
interdependence between humans and machines as: telepresence, affective computing, 
persuasive technology, mixed initiative interaction, and symbiosis. Symbiosis magnifies 
human abilities through the reciprocity of computer and humans. 

There are also researches discussing the relationship between humans and intelligent agents 
in terms of different tasks.  

Ahmed and Hasan (2014) implement ǘƘŜ άIǳƳŀƴ ς !ƎŜƴǘ ¢ŜŀƳǿƻǊƪέ ŎƻƴŎŜǇǘ ƛƴ ǘƘŜƛǊ 
detection system where humans supervise the autonomous agent. If the user is unable or not 
interested to control the agent, the agent has ability to take decisions based on predefined 
rules and priorities. If the decision made by the agent does not satisfy the user, the user can 
make changes to minimize the error rate. For Kondo et al. (2010), the relationship between 
the user and the recognition system is collaborative and mutually beneficial. The recognition 
system provides the user with his/her expected supports and in return, the function of 
recognition system is enhanced by the uǎŜǊΩǎ ƛƴǾƻƭǾŜƳŜƴǘΦ ¢ŀƴ Ŝǘ ŀƭΦ όнллфύ ŎƭŀǎǎƛŦȅ the 
human-machine cooperation into four types: independent operation, synchronized 
cooperation, simultaneous cooperation, and assisted cooperation. 

According to Garcia (2010), the intelligent agents provide useful complement to ƘǳƳŀƴǎΩ 
problem solving abilities by expanding their knowledge base. Williams et al. (2014) also hold 
a complementary viewpoint to cooperatively fuse the efforts of humans and computers. The 
ways they introduce to leverage humans and automated algorithms for improving object 
recognition are: 1. humans aid automated algorithms via the active feedbacks; 2. automated 
algorithms aid humans through saving resources (time and human effort), offering the rough 
estimates and providing the complementary information. The automated algorithms benefit  
humans in the aspects where humans are perceptually limited (Williams et al., 2014). Casini 
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et al (2015) develop a similar form of humansΩ intervention in an asynchronous way: a) 
systems ask feedbacks from the operator; b) the random inspection by the operator; c) the 
operator chooses to inspect drill-down. Both the human operator and machines mutually 
provide active assistances in a close and continuous interaction to improve the entire 
ǎȅǎǘŜƳΩǎ performance (Casini et al., 2015). 

Based on the above literature review, the relationship of humans and intelligent agents in the 
IA system can be summarized as collaborative, interdependent, mutually beneficial and 
complementary. Table 3 reflects the results of the literature review concerning the 
relationship. 

Table 3 Literature results of the IA relationship between humans and intelligent agents 

 Collaborative Interdependent Mutually 
Beneficial 

Complementary 

Brangier and Adele (2011)  V    

Xia and Maes (2013)    V  

Griffith and Greitzer (2007)   V  V  

Jacucci et al. (2014) V  V  V   

Ahmed and Hasan (2014) V    V  

Kondo et al. (2010) V   V   

Garcia (2010)    V  

Williams et al. (2014)   V  V  

Casini et al (2015) V    V  

In Table 3, most of researches mention that humans and intelligent agents complement each 
other in the IA system. That is, IA combines the strengths of humans and intelligent agents to 
overcome their respective limitations through the collaborative effort.  

Humans and intelligent agents both have their own strengths and weaknesses. From the 
literature review, Table 4 compares the strengths and limitations of humans and intelligent 
agents in the main attributes of solving a problem. 
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Table 4 The strengths and limitations of humans and intelligent agents 

Attributes Human Intelligent agents 

Speed (Cummings, 2014) 
(Casini et al., 2015) 

Comparatively slow Superior 

Calculation accuracy 
(Cummings, 2014) (Casini 
et al., 2015) 

Comparatively weak Superior 

Information capacity & 
Memory (Cummings, 

2014) (Griffith and 
Greitzer 2007) (Garcia, 
2010) 

Limited in single channel to gain 
information. Good at making 
principles and strategies 

Superior in searching, retrieving, 
processing and integrating large 
volumes of data from multichannel, 
and tracking & updating status of tasks 

Reasoning (Cummings, 

2014) (Griffith and 
Greitzer 2007) 

Inductive & Deductive reasoning Deductive reasoning 

Handling uncertainty 
(Griffith and Greitzer 
2007) 

Superior in anomaly detection / 
recognition and adaptability to 
change 

Weak, depends on formal and 
restricted pre-program setting.  

Analysis (Cummings, 

2014) (Griffith and 
Greitzer 2007) (Casini et 
al., 2015) 

Better at judgement, problem 
identification, contextual 
evaluation, pattern recognition, 
nuanced assessment 

Good at the quantitative assessment 
and results presentation 

Creativity (Griffith and 

Greitzer 2007) 
Superior in innovation and creative 
insights 

Comparatively weak, good at advising 
on alternatives  

The collaboration of human ς agent combines humansΩ flexibility and intelligent agentsΩ 
efficiency to address the complex requirements (Tan et al., 2009). Intelligent agents perform 
efficiently in identifying task status, suggesting alternatives, monitoring, processing 
information, and testing hypotheses (Griffith and Greitzer, 2007). HumanǎΩ performance will 
be augmented through these effective functions without losing control, which attributes to 
the intelligent agentΩǎ ŀōƛƭƛǘȅ to implicitly detect the human goals. In decision making process, 
Garcia (2010) explains that autonomous agents are important in dealing with tremendous 
amounts of information, systematically exploring a variety ranges of alternative choices, 
checking the decisionΩs consistency with norms, and detecting changes. While, humans play 
a fundamental role to creatively think of solutions and visually perceive patterns. Levels of 
automation help to understand how humans can interact with a complex system in decision 
making (Cummings, 2014) (Roy, 2004).  

However, instead of thinking about which tasks are performed by humans and which by 
automation, Casini et al. (2015) suggest to think about how tasks can be best shared by 
humans and intelligent agents working cooperatively, and how competencies of humans and 
intelligent agents can be enhanced through an appropriate form of mutual interaction. When 
there is a risk of overload, humans should know clearly and concentrate on the most critical 
tasks that they are superior to automation in addressing, while the automation takes charge 
of making ƻǘƘŜǊ ƭŜǎǎ άƘǳƳŀƴ-ŎǊƛǘƛŎŀƭέ ŘŜŎƛǎƛƻƴǎ ό[ŀƴƎŜ Ŝǘ ŀƭΦΣ нлмпύΦ  

Hereby, in order to achieve IA, the right human-intelligent agent collaboration, it is necessary 
to study on human-intelligent agent function allocation in the IA system, according to the 
nature of specific tasks. In other words, there is a need to find ways to solve the task 
assignment when implementing IA into problem resolution.  
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2.1.4. IA: what IA is used for, and what benefits can it bring to 
¢ƘŜǊŜ ŀǊŜ ǊŜǎŜŀǊŎƘŜǎ ǳǎƛƴƎ ǘƘŜ άƘǳƳŀƴ-ŎƻƳǇǳǘŜǊ ŎƻƭƭŀōƻǊŀǘƛƻƴέ ŎƻƴŎŜǇǘ ǘƻ ŀŘŘǊŜǎǎ 
complicated tasks successfully.    

Williams et al. (2014) present strategies to cooperatively employ the skills of human operators 
and the automated computer algorithms in the task of underwater object recognition. From 
the experimental results of a real mine search, they demonstrate that fusing the skills of 
humans and computers significantly improves the performance which is beyond when 
humans and computers working alone, due to diversity of views and available complementary 
information. Kondo et al. (2010) also introduce ǘƘŜ άƘǳƳŀƴ-ŎƻƳǇǳǘŜǊ ŎƻƭƭŀōƻǊŀǘƛƻƴέ ŎƻƴŎŜǇǘ 
to improve the accuracy of object recognition.  

In the medical area, Arsene et al. (2015) use the idea of collaborating specialists with software 
to achieve the knowledge sharing among all specialists and to increase the diagnosis accuracy. 
Garcia (2010) also suggests to apply IA in the fault diagnosis. In the study of Ahmed and Hasan 
(2014), the teamwork of an agent and a human gives a better performance to detect the 
cancer. Their results show that the early detection of breast cancer becomes fruitful and 
effective, and the decisions become more accurate because of humansΩ creativity and the 
ŀƎŜƴǘΩǎ ƛƴǘŜƭƭƛƎŜƴǘΦ 

Reda et al. (2013) adopt a human-computer collaborative analysis that lets a human analyst 
and a computer to work together to accurately identify the movement of terrestrial insects. 
The computer semi-automatically processes the video visual segment and tracks insects, 
while the human analyst makes judgements, interprets ƛƴǎŜŎǘǎΩ behaviors, and gives 
corrective interventions in an ambiguous situation to improve the tracking precision. 

Garcia (2010) and Ramchurn et al. (2015) evaluate the human-agent collaboration in an 
uncertain environment, the dynamic disaster response. Their results present that the 
planning agent augments humanǎΩ performance by providing useful instructions and taking 
into account the human capabilities and preferences. In the process of path planning, Sun and 
Cai (2011) integrate humansΩ perception, knowledge and experience with the ŎƻƳǇǳǘŜǊΩǎ 
power and accuracy of computing to reduce the complexity of reality conditions and meet 
the real-time requirements. 

The examples showed in literature take advantage of the collaboration of humans and 
ŎƻƳǇǳǘŜǊǎΣ ōǳǘ ŘƻƴΩǘ ǊŜŀƭƛȊŜ ǘƘƛǎ ōŜƴŜŦƛǘ ōŜƭƻƴƎǎ ǘƻ ǘƘŜ L! ŎƻƴŎŜǇǘΦ And most focus on the 
iƳǇǊƻǾŜƳŜƴǘ ƻŦ ǘƘŜ ŜƴǘƛǊŜ ǎȅǎǘŜƳΩǎ ǇŜǊŦƻǊƳŀƴŎŜ ƛƴ ŎƻƳǇƭŜǘƛƴƎ ǘŀǎƪǎΣ ǿƛǘƘƻǳǘ ǎǇŜŎƛŦƛŎŀƭƭȅ 
ǎǘǳŘȅƛƴƎ ǘƘŜ ŀƳǇƭƛŦƛŎŀǘƛƻƴ ŜŦŦŜŎǘǎ ƻŦ ƘǳƳŀƴǎΩ ƛƴǘŜƭƭƛƎŜƴŎŜΦ !ǎ ŎƻƴŎƭǳŘŜŘ ƛƴ {ŜŎǘƛƻƴ 2.1.2, 
humans play a crucial role in L! ǎȅǎǘŜƳΣ ǘƘǳǎ ǘƘŜǊŜ ƛǎ ŀ ƴŜŜŘ ǘƻ ǎǘǳŘȅ ǿƘŜǘƘŜǊ ƘǳƳŀƴǎΩ 
activities and capabilities are amplified by IA.  

From literature, we can indicate that L! ƴƻǘ ƻƴƭȅ ƘŜƭǇǎ ǘƻ ƛƳǇǊƻǾŜ ǘƘŜ ŜƴǘƛǊŜ ǎȅǎǘŜƳΩǎ 
performance of completing tasks, but also magnifies humansΩ performance along various 
cognitive and physical dimensions (Roy, 2004). The Media Lab introduces ǘƘŜ ǇƻǘŜƴǘƛŀƭ ΨмлȄΩ 
human performance, for instances: ŜȄǘŜƴŘ ƘǳƳŀƴΩǎ ǇƘȅǎƛŎŀƭ ŀōƛƭƛǘƛŜǎ; access to large stores 
of memory ǘƻ ŜȄǇŀƴŘ ƘǳƳŀƴΩǎ ŎƻƎƴƛǘƛǾŜ ŀōƛƭƛǘƛŜǎ; augment human expression; enable people 
to view and understand situations in new ways; extend human awareness to the events that 
ŀǊŜ ƴƻǘ ŘŜǘŜŎǘŀōƭŜ ōȅ ǘƘŜ ǳƴŀƛŘŜŘ ƘǳƳŀƴ ǎŜƴǎŜǎ ŀƴŘ ǘƘŀǘ ŀǊŜ ƴƻǘ ƛƴ ŀ ǇŜǊǎƻƴΩǎ ƛƳƳŜŘƛŀǘŜ 
physical environment. Griffith and Greitzer (2007) conclude that IA can be used to increase 
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humansΩ understanding of problems from a variety of contexts, and form more creative 
insights by the support of computers.  

For Garcia (2010), IA amplifies humansΩ capability of making better decisions in choosing 
alternatives of goal oriented tasks. Humans benefit greatly from the knowledge manipulation 
and extraction as well as from the systematic examination of the ranges of alternatives. 
Jacucci et al. (2014) believe that the collective symbiotic system is a prospective theme. 
!ƳǇƭƛŦȅƛƴƎ ƘǳƳŀƴǎΩ capabilities of searching can be achieved not only by chaining users to 
ŀŎŎǳƳǳƭŀǘŜ ŀƭƭ ǘƘŜ ǳǎŜǊǎΩ ƪƴƻǿƭŜŘƎŜ ŀƴŘ ŘƛǎŎƻǾŜǊƛŜǎΣ ōǳǘ ŀƭǎƻ ōȅ Ŏombining a human with the 
automated search (WoƻƭƭŜȅ ŀƴŘ {ǘŀƴƭŜȅΣ нлмпύΦ Lƴ ²ƻƻƭƭŜȅ ŀƴŘ {ǘŀƴƭŜȅΩǎ approach, the rate 
and quality of searching is accelerated by leveraging humansΩ knowledge without burdening 
the user with the responsibility of evaluating all the candidates, much of which was 
automated by the novelty search.  

As mentioned in Section 2.1.3, IA is a mutual beneficial relationship that both humans and 
intelligent agents can benefit from. Table 5 depicts ŜȄŀƳǇƭŜǎ ƻŦ L!Ωǎ mutual benefits and 
applications in the literature.  

Table 5 9ȄŀƳǇƭŜǎ ƻŦ L!Ωǎ ōŜƴŜŦƛǘǎ ŀƴŘ ŀǇǇƭƛŎŀǘƛƻƴǎ 

Benefits Beneficiary  Examples of application 

Increase understanding of the 
problem context, and simplify the 
complexity of reality conditions 

Intelligent agents; 
Humans 

Path planning 

Improve the accuracy of recognition, 
detection and tracking 

Intelligent agents; 
Humans 

Object recognition 
Cancer detection 
(Insects / animals) Movement 
pattern identification 

Gather data from multiple sources; 
acquire more valuable knowledge; 
generate more effective solutions 

Intelligent agents; 
Humans 

Diagnosis 
Collective intelligence 

Increase the awareness of 
uncertainties; better deal with the 
uncertain and dynamic conditions 

Intelligent agents; 
Humans 

Disaster response 

Better decision making; support 
judgements with better reasoning 

Humans Choosing alternative in goal-
oriented tasks 

More creative insights with the 
expanded cognitive activities 

Humans Pattern recognition 
Accidents investigation 

All the above examples in literature share some common attributes that give us insights about 
what kind of task or problem is more suitable to introduce the IA concept. Figure 2 displays 
three common attributes of an IA problem.  
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Figure 2 Attributes of an IA problem 

1. High ƴŜŜŘ ƻŦ ƘǳƳŀƴǎΩ ŎƻƎƴƛǘƛǾŜ ŎŀǇŀōƛƭƛǘȅ 

²ƘŜƴ ǘƘŜ ǇǊƻōƭŜƳ ƻǊ ǎƛǘǳŀǘƛƻƴ ƛǎ ǾŀƎǳŜ ŀƴŘ ŀƳōƛƎǳƻǳǎΣ ƘǳƳŀƴǎΩ ƛƴǘŜǊǇǊŜǘŀǘƛƻƴΣ ƧǳŘƎŜƳŜƴǘ 
and corrective intervention are critical to understand problem and recognize the goal of 
resolution. Especially, when the problem is unique and needs to consider multiple factors or 
criteria at the same time, a nature of an IA problem has been found that multiple objectives 
cannot easily be combined into one single objective (Riddell and Wallace, 2011). Due to the 
lack of the understanding of problem context, the complete automation is faced with the risk 
of acquiring inappropriate knowledge, conducting wrong procedures and pursuing wrong 
goals. In this case, humans play a crucial role ƛƴ ǊŜŘǳŎƛƴƎ ǇǊƻōƭŜƳΩǎ ŎƻƳǇƭŜȄƛǘȅ ŀƴŘ ŘŜŦƛƴƛƴƎ 
goals by their cognitive capabilities. Besides, humans can direct and supervise intelligent 
agents, as a guide, to find solutions faster and effectively accomplish tasks. Moreover, 
humans can pour their innovative and creative insights to achieve an optimal solution.  

2. High requirement of efficiency 

Most of complex tasks need to integrate vast volumes of heterogeneous data to generate 
more alternatives for an optimized solution, which requires computer aided resolution. As 
illustrated in Table 4, intelligent agents are superior in processing large volumes and variety 
of data in terms of speed, information capacity and memory. Besides, in most of time, the 
problem with many variables and constraints requires to be solved within the limited amount 
of time. Automation can address the routine work with complex requirements by its efficient 
functions to save time and efforts. Hence, humans need the intelligent agent, as an assistant, 
to fulfill tasks efficiently and effectively.  

3. High degree of uncertainty 

There is a highly frequent occurrence of uncertainties or unexpected circumstances. Coping 
with uncertainties needs real-time adjustments to the dynamic changes of environmental 
conditions and affecting variables. It is known that automation is inherently brittle in 
unanticipated events because automation can only account for the quantifiable variables 
identified beforehand. In the contrary, humans are superior in making intuitive decisions by 
detecting and assessing both quantifiable and qualitative informationΦ IǳƳŀƴǎΩ ŦƭŜȄƛōƛƭƛǘȅ and 
cognitive abilities can simplify the complexity of problem and enable to make a rapid response 
to unforeseen and uncertain situations. Thus, under a high uncertain circumstance, the 
decision-making loop needs humans to provide flexibility and creativity in problem solving.  

An IA 
Problem

High 
cognition

High 
efficiency

High 
uncertainty
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In a word, when it is necessary to combine automatiƻƴΩǎ ŜŦŦƛŎƛŜƴŎȅ ǿƛǘƘ humansΩ flexibility 
and originality to address complex, ambiguous and uncertain problems in real time, it may be 
a potential area that IA can contribute to.   

2.1.5. IA: framework / framework mentioned for application 
There are some studies explaining their ways of introducing the human-machine 
collaboration to solve practical problems. Kondo et al. (2010) propose a loop-back framework 
of collaborative recognition ōȅ ǳǎƛƴƎ ǳǎŜǊΩǎ ŦŜŜŘōŀŎƪ to improve unfavorable situations. 
Ahmed and Hasan (2014) build an agent learning mechanism ǘƻ ƛƴŎƭǳŘŜ ƘǳƳŀƴǎΩ ƛƴǇǳǘǎ 
through a human-agent teamwork. Tan et al. (2009) believe that the task frame working 
approach is a good way to enhance the human-machine collaboration through defining goals, 
roles, and task activities. Reda et al. (2013) present a human-computer collaborative 
workflow with a human-guided video processing method to acquire and analyze insectsΩ 
behaviors.  

There are also some researches discussing the requirements of a good human-intelligent 
agent collaboration. Casini et al. (2015) regard observability & directability and predictability 
& learning as the bases of a successful and resilient human-machine teamwork. The 
observability enhances humansΩ ability to understand and evaluate the situation, while the 
directability helps humans to implement their goals.  Stumpf et al. (2009) conclude three 
components of humansΩ interaction in an intelligent system: 1) the intelligent system should 
explain its reasoning to humans, 2) humans should reason their adjustments and critiques, 3) 
make use of humansΩ feedbacks to benefit the system and ultimately benefit the human.  Lesh 
et al. (2004) argue that the true symbiosis requires to achieve three elements: a 
complementary and effective division of labor between human and computer; an explicit 
ǊŜǇǊŜǎŜƴǘŀǘƛƻƴ ƛƴ ǘƘŜ ŎƻƳǇǳǘŜǊ ƻŦ ǘƘŜ ǳǎŜǊΩǎ ŀōƛƭƛǘƛŜǎΣ ƛƴǘŜƴǘƛƻƴǎΣ ŀƴŘ ōŜƭƛŜŦǎΤ ŀƴŘ ǘƘŜ 
utilization of nonverbal communication modalities.  

aƻǎǘ ƻŦ ŀōƻǾŜ ǎǘǳŘƛŜǎ ƛƴǾƻƭǾŜ ƘǳƳŀƴǎΩ ǘŀŎƛǘ ƪƴƻǿƭŜŘƎŜ ōȅ ƳŀƪƛƴƎ ǳǎƛƴƎ ƻŦ ƘǳƳŀƴǎΩ ƛƴǇǳǘǎ ƻǊ 
feedback as a way to achieve the collaboration of humans and intelligent agents in solving 
problems. Only Garcia (2010) presents ǘƘŜ !D¦L! ό!ƎŜƴǘǎΩ DǳƛŘŀƴŎŜ ŦƻǊ ƘǳƳŀƴ LƴǘŜƭƭƛƎŜƴŎŜ 
Amplification) framework for IA. The AGUIA has two basic constructs: 1) the agents that use 
ƪƴƻǿƭŜŘƎŜ ǘƻ ŜƴƘŀƴŎŜ ǳǎŜǊǎΩ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ƻŦ ǇǊƻōƭŜƳǎ ŀƴŘ ƘŜƭǇ ǳǎŜǊǎ ŜȄǇƭƻǊŜ ŀƭǘŜǊƴŀǘƛǾŜǎ 
to find a better solution; and 2) the agents that collect knowledge in the context of the 
problem resolution for updating the knowledge base. Therefore, there is a lack of applicable 
framework for implementing IA.  

The problem solving is comprised of numerous processes in the form of process hierarchy (Xia 
and Maes, 2013). Xia and Maes (2013) argue that IA augments the system as a whole, instead 
that only humans gain benefits. They suggest to consider the desired state of humanǎΩ 
intellect that is planned to be amplified through the process analysis, and to explore what 
kind of intelligent agents we can introduce to simplify processes. IA emphasizes the 
importance of humansΩ involvement, but, ƛǘ ŘƻŜǎƴΩǘ ƳŜŀƴ that IA only amplifies humansΩ 
intelligence. Rather, both humans and intelligent agents mutually benefit from the IA system. 
This collaborative and complementary human-intelligent agent relationship will in the end 
ŀǳƎƳŜƴǘ ǘƘŜ ŜƴǘƛǊŜ ǎȅǎǘŜƳΩǎ performance of problem solving. Hereby, this thesis concludes 
that it is a good way to start analyzing and framing the whole aggregated process of 
completing tasks instead of only focusing on one entitȅΩǎ ƛƳǇǊƻǾŜƳŜƴǘǎΣ ŜƛǘƘŜǊ humans or 
intelligent agents.  
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On the other hand, we still need to be aware of the potential challenges of implementing IA. 
The challenges and effects can be: 1) the adversarial effects caused by humanǎΩ intervention 
(Casini et al., 2015) (Xia and Maes, 2013), 2) the increasing burden of humans (Williams et al., 
2014), 3) the inappropriate interaction design (Ramchurn et al., 2015) (Roy, 2004), 4) the 
ŎƻƳǇƭŜȄƛǘȅ ƻŦ ƘǳƳŀƴǎΩ nature (Tan et al., 2009), 5) humansΩ biased reasoning (Garcia, 2010), 
6) humans becoming dependent on intelligent agents (Xia and Maes, 2013) and 7) ethical 
questions (Xia and Maes, 2013).  

The design process for implementing IA either starts with a human approach that improves 
ƘǳƳŀƴǎΩ ǇŜǊŦƻǊƳŀƴŎŜ with the decision support technologies, or starts with an automated 
approach that enhances automation results with humanǎΩ inputs (Casini et al., 2015). To 
develop an IA system that integrates humans and intelligent agents, we should first analyze 
the entire system as a whole and then answer the questions about where, when and which 
level that humans and automation should be in the decision-making loop (Cummings, 2014). 
Defining roles and assigning tasks of humans and intelligent agents are critical in successfully 
designing an effective collaboration architecture. The design process will be further 
introduced in Section 3. 

2.2. Decision making: a literature review 
In this section, the concept of decision making is investigated. After the overview of search 
and selection processes, the concept of decision making process is discussed. Then the 
methods and tools used in decision making are introduced. In the end, this thesis explores 
whether IA is valuable to be applied in decision making.  

2.2.1. Literature search and selection process 
The below knowledge questions need to be answered, in order to gain insights from academic 
literature.  

1. What are the processes of decision making?  
2. What methods and tools are used in decision making? 
3. Is the IA concept needed in decision making? 

This thesis focuses on ŘŜŎƛǎƛƻƴ ƳŀƪƛƴƎ ǇǊƻŎŜǎǎΣ ǘƘǳǎ ǘƘŜ ƪŜȅǿƻǊŘ ƻŦ ǉǳŜǊȅ ƛǎ Ψdecision making 
ǇǊƻŎŜǎǎΩΦ ¢ƘŜ ǎŜŀǊŎƘ ǊŜǎǳƭǘŜŘ ƛƴ мпмΣрол ǊŜǎǳƭǘǎΦ ¢ƻ ƴŀǊǊƻǿ Řƻǿƴ ǘƘŜ number of search results, 
the following criteria were used: 

1. The research involves the methods or technology to study decision making process 
2. Papers are published between 2010-2015 
3. Search is limited to subject areas ΨŎƻƳǇǳǘŜǊ ǎŎƛŜƴŎŜΩΣ ΨŘŜŎƛǎƛƻƴ ǎŎƛŜƴŎŜΩΣ ŀƴŘ ΨōǳǎƛƴŜǎǎ 
ƳŀƴŀƎŜƳŜƴǘ ŀƴŘ ŀŎŎƻǳƴǘƛƴƎΩ 

The search query as entered in Scopus.com in November, 2015 is: 

( TITLE-ABS-KEY ( decision  making  process )  AND  ( TITLE-ABS-KEY ( method )  OR  TITLE-ABS-
KEY ( technology ) ) )  AND  PUBYEAR  >  2009  AND  ( LIMIT-TO ( SUBJAREA ,  "COMP" )  OR  
LIMIT-TO ( SUBJAREA ,  "BUSI" )  OR  LIMIT-TO ( SUBJAREA ,  "DECI" ) ) 

After setting criteria constrains, 8,711 results remained which was still a large number. So this 
thesis filtered articles by citation count. The top 50 cited articles were selected based on the 
relevance of the title. Next, this thesis selected articles from this 50 subset according to the 
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abstract. Then, this thesis filtered out unavailable articles. In the end, 16 articles were selected 
in terms of the relevance of the full content. Figure 3 presents the selection process. 

  

Figure 3 Decision making literature selection process 

During the review process, I also used the Backwards Search in order to gain sufficient 
knowledge on the studied literature. Table 6 provides an overview on which articles give an 
answer to which search questions. There are two articles that indirectly address the research 
questions, thus, Table 6 shows 14 articles instead of 16. 

Table 6 Decision making literature review 

  Decision making process Method/tool IA in decision making 

1 Akhouayri et al., 2012  p167 & p171  

2 Andrade et al., 2006  p179-180 p179 

3 Antunes et al., 2014 p276 p272  

4 Draghici et al., 2013 p65   

5 Elmegreen et al., 2014 p944 p945 p944 & p948 

6 Guillemette et al., 2014 p619 p618  

7 Moreno-Jiménez et al., 2012 p1922 p1923 p1921 

8 Negoita et al., 2013 p4-5   

9 Nutt, 2008 p425-427 & p446-447   

10 Pkirs.utep.edu, 2007 P1   

11 Roberto, 2004 p625-628, p639 & p653    

12 Saaty, 2008  p85  

13 Umassd.edu, 2015 p1   

14 Zhong et al., 2016  p85-87 p87 
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2.2.2. Decision making: decision making process  
Decision making means taking actions to make choices that produce outcomes with the 
immediate and downstream effects (Nutt, 2008). Decision makers make decisions by 
following the process that consists of tactical steps. These steps facilitate individuals to find 
out what to do and to reason their actions. The efficient decision making means that the 
process executes smoothly and decision makers select a course of actions in a timely manner. 
The effective decision making is that the selected course of actions meet the objectives 
established during the decision process (Roberto, 2004). The key factors influencing decision 
making have been: the context of decision making environment, the content of decision, the 
action-taking procedures to make a decision, and the relationships among the previous factors 
(Nutt, 2008). Negoita et al. (2013) also conclude the factors shaped decision making which 
are the nature of issue, solution types, politics, and individual factors.  

The quality of a decision depends on the performance of decision making process that offers 
insights into the sequence and nature of actions about how to make a decision (Guillemette 
et al., 2014). Simon develops a three-stage framework of decision making: intelligence, design, 
and choice (Pkirs.utep.edu, 2007). The intelligence phase identifies the problem and gathers 
information concerning the problem. The design phase develops possible solutions for the 
problem. Finally, the choice phase evaluates all alternatives and selects a final solution. Some 
researchers studied ŘŜŎƛǎƛƻƴ ƳŀƪƛƴƎ ōŀǎŜŘ ƻƴ {ƛƳƻƴΩǎ framework. Guillemette et al. (2014) 
evaluate the performance of decision making procŜǎǎ ōŀǎŜŘ ƻƴ {ƛƳƻƴΩǎ framework.  Antunes 
et al. (2014) extend the {ƛƳƻƴΩǎ framework to four phases: Intelligence, Design, Choice and 
Implementation & Evaluation. Negoita et al. (2013) also identify decision making process into 
three phases. They explain that the decision process begins with the identification phase 
when the key objectives and direction are identified. Then the development phase follows to 
analyze related solutions. Through evaluating the criteria and priorities, during the selection 
phase, decision makers select the best alternative solution. Elmegreen et al. (2014) present 
decision making in three steps too: 1) acquire information about the consequences of possible 
actions, 2) evaluate alternative actions with defined weights, and 3) make judgements about 
choosing which action. 

Some researchers define decision making process in more detail. Lƴ bǳǘǘΩǎ όнллуύ ǊŜǎŜŀǊŎƘΣ 
the steps of decision making are: intelligent gathering, direction setting, option development, 
evaluation, and reactive implementation. The ELECTRE method proposed by Draghici et al. 
(2013) defines the main decision making process as: problem statement, decision criteria 
hierarchy establishment, mathematical framework definition, optimal solution result, and 
optimal solution implementation. According to Umassd.edu (2015), decision making is the 
process of selecting alternatives by setting goals, collecting information, and assessing 
alternative values. There are seven steps to make an effective decision: 1. Identify the decision, 
2. Gather relevant information, 3. Identify alternatives, 4. Weight evidence, 5. Choose among 
alternatives, 6. Take action, 7. Review decision and consequences.  

Based on the above literature review, the decision making process in this thesis consists of 
four phases: 1. Decision Identification phase, 2. Solutions Identification phase, 3. Selection 
phase, and 4. Implementation & Evaluation phase (see Figure 4). The Decision Identification 
phase recognizes the context of making a decision and gathers information related to the 
decision. The Solutions Identification phase generates possible solutions for the problem. 
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Then, the Selection phase follows to assess all alternatives and select a final solution. Finally, 
the selected solution need to be implemented in the Implementation & Evaluation phase so 
that we can evaluate the results of implementation and further decide whether to redevelop 
or make a new decision.   

 

Figure 4 Decision making process 

2.2.3. Decision making: methods or tools are used in decision making 
Two methods are often employed in decision making for selecting an appropriate resolution 
of complex problems.  

The analytic hierarchy process (AHP) is an extensively used multi-criteria decision making 
(MCDM) approach (Moreno-Jiménez, 2012). AHP is a theory that measures pairwise 
comparisons and relies on the judgements of experts to determine the priority scales. AHP 
analyzes the problem within a hierarchy structure of decision making process, from the top 
(objectives) through the intermediate level (criteria and sub-criteria), and on to the lowest 
level (alternatives). With the AHP method, the decision is made in four steps: 1. Define the 
problem and information collection, 2. Structure the decision hierarchy, 3. Construct a set of 
pairwise comparison matrices, 4. Weigh the priorities. (Saaty, 2008) 

Another method is the Fuzzy logic theory. Fuzzy logic deals with the reasoning of partial truth 
where the truth value ranges between completely true and completely false (Akhouayri, 
2012). According to Andrade et al (2006), Fuzzy logic is a convenient approach for decision 
making as this method incorporates linguistic statements into formal frameworking. Hence, 
the expert opinions and subjective information can be combined with the theoretical 
knowledge by Fuzzy logic, which ensures a rational decision making when handling complex 
and dynamic problems. The Fuzzy rule to classify inputs is based on IF-THEN rule:  

IF variable IS adjective THEN class 

Information technology (IT) has been applied as a useful tool to support decision making 
(Guillemette et al., 2014). For examples, Visual analytics tools support decisions by boosting 
humans better insights (Zhong et al., 2016), ERP Systems provide individual workers with 
great supports in evaluating alternatives (Guillemette et al., 2014), Executive Information 
System plays an important role in gathering data for decision making (Guillemette et al., 2014), 
as well as the various decision making support systems (DSS) etc. During decision making 
process, we need information to guide our decisions and actions towards the desired goal. 
Antunes (2014) explains how DSS supports decision making through processing and sharing 
information: (1) information extraction and selection; (2) information integration; (3) 
information extension, exploration and explanation; (4) information interpretation, event 
detection, and prediction; (5) information tracking and post-event analysis; (6) frameworks 
presentation; (7) sharing decisions. Elmegreen et al. (2014) demonstrate that the computer 
simulation supports decision making by rapidly creating, merging, searching, displaying and 
analyzing data from various resources. Zhong et al. (2016) mention that the visual 
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technologies help decision making by (1) synthesizing information and deriving insights from 
massive, dynamic, ambiguous and conflicting data; (2) detecting the expected and discovering 
the unexpected; (3) providing timely, defensible and understandable assessments; and (4) 
effectively communicating assessment for actions.  

In conclusion, the AHP method and the Fuzzy logic theory assist decision makers in the 
Selection phase to make a choice among alternatives. The IT tools support decision making 
mainly through extracting, diffusing, and visualizing relevant knowledge of the problem 
resolutions to decision makers. On the other hand, the effective supports provided by IT tools 
also indicate the benefits to involve intelligent agent(s) into decision making.  

2.2.4. Decision making: the IA concept in decision making 
!ǎ ƻƴŜ ƻŦ ƘǳƳŀƴǎΩ fundamental cognitive characteristics, decision making emphasizes the 
ƘǳƳŀƴΩǎ Ǿƛǘŀƭ ǊƻƭŜ in decision making process (Moreno-Jiménez et al., 2012). Moreno-Jiménez 
et al. (2012) highlight the importance of human factors in acquiring knowledge during 
decision making, such as hǳƳŀƴǎΩ education and their continuous learning abilities. Zhong et 
al. (2016) mention that the tacit knowledge is essential to create insights of an optimal 
decision. The tacit knowledge is derived from personal experiences which is difficult to be 
codified into a program. Andrade et al. (2006) also state that embodying humanǎΩ tacit 
knowledge and reasoning into decision making improves the business intelligence and helps 
achieve the strategic goals more effectively. Hereby, this thesis can state that there is a need 
to take into account ƘǳƳŀƴǎΩ ǘŀŎƛǘ ƪƴƻǿƭŜŘƎŜΣ ƳŜƴǘŀƭ ŎŀǇŀōƛƭƛǘƛŜǎ ŀƴŘ ŎǊŜŀǘƛǾƛǘȅ ƛƴ ŘŜŎƛǎƛƻƴ 
making process.  

Section 2.2.3 ƛƴŘƛŎŀǘŜǎ ǘƘŜ ōŜƴŜŦƛǘǎ ƻŦ L¢ ǘƻƻƭǎΩ ǎǳǇǇƻǊǘ ƛƴ ŀǎǎƛǎǘƛƴƎ ŘŜŎƛǎƛƻƴ ƳŀƪŜǊǎ to achieve 
efficient operations, such as information searching, scenario analyses, and hypothesis testing. 
Particularly when the decision requires to be made within limited time and there is a need to 
handle unstructured and enormous amounts of data from various sources, intelligent agents 
can efficiently and effectively aid humans to make a decision in a short time. 

Each step of decision making is a challenging task for either humans or machines to 
successfully and smoothly complete, for instance, the task of weighing alternatives 
(Elmegreen et al., 2014). The complexity of business problems in reality increases the 
difficulty to make a proper and right decision due to real-time requirements, the uniqueness 
of problem, lack of relevant information, diverse goals, various stakeholders as well as the 
high occurrence rate of uncertainties. Elmegreen et al. (2014) argue that it is inability to make 
a single best decision by either a human or a computer. Humans may disagree or be confused 
with the outcomes that are automatically made by automation. They suggest that computers 
aid humans in decision making by providing humans with more valuable information to 
augment their existing knowledge, and humans are involved in the decision making loop 
considering the broad context and making the final decision.  

Thereby, from the above literature review, the necessity of collaborating humans with 
intelligent agents to make better decisions can be easily identified. In other words, the 
findings from literature indicate that decision making is a potential research area to study L!Ωǎ 
application. 

On the other hand, with respect to the amplification of human intelligence, except the 
problem solving ability, humans can also benefit much from the augmentation of cognitive 
aspects, such as decision making, memory, motivation and mood (Xia and Maes, 2013). But, 
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the IA research ƻƴ ƘǳƳŀƴǎΩ ŎƻƎƴƛǘƛǾŜ ŀŎǘƛǾƛǘȅ tends to be more oriented towards attention 
and perception process, and less towards decision making and thinking (Griffith and Greitzer, 
2007). Hereby, the research value of this thesis is to prove L!Ωǎ ǇǊŀŎǘƛŎŀƭ ǾŀƭǳŜ ƛƴ decision 
making.  

2.3. Conclusion 
This thesis aims to evaluate L!Ωǎ ōŜƴŜŦƛǘǎ ŀƴŘ ǾŀƭǳŜs in practical application. In IA system, 
ƘǳƳŀƴǎ Ǉƭŀȅ ŀ ŎŜƴǘǊŀƭ ǊƻƭŜ ƛƴ ǇǊƻōƭŜƳ ǊŜǎƻƭǳǘƛƻƴ ŀƴŘ L! ŀǳƎƳŜƴǘǎ ƘǳƳŀƴǎΩ ƛƴǘŜƭƭƛƎŜƴŎŜ ƻf 
solving a problem. Humans, as a guide, direct and supervise intelligent agents, while 
intelligent agents, as an assistant, aid humans to fulfill tasks efficiently and effectively. IA 
emphasizes the strengths of humans and intelligent agents to overcome their respective 
limitations through the collaborative effort. Hereby in IA system, humans and intelligent 
agents have a collaborative, mutually beneficial and complementary relationship. Due to this 
ǊŜƭŀǘƛƻƴǎƘƛǇΣ L! ƛƳǇǊƻǾŜǎ ǘƘŜ ŜƴǘƛǊŜ ǎȅǎǘŜƳΩǎ ǇŜǊŦƻǊƳŀƴŎŜ ƻŦ ǇǊƻōƭŜƳ ǎƻƭǾƛƴƎΦ  

There are many researches taking advantage of the collaborative effort of humans and 
computers without realizing the IA concept. Besides, most of them focus on the benefits in 
overcoming the limitation of automation and improving the performance of entire system in 
ŎƻƳǇƭŜǘƛƴƎ ǘŀǎƪǎΦ CŜǿ ǎǇŜŎƛŦƛŎŀƭƭȅ ǎǘǳŘȅ L!Ωǎ ŀƳǇƭƛŦƛŎŀǘƛƻƴ ŜŦŦŜŎǘǎ ƻŦ ƘǳƳŀƴǎΩ ƛƴǘelligence. 
Thus, the thesis contributes to explore L!Ωǎ ōŜƴŜŦƛǘǎ ŀƴŘ ǎǘǳŘȅ ǿƘŜǘƘŜǊ ƘǳƳŀƴǎΩ ŎŀǇŀōƛƭƛǘƛŜǎ 
and performance are amplified by IA. 

In order to evaluate L!Ωǎ ōŜƴŜŦƛǘǎΣ ǘƘŜǊŜ ƛǎ ŀ ƴŜŜŘ ǘƻ ŦƛƴŘ ǿŀȅǎ ǘƻ ŀǇǇƭȅ L! ƛƴ ǇǊƻōƭŜƳ ǎƻƭǾƛƴƎΦ 
Since IA is in its infancy, the current state of art is lack of the applicable framework for 
implementing IA. This finding indicates the importance of designing an approach on how to 
accomplish this task. Thus the goal of solution is to develop a framework that provides 
instructions of IA implementation.  

In terms of achieving IA, it is necessary to effectively explore the collaborative effort of 
utilizing the best of humans and intelligent agents.  As IA amplifies the system as a whole, we 
can firstly think about the desired state of completing tasks, instead of considering humans 
or intelligent agents separately. Then we analyze and frame the whole aggregated process to 
meet this desired state. During the process analysis, the task assignment can be settled 
according to the nature of specific tasks.   

To figure out what tasks can be best shared by humans and intelligent agents working 
cooperatively, three attributes of an IA problem are identified from literature review: high 
cognition, high efficiency and high uncertainty. Based on these attributes, decision making is 
identified as a good candidate for IA research. But, the research into the field of IA has less 
focused on decision makingΦ  /ƻƴǎƛŘŜǊƛƴƎ ŘŜŎƛǎƛƻƴ ƳŀƪƛƴƎ Ψǎ Ǿƛǘŀƭ ǊƻƭŜ ƻŦ ōǳǎƛƴŜǎǎΣ ƛǘ ƛǎ ǾŀƭǳŀōƭŜ 
to explore how IA influences decision making and whether decision makers can benefit from 
intelligence amplification of decision making.     
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3. IA framework 
This chapter applies the design science research methodology (DSRM) (Peffers et al., 2007) to 
develop an IA framework. The design activities are based on the design cycle, namely, 
problem investigation, treatment design, and treatment validation (Wieringa, 2014). Figure 5 
describes the six activities of DSRM in the design cycle. 

 

   

Figure 5 Design Cycle 

3.1. Problem identification and Motivation 
As discussed in the previous literature review, decision making is a good candidate to study 
L!Ωǎ ōŜƴŜŦƛǘǎ in practical application. However, the research into the field of IA has been less 
towards decision making. Since there is an increasing desire to have the collaboration of 
humans and intelligent agents in decision making process, the problem context of this thesis 
has been chosen in the decision making area. Considering decision makingΩǎ ōǳǎƛƴŜǎǎ ǾŀƭǳŜ, 
this thesis explores: 1) how IA influences decision making and 2) whether humans can benefit 
from the amplification of decision making. 

In order to prove L!Ωǎ value in improving decision making, there is a need to find a way to 
introduce IA to decision making. Thus the problem of this thesis is about how to apply IA in 
decision making. 

3.2. Objective 
The objective of the solution is to develop a framework that gives instructions to apply IA in 
decision making process. Such a framework should explore the collaborative effort of utilizing 
the best of humans and intelligent agents, and represent where, when and which level of 
decision making process that humans and intelligent agents should be in. In other word, the 
designed framework should solve the task assignment problem. In terms of achieving IA, the 
framework should also help to decide and design the functionalities of intelligent agents 
based on the allocated tasks. 

3.3. Design and development 
The previous literature review identifies that building an IA framework through the process 
analysis is a good way to introduce IA. Thus this thesis designs a framework that introduces 
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the steps of implementing IA in decision making. Figure 6 presents the framework proposed 
by this thesis. 

 

Figure 6 IA Framework 

The first step of applying IA is to analyze decision making process based on a specific case. 
The tool to model decision making process is the Business Process Modeling Notation (BPMN). 
The general decision making process is explained in Figure 7. Each certain case can base on 
this general decision making process to build its own specific process. In the first step, the 
main activities of making a decision can be classified to three types of tasks: automation task, 
human task as well as the collaborative task on the basis of the nature of tasks.  Figure 11 
indicates the potential collaborative tasks in the activities of decision making. The 
collaborative tasks need to be further decomposed to sub tasks that can be assigned to one 
entity, either humans or intelligent agent. The method of task decomposition is the 
hierarchical task analysis (HTA). Then, according to the result of task assignment, the 
functionalities of intelligent agents can be defined. The built intelligent agents are 
implemented to work with decision makers so that we can evaluate the effects of 
collaboration. 
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Figure 7 Decision making process 
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3.3.1. General decision making process 

Figure 7 describes the steps of decision making process. This general introduction of each 
decision making phase helps to better figure out where, when and which level that decision 
makers and intelligent agents should be in decision making process, and facilitate the 
understanding of what tasks of decision making should be assigned to humans and intelligent 
agents. 

Knowledge Base 
The whole decision making process requires a knowledge base that gathers the needed 
information to better understand the problem, generate alternatives, select and evaluate the 
best solution in the given context. The knowledge may be either in the form of explicit 
knowledge that is available in norms, standards and regulations, or tacit knowledge in the 
ŘŜŎƛǎƛƻƴ ƳŀƪŜǊΩǎ ƳƛƴŘǎΣ ŜȄǇŜǊƛŜƴŎŜǎ ŀƴŘ ŎƻƳƳƻƴ ǎŜƴǎŜ (Garcia, 2010). Moreover, the 
knowledge evolves with time and circumstances thus it needs to be updated accordingly. 
According to Table 4, the intelligent agent is superior to humans in handling enormous 
volumes of heterogeneous information. Along with the ability to learn from other agents, the 
intelligent agent is able to interact with humans and integrateǎ ƘǳƳŀƴǎΩ tacit knowledge to 
update its knowledge based. As humans are limited in dealing with complex situations due to 
the difficulties in perceiving context and exploring the range of alternatives, there is a need 
to have a knowledge acquisition agent that elicits knowledge in the context of problem 
resolutions to augment humansΩ ƛƴǘŜƭƭƛƎŜƴŎŜ during decision making process. Figure 8 
explains the process to acquire knowledge. 

 

Figure 8 Knowledge acquisition 

Decision Identification phase 
Decision making process is triggered by the occurrence of problem in the Decision 
Identification phase.  The problem should be identified and understood before deciding 
whether it is an appropriate situation to make a decision. Humans have intrinsic limitations 
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to always keep aware of variants and frequently track updates in a constant changing world. 
Thus, this thesis lets the intelligent agent to perceive changes and continuously maintain 
ƘǳƳŀƴǎΩ ŀǿŀǊŜƴŜǎǎ ƻŦ the problem occurrence. The knowledge acquisition agent at that time 
provides humans with the information related to the problem context in order to help 
humans better understand the problem and, in the meantime, to avoƛŘ ƘǳƳŀƴǎΩ 
misconceptions and biases (Garcia, 2010). Most of times, problems are novel and anomaly 
that need humansΩ reasoning to frame the information gathered from the knowledge 
acquisition agent for the sake of a comprehensive and right understanding of the context (See 
Figure 9). After figuring out the problem, if the decision maker recognizes the need to find a 
solution of the problem, in the next step, they define the goals of resolution to guide the 
following generation, selection and evaluation processes. If the decision maker thinks there 
is no need to make a decision or can wait to consider the problem in the future, then the 
process comes to an end. 

 

Figure 9 Problem Identification sub-processes 

Solution Identification phase 
The Solution Identification phase starts with assigning tasks to intelligent agents and humans 
to accomplish the goal defined in the Decision Identification phase. Figure 11 reflects that the 
task assignment is done by an intelligent agent while in the beginning the intelligent agent 
requires humans to define the rules of task allocation. Task analysis is a scientific approach to 
framework tasks by defining goals and activities (Tan et al, 2009). This thesis adopts the 
hierarchical task analysis (HTA) method to decompose the tasks in the generating, selecting 
and evaluating processes into hierarchies of sub tasks. Table 7 identifies the top level tasks 
that need to be divided into sub tasks regarding to a specific problem. The further task 
decomposition will be introduced in the next chapter based on a case study.  

Table 7 Top level tasks 

Decision 
making 
process 

Solution 
identification phase 

Selection phase Implementation & 
evaluation 

Task 1. Generate 
alternatives 

2. Assess alternatives 3. Evaluation 

 

After decomposing the top tasks by HTA, each sub task will be classified to four types: Skill-
based, Rule-based, Knowledge-based, and Expertise (Cummings, 2014), so as to facilitate the 
task allocation to humans and intelligent agents. The process to assign tasks is displayed in 
Figure 10. 
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The skill-based task can be accomplished by sensory-motor actions that require very little or 
no conscious control to perform once the intention is formed (Cummings, 2014). Automation 
is superior in skill-based tasks because such tasks have a clear feedback loop to identify the 
differences between a desired outcome and the actual result. The rule-based tasks are highly 
rehearsed by rules, routines, or procedures to select a course of action (Cummings, 2014). 
Intelligent agents with optimization algorithms work primarily at the rule-based level. 
However, when faced with uncertainties, automation may not store the relevant information 
ƻǊ ŘƻŜǎƴΩǘ ƛƴŎƭǳŘŜ variables that impact the final solution. Lƴ ǘƘƛǎ ŎŀǎŜΣ ƘǳƳŀƴǎΩ ƘƛƎƘ ƭŜǾŜƭ 
cognition is required to decide the criteria and weight of an optimal solution.  Hereby, the 
rule-based tasks need the collaboration of humans and automation to create a better solution. 
The humanǎΩ power of induction is critical in the knowledge-based and expertise tasks. 
IǳƳŀƴǎΩ judgement and intuition are essential to deal with the situations where the goal is 
ambiguous, uncertainty is high and mathematically optimal solutions are unavailable. The 
induction of humans is difficult for computer programming to replicate, especially the true 
expertise. Considering efficiency, ƘǳƳŀƴǎ Ŏŀƴ ƳŀƪŜ ǳǎŜ ƻŦ ǘƘŜ ƛƴǘŜƭƭƛƎŜƴǘ ŀƎŜƴǘǎΩ ŀŘǾŀƴǘŀƎŜǎ 
in speed, calculation accuracy, memory and information processing capacity to complete the 
knowledge-based tasks.  

Therefore, tasks can be done by automation, human alone or their collaboration. The 
collaborative tasks can be further decomposed into sub-tasks that are assigned to and 
finished by a specific agent, either humans or intelligent agents. 

 

Figure 10 Task assignment 

This thesis also modeled the activities of humans and intelligent agents and their relationships 
in decision making process by BPMN (See Figure 11). Figure 11 clearly presents which task is 
assigned to which entity, humans or intelligent agents. Also, Figure 11 helps to identify which 
tasks are accomplished by a human-intelligent agent collaborative work, which are Generate 
alternatives, Assess alternatives, and Evaluation. These three collaborative tasks are also the 
top level tasks identified in Table 7 that need to be divided to sub-tasks. The sub-tasks of each 
top level task will be further defined by HTA technology in the latter case study.   
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Figure 11 Activities of humans and intelligent agents in decision making process 
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The task assignment decides the way of generating alternatives (See Figure 12). The 
alternatives can be come up with ŀǳǘƻƳŀǘƛŎŀƭƭȅΣ ƻǊ ōŀǎŜŘ ƻƴ ƘǳƳŀƴǎΩ ŜȄǇŜǊƛŜƴŎŜΣ ƻǊ ōȅ ǘƘŜ 
collaboration of humans and intelligent agents.   

 

Figure 12 Generate alternatives 

Selection phase 
Before selecting a solution among alternatives, the decision making process goes through the 
process of assessing the generated alternatives. The selection rules, selection methods and 
assessment criteria are decided ahead to meet the defined goal and to narrow down 
alternatives. After the assessment, there might be no a solution meeting the defined goal. If 
happens, the process comes back to the Solution Identification phase to re-generate 
alternatives by changing priorities and criteria, or the generation way.  

Implementation & Evaluation phase 
After selecting a solution, we need to implement it in reality and evaluate the implementation 
effects. Sometimes, uncertainties and un-recognized variables might happen during the 
implementation. Thus, it is hard to be certain that the defined criteria are what characters of 
an optimal solution are. The results of the actual implementation decides whether the 
selected solution is a right decision. If the selected solution successfully solves the problem 
and meet expectations, then decision making comes to the end. If not, the process restarts in 
the Problem identification phase to reconsider the problem and make a new decision. Thus, 
decision making can be a loop process. Besides, there is also a learning process in decision 
making. The experience gained from the process will feed the knowledge acquisition agent so 
that the later decision making can constantly benefit from the continuously updating 
knowledge base. 



28 
 

4. Case study 
This chapter introduces a case study for validating the application effects and hypotheses of 
the IA framework proposed in Chapter 3. The case is about synchromodality. Synchromodality 
aims to provide a dynamic, efficient and environmentally friendly transport plan to meet the 
growth transporting demands and ǘƘŜ ƛƴŎǊŜŀǎƛƴƎ ŎǳǎǘƻƳŜǊǎΩ requirements. To achieve 
synchromodal transport, it needs the interconnectivity of multiple modes and the 
cooperation between the involved actors in the transport network.  

4.1. Problem statement 
Section 2.1.4 identified three attributes of the problem that is suitable for IA application, that 
is, high cognition, high efficiency and high uncertainty. Thus in this section, we are going to 
analyze synchromodality under these three attributes to figure out: 1. whether IA is applicable 
in the synchromodality area, 2. what problems needs to be solved in the synchromodality 
circumstance. 

High cognition: 

Synchromodality integrates transport services to achieve customization and responsiveness. 
With the increasing customer requirements on logistics service, there are multiple goals for 
synchromodal transport to achieve at the same time. Synchromodal transport should be 
efficient, flexible, reliable and sustainable meanwhile keeping the cost at an acceptable level. 
Hence there are many factors to be considered in order to have a synchromodal transport, 
such as, capacity, operating time, CO2 emission, dynamic planning and operating cost, etc. 
Customers have different emphases on these factors or services. To interpret and meet 
ŎǳǎǘƻƳŜǊǎΩ demands, the synchromodal transport planning needs ƘǳƳŀƴǎΩ ƧǳŘƎŜƳŜƴǘ ŀƴŘ 
cognitive capability to define the goal of and the rules of transportation planning.  

Besides, the collaboration between stakeholders, like information sharing, is the primary 
basis to achieve synchromodalityΦ ¢ƘŜǊŜ ƛǎ ŀ ƴŜŜŘ ǘƻ ǎƘƛŦǘ ǎǘŀƪŜƘƻƭŘŜǊǎΩ ƳƛƴŘǎ ŀƴŘ ŜƴƘŀƴŎŜ 
their awareness of cooperation.  Synchromodal transporting requires the involved actors a 
joint-effort to communicate, exchange and share information between each other, which 
ƴŜŜŘǎ ƘǳƳŀƴǎΩ cognition and awareness to integrate both explicit and tacit information in 
the transport network.   

High efficiency: 

To achieve synchromodal logistics, it is necessary that decisions are made during the process 
execution, not only in the design phase. Therefore, synchromodality requires to collect the 
needed data as fast as possible to support ǘǊŀƴǎǇƻǊǘƛƴƎ ǇƭŀƴƴŜǊǎΩ decision making. However, 
the information exchange and integration between stakeholders is hampered by the 
fragmentation of data, lack of standardization and agreements, incompatibility of information 
systems and security issues. Besides, to get an optimized solution, the synchromodal 
transport system should generate more alternatives for decision makers to choose, which 
increases the demand for the computer aided planning. From studies, intelligent transport 
system (ITS) and information communication technology (ICT) are major solutions to facilitate 
the information exchange within the transport network by providing data visibility, accuracy, 
transparency and security at a highest possible level.  

High uncertainty: 
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There is a high frequent occurrence of unexpected disturbances in transportation, for 
instance, extreme weather events, traffic congestion and new incoming orders. 
Synchromodality offers great flexibility to cope with these uncertainties through real-time 
modes switching according to the available capacity and actual circumstance so as to meet 
customersΩ requirements on reliability and responsiveness.  Besides, the demand pattern is 
not easy to be predicted so that the transport planning needs a dynamic plan to adjust the 
transportation arrangement according to the real-time demands and modes capacity.  

Moreover, there are many challenges to achieve synchromodality. For instances, the 
approaches of an optimized synchromodal planning, architecture of integrated network, the 
design of physical network, information exchanging mechanism, criteria of cost, service and   
quality, and legal issues etc.  

Thereby, synchromodality is a good candidate to prove L!Ωǎ ǇǊŀŎǘƛŎŀƭ ǾŀƭǳŜǎ ƛƴ ŘŜŎƛǎƛƻƴ ƳŀƪƛƴƎ. 
One of challenges in synchromodality is to achieve and offer great flexibility in its transport 
network planning. Thus this thesis applies the proposed IA framework in ǎȅƴŎƘǊƻƳƻŘŀƭƛǘȅΩs 
real-time network planning. The validation aims to prove whether IA helps synchromodality 
achieve flexibility in creating an optimal transport planning and adjusting the plan within 
limited time as soon as new information arrives (like new orders) or unexpected disturbances 
happen, in the meantime ƳŜŜǘƛƴƎ ŎǳǎǘƻƳŜǊǎΩ ŘŜƳŀƴŘǎ ŀƴŘ ǎŀǘƛǎŦȅƛƴƎ ǘƘeir requirements.  

4.2. Serious game 
The serious game simply exploits an informal, incidental and unconscious way to help people 
acquire skills, knowledge, or attitudes by using computer games (live-simulations or virtual 
environments) (Korteling et al., 2011). These computer games framework certain aspects of 
reality with a didactical goal through combining simulation, learning and play (Korteling et al., 
2011). According to Korteling et al (2011), using a serious game is a promising approach in 
training or education when other methods are unattractive, expensive or have impose 
unacceptable risks for the learner or the environment. Therefore, considering the 
expenditure of time and effort in a real business case, this thesis chooses the serious game 
approach to validate the practical value of IA and the applicability of the designed IA 
framework.  

This thesis uses the serious game SynchroMania developed by TNO, a Dutch research 
organization. The SynchroMania (PPMC, 2014) simulates the real operations of synchromodal 
transport planning. In the game (See Figure 13), the player takes a role as a logistics planner 
to ship the orders placed by three clients to various locations within a container hinterland 
network. At the planning desk of synchro transport services, the timetable represents one 
week. Every day has new orders coming which need to be assigned to one of transport 
services. Each order has specific requirements of dates, locations, modes and demands 
imposed by the client. During planning, the planner must strive to satisfy the clientΩs specific 
requirements while lowering the overall cost and emission level within the time restriction.  

From Figure 13, you can see that there are three locations: North, South and Destination 
which create five transporting routes (see Table 8). By Route 1, 2, 4 and 5, the cargo can be 
delivered by three modes: Truck, Train and Barge, while Route3 only allows trucks to 
transport orders from port to destination. The cost of each mode is described in Table 8. Barge 
is the cheapest transportation followed by Train and Truck sequentially. The άcommittedέ in 
Table 8 means the space is already pre-booked and pre-paid, which is displayed with gray 
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background in the timetable. If a player uses the committed space, there is no additional cost. 
In the timetable, the rest of numbers without background represent tƘŜ άǳƴŎƻƳƳƛǘǘŜŘέ 
space which means the cost is incurred per use. Figure 13 also illustrates that there may be 
limited or no capacity of Train and Barge in a day, while, the direct trucking has unlimited 
space in week days. If the order cannot be scheduled because of no available capacity, the 
planner can negotiate with customers whether they agree to switch modes, change dates or 
locations. At the end of each round, the game shows the results of the weekly transport plan 
about the unshipped and shipped volumes, cost, CO2 emission level and customer satisfaction.  

 
Figure 13 Serious game SynchroMania  

In this thesis, the performance indicators of transport planning in this serious game 
SynchroMania are:  

¶ Cost per TEU 

¶ Client satisfaction level 

¶ % volume transported 

¶ CO2 emission level 

That is, the transport planning in this serious game aims to minimize the transport cost, 
meanwhile keeping a high client satisfaction level and saving the environment as much as 
possible. To reduce costs, the planner is advised to use more Barge and Train, try to fill in the 
already paid committed space, and avoid the direct trucking. The increasing utilization rate of 
Barge and Train helps to reduce the CO2 emission. The customer satisfaction level will be 
ƛƴŎǊŜŀǎŜŘ ǿƘŜƴ ǘƘŜ ŎǳǎǘƻƳŜǊΩǎ ƻǊŘŜǊǎ ŀǊŜ ŘŜƭƛǾŜǊŜŘ ƻƴ ǘƛƳŜΣ ǿƘƛƭŜΣ per request to negotiate 
with the customer decreases the customer satisfaction level. 
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Table 8 Transporting routes and costs 

Route Truck costs Train costs 
committed 

Train costs 
uncommitted 

Barge costs 
committed 

Barge costs 
uncommitted 

1. Port-North 
(direct) 

300 0 100 0 90 

2. Port-South 
(direct) 

300 0 100 0 90 

3. Port-Desti 
(direct) 

400 - - - - 

4. Port-Desti 
(via North) 

- 100 200 100 190 

5. Port-Desti 
(via South) 

- 100 200 100 190 

 

4.3. Decision making process 
The problem context of this SynchroMania game is easy and clear to be understood. That is, 
the player needs to make a transport plan when new orders come. The goal of planning has 
been clarified in Section 4.2. Thus, the first phase of decision making ς Decision Identification 
is simplified as Figure 14 shows. Next the task assignment of humans and intelligent agents is 
analyzed based on the context of SynchroMania game. In Figure 14 , Generate initial transport 
planning is the process to ƳŀƪŜ ŀƴ ƛƴƛǘƛŀƭ ǘǊŀƴǎǇƻǊǘŀǘƛƻƴ Ǉƭŀƴ ƻƴ ǘƘŜ ōŀǎƛǎ ƻŦ ŎǳǎǘƻƳŜǊǎΩ 
requirements, which represents the process of Generate alternatives in Figure 7 Decision 
making process. The assessment and approval of solutions in Figure 7 are simplified as the 
process of Optimize plan that adjusts the initial plan to achieve the goals defined beforehand. 
The task assignment decides the sub-tasks of the processes of generating and optimizing the 
transport planning.  

Then selecting a best transporting plan is the end of Selection phase. In the final phase of 
decision making in Figure 14, there is no loop back to the beginning phase. That is because 
players cannot (re)-arrange the orders in the past days. But decision makers can gain 
experiences and adjust the decision making strategy through analyzing the results of the 
weekly planning with performance indicators to improve the next round planning.  
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Figure 14 SynchroMania transport planning decision making process 

4.4. Tasks assignment 
This thesis adopts the hierarchical task analysis (HTA) method to decompose the top level 
tasks that are about generating, optimizing and evaluating the transport planning. The 
decompositions of these three top level tasks are respectively described in Figure 15, Figure 
16 and Figure 17.  The tasks in blue are advised to be completed by intelligent agents, while 
the yellow one means the tasks for humans. Some second or third level tasks are in black, 
which means they are collaborative tasks completed by the cooperation of humans and 
intelligent agents. These collaborative tasks are further divided into sub tasks that can be 
assigned to a specific entity, either humans or intelligent agents.  

From the task decomposition by HTA method, the task allocation of humans and intelligent 
agents in this SynchroMania game becomes apparent. The tasks allocated to humans also 
manifest ƘǳƳŀƴǎΩ importance in the decision making of SynchroMania transport planning. 
We can further base on this result of task assignment to build the intelligent agents that are 
able to cope with the tasks assigned to them. 
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Black: collaborative tasks 
Yellow: tasks for human; 

Blue: tasks for intelligent agents; 

Figure 15 Task decomposing of generating transport planning 
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Black: collaborative tasks 
Yellow: tasks for human; 

Blue: tasks for intelligent agents; 

Figure 16 Task decomposition of optimize transport planning
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Black: collaborative tasks 
Yellow: tasks for human; 

Blue: tasks for intelligent agents 
 

Figure 17 Task decomposition of evaluation 

4.5. Intelligent agent 
Based on the result of the tasks assignment in last previous section, the requirements and 
functionalities of intelligent agents are defined in order to realize the human-intelligent agent 
collaboration and achieve intelligence amplification.  

ŵ Urgent order identifier: Identify and highlight the urgent order 

Purpose: As the amount of time to make a decision is limited, intelligent agent could assist 
players in identifying urgent orders.  

Action: Upon activation, this agent continuously scans all the orders in the inbox. For all the 
orders, this agent compares the due date with the current day. If they are same, the agent 
saves the ID of the order and send a command to the graphics component to display a visual 
mark next to the order with the given ID. 

Input: List of all the orders in ǘƘŜ ǇƭŀȅŜǊΩǎ ƛƴōƻȄ όID and due date); current day 

Output: Display a red rectangle at the coordinates where the urgent order is located.  

Execution: Continuous. When switched on, this agent continuously runs and highlights urgent 
orders until switched off by the player. 

Ŷ Auto assigner: Automatically assign orders 

Purpose: In SynchroMania game, the planner needs to drag orders to the timetable while 
keeping in mind of meeting the orderΩǎ requirements. The intelligent agent could help reduce 
ǘƘŜ ŀƳƻǳƴǘ ƻŦ ƻǊŘŜǊǎ ōȅ ŀǳǘƻƳŀǘƛŎŀƭƭȅ ŀǎǎƛƎƴƛƴƎ ŀƭƭ άŎƭŜŀǊέ ŎŀǎŜǎΦ ¢ƘŜ άŎƭŜŀǊέ ŎŀǎŜ ƛǎ ŀƴ ƻǊŘŜǊ 
with a fixed mode and for which there is available capacity / space to ship this order. This 
functionality helps save time so that planners can make and execute decisions efficiently. 

Action: When activated, Auto assigner checks all the orders in the inbox. For each order, this 
agent knows about the information about destination, modality, time and TEU. Then this 

3.Evaluate weekly 
planning results and 

adjust strategy

3.1. Analyze the weekly 
plan

3.1.1. Show the results 
of performance 

indicators

3.1.2. Calculate the 
overall score of weekly 

plan

3.2. Predict the future 
demand pattern

3.3. Define strategy for 
the next round 

planning
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agent checks the capacity for the given destination and the given mode in the first possible 
day. The process will be repeated for the remaining days. If there is capacity available, Auto 
assigner assigns the order to the appointed spot of the timetable. If not, the order will be 
ignored. 

Inputs: List of all the orders in ǘƘŜ ǇƭŀȅŜǊΩǎ ƛƴōƻȄ (ID, destination, mode, first day, due date, 
TEU); Current day; list of available capacities per destination and per transport mode.  

Output: Call to the game function that allocates an order from the inbox to the timetable 

Execution: Continuous or One shot. The agent either could be set to one shot that executes 
players per call or continuously checks all inbox orders and try to assign them until no orders 
are left in the inbox or the orderΩǎ requirements cannot be satisfied.  

ŷ Alternative advisor: Generate alternative options   

Purpose: The intelligent agent could generate alternatives for the order currently under the 
ǇƭŀȅŜǊΩǎ ŎƻƴǎƛŘŜǊŀǘƛƻƴ and inform the player other options to assign the order. Especially 
when there is no capacity to meet the requirements of the order, this intelligent agent could 
present options for these unsatisfied orders and show the options to the player. 

Action: Once activated, this agent will be given the ID of the order currently considered by 
the player. For that ID, this agent checks if there is capacity to assign the order along its 
ǊŜǉǳƛǊŜƳŜƴǘǎ ŀƴŘ ǘƘŜ ŎƭƛŜƴǘΩǎ ǇǊŜŦŜǊŜƴŎŜǎ. Alternative advisor also checks if there is capacity 
available for other options in case one of the parameter is changed, for instances, changing 
modality, destination, or delivery dates. If the check returns positive answer, a transparent 
icon is displayed at the appropriate position within the schedule, highlighting the component 
that has to be negotiated with the client.  

Input: Order under focus (ID, destination, mode, first day, due date, TEU); list of available 
capacities from schedule per destination, per transport mode and per day. 

Output: Call to the game function that displays an order icon (preferably semi-transparent) at 
given X, Y coordinates, followed by another function call to draw a red rectangle.  And also 
call to the game function that assigns orders to the position of the timetable. 

Execution: One shot. This agent is executed per call by the player and only works when there 
is an order under consideration.  

Ÿ Negotiator: Negotiate with customers 

Purpose: To relieve planners from taking time to communicate with customers, the intelligent 
agent could take charge of calling customers and negotiating with customers about the 
parameter (mode, location or due date) that is decided by planners. 

Action: For each parameter (Location, mode, first day, and due date), there is a corresponding 
negotiator to be responsible for. Planners will decide to active which negotiator. Once 
activated, this agent is given the ID of the order currently considered by the player. For that 
ID, this agent negotiates with the client on the relative parameter and in return, shows 
planners the negotiation result.  

Input: Order under focus (ID, destination, mode, first day, due date, TEU) 



37 
 

Output: Call to the game function that triggers negotiation for a given order and for a specific 
parameter. 

Execution: One shot. This agent is executed per call by the player and only works when there 
is an order under consideration. 

Ź Optimizer: Optimize the transporting plan 

Purpose: Once all the orders are placed in the schedule, planners still need to consider 
whether the transportation arrangement meets the goal of lowering cost. That is where the 
intelligent agent may contribute to. The rules of optimization algorithm can be:  

- Maximize the utilization of the committed space 
- Reduce the direct trucking 
- Maximize the utilization of Train and Barge 

Action: This agent enumerates the cost of all the assigned orders and then checks the 
available capacity ŀƴŘ ŎǳǎǘƻƳŜǊΩǎ ǇǊŜŦŜǊŜƴŎŜǎ. With the optimization algorithm, Optimizer 
proposes new options of re-assigning orders to planners for the sake of a low cost. The options 
are displayed at the appropriate position within the timetable, highlighting the component 
that needs to be negotiated with a client. After players choosing an optimization plan, this 
agent re-allocates the order to the schedule.  

Input: List of all the orders already assigned to the schedule (ID, destination, mode, first day, 
due date, TEU); Current day; list of available capacities per destination, per transport mode 
and per day. 

Output: Call to the game function to display order icon (preferably semi-transparent) at given 
X, Y coordinates followed another function call to draw a red rectangle. After players selecting 
a new shipping plan, call to the game function that removes an order from the schedule 
followed by the call to another function that assigns the order to the new position within the 
schedule.  

Execution: One shot. This agent is executed per call by the player and only works when there 
is an order under consideration. 

ź Predictor: Prediction 

Purpose: ¢ƘŜ ƛƴǘŜƭƭƛƎŜƴǘ ŀƎŜƴǘ ŎƻǳƭŘ ŀǳƎƳŜƴǘ ǇƭŀƴƴŜǊǎΩ ƪƴƻǿƭŜŘƎŜ ōŀǎŜ ŦƻǊ ǘƘŜ ǎŀƪŜ ƻŦ ŀ good 
decision making strategy through providing planners with the analysis results of the weekly 
plan and an estimation of future demand pattern.  

Action: On the one hand, Predictor calculates and shows the overall score of each week 
transportation arrangement. On the other hand, this agent loads the history order data from 
the game and predicts a demand pattern as a reference for the future transport planning. The 
information of the demand pattern provided by Predictor is about the weekly pattern of 
arrival orders, the characteristics of ŎƭƛŜƴǘΩǎ ōŜƘŀǾƛƻǊǎ ŀƴŘ ǘƘŜ ŦŜŀǘǳǊŜǎ ƻŦ ŎƭƛŜƴǘΩǎ ƻǊŘŜǊǎΦ  

Input: All the historical order data (ID, client, destination, mode, first day, due date, TEU, and 
ŎƭƛŜƴǘΩǎ ǇǊŜŦŜǊŜƴŎŜ); the weekly transporting plan 
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Output: Call to the game function that extracts and calculates the results of performance 
indictors from the game. And call to the game function that shows the results of the weekly 
plan and displays the demand pattern. 

Execution: Continuous. This agent continuously shows the calculation results after finishing 
each round and shows the analysis results of historical data before the start of a new round.  

The intelligent agent ŷ  Alternative advisor, Ź  Optimizer andź Predictor all require a 
knowledge base so as to produce more feasible options and useful information. To keep 
updating the knowledge base, these intelligent agents record and analyze ŜǾŜǊȅ ǿŜŜƪΩǎ 
transporting plan, specifically analyzing ǘƘŜ ǇƭŀƴƴŜǊΩǎ decision making strategy and the 
characteristics of the ŎƭƛŜƴǘΩǎ behaviors. Therefore, there is a learning mechanism in this 
SynchroMania IA system that intelligent agents learn from humans ǘƻ ƛƴǘŜƎǊŀǘŜ ǘƘŜ ƘǳƳŀƴǎΩ 
tacit knowledge with explicit information. This learning mechanism enables intelligent agents 
to propose better ǎǳƎƎŜǎǘƛƻƴǎ ǘƻ ǇƭŀƴƴŜǊǎΦ ²ƛǘƘ ǘƘŜ ƛƴǘŜƭƭƛƎŜƴǘ ŀƎŜƴǘǎΩ ŜŦŦŜŎǘƛǾŜ ŀǎǎƛǎǘŀƴŎŜΣ 
planners could be able to make a better decision on transport planning in comparison to when 
they work alone. This mutually beneficial and collaborative relationship embodies the IA 
concept in SynchroMania decision making.    

Table 9 presents a clear connection between these six ideal intelligent agents and the tasks 
assigned to intelligent agents by HTA method.  

Table 9 Connection between intelligent agent's functionalities and tasks 

Intelligent agent Tasks of intelligent agents 

ŵ Urgent order identifier 1.1.1.2. Identify the urgent order 

Ŷ Auto assigner 1.2. Assign orders with available capacity 

ŷ Generate alternative options   1.3.2.1. Generate options for unassigned orders  
1.3.3.3. Show feasible options after negotiation; 
1.3.4.2. Assign orders to schedule 

ŸNegotiate with customers 1.3.3.2. Execute negotiation call; 
2.2.4. Execute negotiation call 

Ź Optimize the transporting plan 2.1.3. Generate options to reduce cost 
2.2.5. Show feasible options after negotiation 
2.3.2. Reassign orders to schedule 

źPredictor 3.1. Analyze the weekly plan 
3.2. Predict the future demand pattern 

 

4.6. Testing method 
Due to the time limitation, this thesis tests three intelligent agents instead of all six. Urgent 
order identifier, Auto assigner and Predictor are tested in this thesis. The hypothesis of testing 
are: 

Hypothesis: IA improves decision making on SynchroMania transport planning.  

This thesis first separately tests these three intelligent agents to test whether their 
functionalities are defined properly by using the proposed IA framework, and whether they 
impǊƻǾŜ ǇƭŀƴƴŜǊǎΩ performance. For the testing of Urgent order identifier and Auto assigner, 
there will be two groups: one group with the help of intelligent agent and another without. 
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Then this thesis compares two group performances and analyzes the testing results. For 
Predictor, this thesis compares the changes of each ǇƭŀƴƴŜǊΩǎ ǇŜǊŦƻǊƳŀƴŎŜ before and after 
using Predictor.  

Then, based on the results from the separate testing, there will be a final validation that allows 
players to choose to use which intelligent agent. They can let Urgent order identifier and Auto 
assigner to function at the same time or to only use one of them. The purpose of the final 
validation is to test 1) whether the functionalities of these two agents are defined as useful 
and helpful to each individual, and 2) whether every individual benefits from the application 
of IA. The testing group are also divided into two groups: with and without the help of the 
intelligent agent(s).  

4.6.1. Performance indicators and weight 
The performance indicators and the weight of each indicator are illustrated in Table 10. We 
use the simple multi-attribute rating technique (SMART) to decide the weight of each 
indicator. The indicators are assigned 1-5 points to rank their importance with the 
consideration of the goals defined previous.  

As explained in Table 10, the targets of minimizing the transport cost and keeping a high client 
satisfaction level are equally the most important. The percentage of shipped orders is also 
important as it is the key factor to increase the customer satisfaction level and meanwhile, it 
has positive correlation with the cost to some extent. Sometimes, the cost is small when less 
orders are delivered. In reverse, it could happen that the more orders are shipped, the higher 
cost will be. Thus, planners need to balance these three factors. The reason to give the CO2 
emission indicator the least weight is because its influencing factors are not clear and obvious 
to planners, compared with other indicators. So during planning, players are not able to take 
actions to purposely reduce the CO2 emission level.  

Table 10 Performance indicators 

Performance indicators Importance (1-5) Weight 

Cost per TEU:  ὥ  5 5/16=0.31 

Average customer satisfaction level: ὥ  5 5/16=0.31 

% TEU shipped: ὥϷ  4 4/16=0.25 

CO2 per TEU: ὥ  2 2/16=0.13 
 

4.6.2. Normalization 
The data of each performance indicator (PI) has different units. Therefore, this thesis needs 
to normalize the data of each PI into the same scale which is from 1 to 10 so that we can 
calculate all the PIs in one formula to get an overall score of the weekly planning:  

ὛὧέὶὩὥ πȢσρὥ πȢσρ ὥϷ πȢςυὥ πȢρσ Ὥ ρȟςȟσȣ  
Equation 1 

In order to make the normalization reasonable, the division of scales is based the 
distribution of the dataset that is gained from three separate tests.  
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Figure 18 Distribution of cost dataset 

Figure 18 presents the ranges of costs generated by per player in different rounds. From 
Figure 18, it is clear to decide how to normalize the cost into 10 scales. The Table 11 depicts 
the normalization results.  

Table 11 Normalization of Cost 

Range of Cost per TEU  Scale 

<150 10 

150-155 9 

155-160 8 

160-165 7 

165-170 6 

170-175 5 

175-180 4 

180-185 3 

185-190 2 

190-200 1 

ů200 0 

By using the same way, the PI: %TEU shipped and the PI: CO2 /TEU are also normalized into 
1-10 scale. Table 12 and Table 13 respectively provides the normalization results of %TEU 
shipped and CO2 /TEU ōŀǎŜŘ ƻƴ ǘƘŜ ŘŀǘŀǎŜǘΩǎ ŘƛǎǘǊƛōǳǘƛƻƴ ǎƘƻǿŜŘ ƛƴ Figure 19 and Figure 
20. 
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Figure 19 Distribution of % TEU shipped 

Table 12 Normalization of %TEU shipped 

Range of %TEU shipped Scale 

100% 10 

100%-98.5% 9 

98.5%-97% 8 

97%-95.5% 7 

95.5%-94% 6 

94%-92.5% 5 

92.5%-91% 4 

91%-89.5% 3 

89.5%-88% 2 

88%-85% 1 

<85% 0 

 

Figure 20 Distribution of CO2/TEU 
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Table 13 Normalization of CO2/TEU 

Range of CO2/TEU Scale 

<82 10 

82-86 9 

86-88 8 

88-90 7 

90-92 6 

92-94 5 

94-96 4 

96-100 3 

100-104 2 

104-108 1 

җмлу 0 

For the average customer satisfaction level, each customer has five possible results about 
their satisfaction level of each weekly transporting plan, which is from 0 to 4. The higher score 
represents the higher satisfaction level. Thus, 36 possible combinatorics of the average result 
are generated in Figure 21. 

 
Figure 21 Distribution of average satisfaction level 
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Hereby, the average satisfaction level can also easily be normalized into 1-10 scales as showed 
in Table 14.  

Table 14 Normalization of average satisfaction level 

Range of average satisfaction 
level 

Scale 

4 10 

3.7 9 

3.3 8 

3 7 

2.7 6 

2.3 5 

2 4 

1.7 3 

1.3 2 

1 1 

<1 0 
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5. Results 
5.1. Urgent order identifier 

The Urgent order identifier continuously identifies the orders of which the due date is within 
the current day and marks the red brackets to give planners the notification. Figure 22 
illustrates how the Urgent order identifier works.  

 

Figure 22 Urgent order identifier 

There are two groups (A and B) and two scenarios (1 and 2) for testing the Urgent order 
identifier. The time of per day is set as 35 seconds in both scenario 1 and 2. The weekly 
capacity is showed in Figure 22. In each day, there are several orders that need to be shipped 
immediately. The details of each scenario are described in Appendix. The processes of testing 
are: 

¶ Group A (4 people) plays scenario 1 without the intelligent agent; 

¶ Group B (4 people) plays scenario 1 with the help from the Urgent order identifier; 

¶ Group B (4 people) plays scenario 2 without the intelligent agent; 

¶ Group A (4 people) plays scenario 2 with the help from the Urgent order identifier. 

In total, this thesis got eight pairs of results. The Figure 23 presents the results. The human 
group represents when players play the game alone without the help of the intelligent agent, 
while, the results of under the help of the intelligent agent belong to the intelligence 
amplification (IA) group. All the data are among the normal distribution. The median score of 
the IA group is 7.65 which is higher than the human group 3.46. 75% dataset of the human 
group distributed between 2.4 and 4.95 which is evidently lower than the IA group of which 
75% is among 7.27 and 9.11. The results of IA group mostly distributed between 7.27 and 7.65, 
while, tƘŜ ƘǳƳŀƴ ƎǊƻǳǇΩǎ ŘƛǎǘǊƛōǳǘƛƻƴ ƛǎ ǊŜƭŀǘƛǾŜƭȅ ōŀƭŀƴŎŜŘ ŀǊƻǳƴŘ ǘƘŜ ƳŜŘƛŀƴ ǎŎƻǊŜ оΦпс.  
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Figure 23 Results of Urgent order identifier 

The experienced people who are able to deal with the time limitation can reach a high score 
when they work alone. The best player managed to reach the score 8. The lowest score in the 
IA group is 4.81, nevertheless, when this player worked alone in another scenario, the score 
is higher: 6.25. !ŎŎƻǊŘƛƴƎ ǘƻ ǘƘƛǎ ǇƭŀȅŜǊΩǎ ŦŜŜŘōŀŎƪΣ ǘƘŜ ǊŜŘ ƳŀǊƪ ƻŦ ƴƻǘƛŦƛŎation made by 
Urgent order identifier increased her pressure, made her feel more anxious, and disturbed 
her to make a decision. Since these two score were got under two different scenarios, we 
cannot directly conclude that this player performed worse with the help of Urgent order 
identifier. But, we can learn that there is a friction in the interface between humans and 
Urgent order identifier, which impacts ƘǳƳŀƴǎΩ Ǉerformance. This finding further indicates 
that the design of intelligent agent varies from person to person. The inappropriate agent 
design may weaken ǘƘŜ ƛƴŘƛǾƛŘǳŀƭΩǎ decision making. The changes of individual performances 
before and after using intelligent agent(s) will be further explained in the latter final validation. 

In conclusion, Urgent order identifier contributes to improving plannersΩ performance but the 
degree of benefit varies to different individuals. To produce better collaboration effects, this 
thesis still needs to find out and reduce frictions of the interaction between humans and 
Urgent order identifier. 

5.2. Auto assigner 
When new orders arrive in each day, Auto assigner automatically assigns the orders of which 
the requirements (mode, TEU, route, and delivery dates) can be met according to the 
available capacity, and leaves the orders that need the further negotiation with customers to 
planners. The logic rule of delivery in this agent is to assign orders as early as possible. Figure 
24 displays how Auto assigner functions.  
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Figure 24 Auto assigner 

There are two groups (A and B) and scenario 3 to test Auto assigner. The time of per day is 
set as 30 seconds in scenario 3. The weekly capacity is showed in Figure 24. Most of orders 
can be shipped without negotiation. The details of each scenario are described in Appendix. 
The testing processes are: 

¶ Group A (6 people) plays the scenario 3 without Auto assigner; 

¶ Group B (6 people) plays the scenario 3 with Auto assigner; 

¶ The Auto assigner functions alone 

The purpose of the third testing process is to investigate how automation works in this case. 
When Auto assigner Ǌǳƴǎ ŀƭƻƴŜΣ ǘƘŜ άƭŜŦǘέ ƻǊŘŜǊǎ with a fixed mode (Barge or Train) will be 
shipped by Truck when there is no available Barge /  Train capacity. That is, orders are assigned 
as long as there is available capacity. The priority of selecting mode is first Barge and Train, 
then is Truck. Figure 25 describes the transporting plan made by automation.  






































