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Abstract

Current security approaches used on mobile phones such as PIN and passwords have been proven to have weaknesses. These weaknesses include susceptibility to shoulder surfing attacks and to smudge attacks. These kinds of security mechanics work on an all-or-nothing basis, meaning that once a password is entered correctly, the user has access to everything. Another weakness comes from the discrepancy between security and usability; users tend to intentionally use weak passwords for the sake of usability. The reason for this comes from the fact that the usage pattern of mobile devices is characterized by small bursts of activity. This in turn leads the users to type their passwords/PIN every time they want to use the phone. Moreover, users tend to not use a password or PIN at all in some occasions. Advanced techniques like face and fingerprint recognition can also be circumvented, they hinder usability, and they might need special hardware. For example, fingerprint recognition needs a special sensor and a fingerprint can be reconstructed relatively easy from a surface or even from a photograph. Then, it can be used to access any fingerprint-secured device.

The solution to these problems is authenticating owners of mobile phones implicitly using context. Implicitly means not requiring the user to perform any additional task, but instead using the available data a mobile phone produces when users interact with their phones. Context can include rich information such as location and device fingerprints, but the interesting type of context is behavior analysis, which takes advantage of the relation between a phone and its owner. Hence, contextual authentication aims to increase both security and usability by authenticating users through the way they interact with their phones rather than requiring them to perform specific tasks, such as entering a password.

The purpose of this work is to explore the possibility of providing continuous and implicit authentication from owner to mobile phone while assuring high accuracy that can be acceptable in practical situations. We focus on utilizing movements that are natural to phone usage. Natural movements happen when users are interacting with their phones. This means that the solution should not require users to perform any additional tasks to authenticate themselves, they should only use their phones. Movements that are natural to the phone usage that we will investigate are (1) the way users pick up their phones from a table, and (2) the micro-movements of the phone when users interact with them. Both mentioned movements serve one of the established goals which is "implicit authentication". The micro-movements serve another goal which is "continuous authentication". Continuous authentication means that the user is always being authenticated in the background, especially when the user wants to access a critical function such as a banking app. An important aspect of the pick-up motion is that it usually precedes any other interaction, meaning that the user needs to first pick up the phone before starting to use it. Thus, the pick-up motion can serve as a first line of defense. On the other hand, the micro-movements authentication can serve as a second, and continuous, line of defense.

An important objective to accomplish is to extract features from the collected data (such as average, standard deviation, amplitude, etc) that can be informative of this data and then select some of these features that give a distinction to the two motions and can be utilized to identify the owner of a mobile device. Another important objective is to choose the right classification algorithm that suits these two types of movements. In addition, classification algorithms usually have specific parameters that need to be chosen carefully to get the best out of the produced model. The last objective is to build a pattern recognition process that can correctly detect a pick-up motion (regardless of the user) at the right time, otherwise the pick-up authentication mechanism would be useless.

The first step of this work was to build a simple Android app to collect sensor data (accelerometer and orientation sensor). A group of participants were asked to pick up the phone from a table and type on the phone multiple times while the app collected the acceleration on X, Y, and Z axes and the orientation angles Yaw, Pitch, and Roll. This data then was manually analyzed and it was apparent that there are
noticeable differences between different users. Then, machine learning was used to build a classification model. The model included two classes: owner and non-owner. When new data is supplied to the model, it can predict to which class the current user belongs. To this end, two algorithms were used: Dynamic Time Warping (DTW) for the pick-up motion, and Support Vector Machine (SVM) for the micro-movements. Raw sensor data were used with DTW to build a model. In the case of SVM, multiple features were extracted from sensor data to help build the model. Subsequently, a test was performed to evaluate the accuracy of the model. For this purpose, a prototype was created (Android app) to perform the tests. During the test, participants would pick up the phone or type, and the app would display the algorithm decision. The results showed that those two motions can successfully be used to differentiate between the owner of the device and intruders. The pick-up motion achieved 3.3% FRR and 0% FAR. The micro-movement achieved 9.5% FRR and 9.2% FAR for the Polynomial kernel and 6.8% FRR and 12.3% FAR for the Sigmoid kernel.
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The increased usage of information technology has resulted in organizations and individuals having more interactions with physical and electronic assets. These assets usually contain sensitive information that needs to be protected. This sensitive information includes personal data ranging from calendar entries to health-related data. In addition, these devices are used to conduct financial operations such as shopping online or even executing bank transactions. As a result, reliable authentication is required more than ever. Despite the huge spending on security solutions, surveys have shown that the number of businesses suffering from security breaches is increasing rapidly [46]. The problem resides in the fact that the current popular authentication tools such as passwords have proved to be susceptible to attacks. Furthermore, the two worst used passwords, according to a study of 2 million exposed passwords, are "123456" and "password" [61]. Another example is shoulder surfing attacks and smudge attacks that can be performed on mobile devices. More advanced techniques such as fingerprint and face recognition introduce their own weaknesses; they need special hardware and can be circumvented [61, 48]. Another possibility is the usage of One Time Passwords (OTPs), however, using OTP implies the usage of additional hardware that incurs additional cost which limits their wide usage [45]. A study conducted by Lawless Research in 2016 [30] shows that 36% of companies foresee that they will do away with passwords in 1 to 4 years, and another 36% predict they will no longer use them in 5 to 9 years. Moreover, the study shows that the vast majority of security professionals no longer trust the password to do its job. In addition to security, usability is an important aspect needed in personal devices. That being said, security and usability usually compete against each other. For example, if users are not required to input passwords to access their email accounts then it would be very easy for users but it would have no degree of security. Therefore, a balance must be found between security and usability. Especially since users do not only demand their devices to be more secure, but also more user-friendly.

1.1 Authentication and Current Approaches

Authentication is the security practice of affirming that an entity is in fact who or what it stated to be. The entity might be a person or a nonperson such as a router [38]. Essentially, authentication of persons can be categorized into three different types depending on what the users use to authenticate themselves:

\footnotetext[1]{Usability is a quality attribute that assesses how easy a device or an interface are to use [60].}
1. Introduction

- Knowledge Based: Something the user knows. This can be for example a personal identification number (PIN), or a password.

- Possession Based: Something the user has. This typically is a hardware device such as a security token, a smart card, or a mobile device.

- Biometric Based: Something the user is. Usually, this is related to human characteristics. There are two types of biometric data: (1) physiological such as fingerprint, iris, face, and retina, and (2) behavioral such as keystroke dynamics, and gait\(^2\) analysis.

Authentication can also be categorized based on the number of techniques used:\(^3\)

- Single-factor Authentication: Authentication of one entity to another using only one authentication technique.

- Multi-factor Authentication: The use of two or more independent and different authentication techniques together. These techniques must belong to different categories. For example, using a password and fingerprint is a correct use of multi-factor authentication, but using fingerprint and face recognition is not.

Finally, authentication can be categorized into two broad groups: Explicit and Implicit authentication. Explicit authentication is when users intentionally perform a task to authenticate themselves such as entering a PIN. On the other hand, implicit authentication does not require the user to input specific data. In this case, the device recognizes its user without demanding a password or a fingerprint scan. One way of authenticating users implicitly is using contextual authentication. This means authenticating users with data that is generated by a device when the device is being used. The next section will define contextual authentication, explain its importance, and describe the kind of data that can be used.

1.2 Contextual Authentication

Contextual authentication aims to provide authentication using context: authenticating entities implicitly instead of explicitly asking them to authenticate. Context can include rich information such as:

- Location: Authentication based on context can, for example, compare the current geographic location of the user with known good or bad locations and take a decision accordingly.

- Device Fingerprinting: In this method, a device is registered first and fingerprinted. This fingerprint can include data such as installed fonts, browser plug-ins, and screen resolution\(^5,6\). On subsequent login attempts, the system can check the device which is trying to access a resource against the stored fingerprint.

- Behavior Analysis: In contrast to physiological characteristics, which can be used as an explicit method for authentication, behavioral characteristics can be used to design context-based authentication systems. These systems can build profiles for users’ behavior when interacting with a device such as mouse movements and keystroke dynamics. When a user tries to authenticate, the system can check whether the current user’s captured data is within acceptable parameter boundaries.

\(^2\)Gait is the pattern of movement of the limbs of animals, including humans, during locomotion over a solid substrate\(^6,2\).
Key points about contextual authentication are exploiting the idea that humans are creatures of habit and the relation between users and their devices. Habits, such as the time of the day a user leaves for work and the route a student takes to school, can be used to help determine if the device is being carried by its owner. Contextual authentication aims to:

- Minimize user effort by using context data to authenticate the user. This would decrease the amount of times a user needs to explicitly authenticate.
- Offer more fine-grained protection, especially when users attempt to access sensitive information such as calendar entries or critical tasks such as a money transfer.
- Be less dependent on secret knowledge. As mentioned earlier, users tend to use weak passwords for their devices or not use them at all. Context does not require the user to memorize any additional information.
- Resist observation. Attackers may be able to steal users PIN or pattern (shoulder surfing attacks or smudge attack) but it is considerably hard to steal or imitate the way users interact with their phones.

1.2.1 Why Contextual Authentication?
The most important aspect of using contextual authentication is that it can strike a balance between security and usability. As mentioned previously, classical security mechanisms have weaknesses. Passwords, which are used to access almost all of our online accounts, are used by humans, and humans are the weakest link in IT security. Passwords can be stolen by phishing attacks or by guessing attacks. Moreover, a project done by Larry Ponemon showed that when users are forced to use 15-character passwords, they usually write it down on a post-it note [54]. As for advanced techniques, such as fingerprints, they as well have flaws. For example, a photo of a fingerprint can be used along with cheap materials to reconstruct the fingerprint [49]. In the case of face recognition, this method of authentication can also be deceived using a photo even with systems that require the user to blink [48]. Furthermore, Xu et al. [12] created a system that can use a person’s public photos to construct realistic, textured, 3D facial models that can bypass systems that include a liveness detector or are motion-based. Another problem with fingerprint and face recognition is that they are available to be captured by anyone, and once a fingerprint or a face photo is stolen it can not be recovered. When users suspect that their password was stolen, they can simply change it. But if a fingerprint or a face photo is stolen, it can not be changed. In addition to security, these security methods hinder usability of devices. For example, users find password entry on mobile devices more annoying than lack of coverage, small screen size, or poor voice quality according to the research done by Shi et al. [10]. Furthermore, users tend to use insecure passwords because they do not believe that their assets are at risk and lack the motivation to make extra effort [46]. As for the usage of additional security hardware, a study showed that users are not receptive to the use of security tokens [17].

1.2.2 Why Mobile Devices?
An important aspect of contextual authentication is that it can be used on any device which provides data that can be used to identify the user. An example of these kinds of devices is a mobile phone. Mobile phones have many characteristics that make them great candidates to be main instruments for contextual authentication. Mobile devices usually have one owner, which means that there is a relation between the owner and his/her device. This relation can be exploited for authentication purposes. For example, each person has a unique way

\[3\text{Livness detection is to determine if the biometric being captured is an actual measurement from the authorized, live person who is present at the time of capture} \]
to hold and pick up the phone, types on the keyboard, scrolls, and flings the screen in patterns that can be differentiated from other people. Even the gait of a person can be captured by the phone and used to identify the user. Another reason is the continuous evolution of mobile phones over the last decade. They are integral elements of people's lives because of their capabilities, and as such they contain a vast amount of private information which require protection, especially because passwords, PINs, and patterns can be easily stolen via shoulder surfing attacks and smudge attacks. Finally, mobile devices have one more important characteristic that makes them lucrative for this kind of research: they have an incredible amount of rich data sources that can be taken advantage of. This rich data includes:

- **Location**: The location of mobile device can be acquired by different methods: GPS, IP address, and the signal strength of any wireless network nearby.

- **Sensors**: Mobile phones come equipped with variety of sensors that can measure phone acceleration, ambient light, and proximity. New devices can even measure ambient temperature, air pressure, and humidity. The accelerometer and orientation sensors can be used to identify patterns such as the gait of person and the way the phone is picked up.

- **Battery usage can be used to track and identify users**.

- **Application usage and file system changes**.

- **Logs**, such as calls log, can be used to compute a pattern and check for abnormalities.

- **A touch screen can provide lots of useful data that can be used to identify users**. The various actions that a user performs when interacting with the phone through the touch screen (tap, fling, and scroll) can be used to recognize the user.

- **Network activity**: users usually spend their time in regular places where their phones are connected to a familiar cellular tower or wireless hot-spot. This can be used to identify abnormal behavior. For example, a user might be denied access to his bank application if he is not connected to the "home" wireless network.

- **USB connections**: connecting a phone to a computer that was never connected to before might raise suspicion. This can be used as a factor to ask for explicit authentication.

From what has been introduced thus far, We can conclude that: (1) using implicit authentication can serve the users' needs for more security and also more usability, and (2) mobile phones can serve as the ideal medium to apply contextual authentication.

### 1.3 Contribution

The focus of this work is to create an authentication mechanism that takes advantage of the rich data that a mobile phone produces. This authentication tool will not require the user to make any additional effort beside using the phone. It will focus on using the natural movement of the phone for the authentication purpose. Natural phone movements are those which happen when the user is actually using his/her phone, such as typing. This means that the user will not be required to perform any additional movements or tasks for the authentication mechanism to function, the tool will exploit the regular way phone owners usually use their devices. The users, in this case, will be authenticated to their phones implicitly. As a result, this provides the potential to increase both security and usability. To create such a mechanism, specific motions (that is natural to phone usage) must be selected, data needs to be collected from participants while performing these motions, features need
to be extracted from this data, and machine learning needs to be utilized. These activities will be explained in greater depth during the following chapters.

The rest of this thesis is organized as follows. In Chapter 2, we review the work done in the field of contextual authentication including movement based context, touch screen based context, and other frameworks. We define the research questions in Chapter 3. Then, we present in Chapter 4 the essential knowledge required to understand this thesis. In Chapter 5 we illustrate the implementation of a proof of concept for a context-based authentication method. The results of the implementation are then presented in Chapter 6. Finally, Chapter 7 will include the answers to the research questions, future work, and conclusions.
The research on contextual authentication in mobile devices can be categorized based on
the context used to identify users. These are: movement based, touch screen based, other
types, and general frameworks.

2.1 Movement Based Context

The availability of acceleration sensors in mass-marketed communication devices creates
exciting opportunities for data mining and data mining applications \[1\]. The first of these
applications was activity recognition. An example of this is the work done by Su et al. \[21\].
They built a system to identify user activities such as walking and jogging using data form
acceleration sensors and were able to achieve an overall accuracy of 91.7%.

Taking advantage of the acceleration sensors a step further for authentication purposes,
Derawi et al. \[15\] created a prototype using a commercially available mobile smartphone.
The prototype identify users based on their gait. Gait recognition is considered user friendly
because the gait of a person can be captured unobtrusively and continuously, unlike for
example a person’s fingerprint or retina. It also considered secure due to the fact that the
gait of an individual is difficult to mimic \[44\]. However, there are challenges when identifying
users using gait recognition. These challenges are because gait will be affected by (1)
stimulants, like drugs and alcohol, (2) physical changes, for example pregnancy, an accident
or disease affecting a leg or foot, or severe weight gain/loss, (3) psychological changes, where
the mood of a person influences his/her gait, and (4) clothing and in particular shoe wear.
In their experiment, 25 volunteers were asked to walk for approximately 30 meters for three
different walking speeds (slow, normal, and fast). Five of these volunteers’ data was used as
templates, while the remaining 20 volunteers’ data was used for testing. For classification,
the Manhattan distance metric was used on the phone, and it resulted in 28% false negative
and 19.5% false positive. The data was analyzed later on a computer where they used the
cosine distance metric which had better results (10.7% false negative and 1.4% false positive).

Conti et al. \[4\] argued that walking is not naturally connected to the phone usage. Thus,
they suggested another method to identify users using accelerometers as the data source.
They proposed that smartphone users can be identified by the way they answer or place a call.
They argued that the call answering movement is a unique biometric feature. They proposed
the use of accelerometer sensor \(S_a\) and orientation sensor \(S_o\). As for classification, they
implemented two extensions for the Dynamic Time Wrapping (DTW) algorithm; (Dynamic
Time Warping Distance (DTW-D), and Dynamic Time Warping Similarity (DTW-S)). For testing, they created an Android application that logs the values sensed by the accelerometer sensor and the orientation sensors. They asked 10 users to use the application to trace data of several movement patterns. They decided to try three methods to check the performance of their system. First, they took the binary output of each algorithm with each sensor (i.e., DTW-D with S_a, DTW-D with S_o, DTW-S with S_a, DTW-S with S_o). The binary output is simply 0 if the user is rejected by the system, or 1 if accepted. In the best case, they were able to achieve a 4.4% FAR\(^1\) and 9.3% FRR\(^2\) using DTW-D with S_o. Second, they tried several combinations of the methods mentioned previously. As an example, the system may accept a user only if n of the basic methods accepted him/her (n = 1, 2, 3, or 4). In the case of n = 1, the FRR can improve to less than 1% meaning that the system rarely rejects the right user. However, the FAR becomes higher than 40% meaning that the system accepts too many intruders. The reason for that is because using n = 1 means that the system does not have strict threshold, or more simply put, a user needs only to pass 1 threshold to be accepted by the system. If n was chosen as 4, the exact opposite happens. Finally, they tried a combination of normalized versions of the (DTW-D) and (DTW-S). Using these normalized versions they were able to improve the FRR from 9.3% to 8% and the FAR from 4.4% to 2.5%.

Another example is the work done by Chang et al. in [3]. In their experiment, they embedded accelerometers in TV remote controls and showed that users can be distinguished based on the way they use the remote control. They used many features in their study, and achieved an accuracy ranging from 70 to 92% depending on the features used. The one worth mentioning is the usage of 3-axis acceleration parameters. Their observation regarding hand motion pattern indicates that users might be distinguishable by looking at acceleration features when the controller is picked up or put back down.

### 2.2 Touch Screen Based Context

There has been a lot of research on creating authentication systems based on phones’ touch screens. The reasons for this are: (1) the touch screen is the main input method for phones, and (2) the amount of features that can be extracted from interacting with the touch screens are plenty. These features include pressure, velocity, size, speed, duration, and area.

Seo et al. [26] developed a biometric identification method for mobile devices by analyzing the user’s input patterns, such as a finger’s touch duration, pressure level and the touching width of the finger on the touch screen. For training, they used a Back Propagation Neural network (BPN), which uses a supervised learning method. Feed-forward architecture was used as the pattern classification algorithm. Training was done on a desktop computer because a specific level of calculation is required to learn a user’s input pattern. Their experiment included 50 participants aged 20 to 30 years old. Each Test participant took a touch and scroll-wheel input test ten times. They collected seven kinds of input pattern data: input duration, the pressure level and the touching width of the finger, scroll-wheel’s start and finish positions (x and y coordinates), speed, and length. They claimed that their neural network can identify the real user with a 99.6% success rate after 4 scroll gestures.

A year later, Bo et al. [2] created an android app called SilentSense. Similarly, their system exploits the user touch behavior biometrics and leverages the integrated accelerometer and touch screen sensors to capture the micro-movement of the device caused by user’s

---

1. **False Acceptance Rate**, the measure of the likelihood that the biometric security system will incorrectly accept an access attempt by an unauthorized user [47].
2. **False Rejection Rate**, the measure of the likelihood that the biometric security system will incorrectly reject an access attempt by an authorized user [47].
screen-touch actions (tap, fling, scroll). In addition, they added a movement-based biometrics for each user with previous touch-based biometrics. FAR of identification by one observation of tap is 22%, by one fling action is 9%, by one scroll action is 23%. With about 12 observations of various actions, the FAR and FRR are both reduced to nearly 0, meaning that there is no incorrect identification. In a dynamic situation (user is walking), the accuracy to identify the owner can achieve 100% after 7 steps.

In the previous examples, the authentication operation occurs during the actual usage of the phone after the login stage. Angulo et al. [40] developed an Android application where the authentication procedures takes place at the login stage. The application uses lock pattern dynamics as a secure and user-friendly two-factor authentication method. Their application checks the way a user draws the unlock pattern on phone’s screen. For training, they asked 32 persons to draw three different patterns 50 times each. They disregarded the first 10 trials as they considered the participants will use the first few tries for practice. Then, they used the next 25 trials to train the classifier. The remaining 15 trials were used for testing. They used Random Forest as the learning method for the classifier. Two main features were captured for each successful trial: the finger-in-dot time, which is the time in milliseconds from the moment the participant’s finger touches a dot to the moment the finger is dragged outside the dot area, and the finger-in-between-dots time, representing the speed at which the finger moves from one dot to the next. With this setup, they were able to achieve an FAR of 5% and FRR of 14.16%.

In [5], Feng et al. created an authentication system for mobile devices called TAP that combines the ideas of the two previous examples. TAP leverages the biometric information embedded in the typing habit and hand morphology to identify users and attacker during login stage (using password) and post-login stage. The key typing features they included are time interval between two character, press time of a character, and pressure while pressing a character. They were able to achieve a FAR of 10.4% and a FRR of 11.1% in login stage and a result of 8.3% FAR and 5.6% FRR during post-login stage for 20 character long input sequences.

Li et al. [8] proposed a biometric-based system to achieve continuous and unobservable re-authentication for smartphones which is similar to the work of Bo et al. [2]. The system uses a classifier to learn the owner’s finger movement patterns and checks the current user’s finger movement patterns against the owner’s. The re-authentication module is deployed in a smartphone and the training module is executed on a computer. For training, 28 people were asked to use smartphones till at least 150 sliding up gestures, 150 sliding down gestures, 150 sliding right gestures, 150 sliding left gestures, and 300 tap gestures were collected. For testing, 47 people were asked to use the phone until the total using time hit 15 minutes. Using Support Vector Machine for training, and 14 sliding gestures for authenticating, they achieved an EER of approximately 4%. Using less than 14 sliding gestures increases both FAR and FRR.

In 2013, a year after Angulo et al. [40] created their authentication application, Shahzad et al. [9] proposed a similar scheme called GEAT. This scheme authenticates users based on the way they unlock their phones through a pattern on the touch screen. The scheme first asks the user to perform gestures (drawing simple patterns) on the screen for 15-25 times to obtain training samples. Seven features are extracted from these samples to build a reference set. These features are: velocity magnitude, device acceleration, stroke time, inter-stroke time, stroke displacement magnitude, stroke displacement direction, and velocity direction. Then, when a user unlocks his or her phone, the gesture is captured and features are extracted and compared to the reference set. Their results showed that GEAT can achieve a better Equal Error Rate (EER) than their predecessor. The achieved EER is 0.5%.
with 3 gestures (swiping or pinching) using only 25 training samples.

Touch-based authentication might sound bullet-proof. However, Serwadda et al. [27] were able to design a Lego robot which can perform attacks on touch-based authentication systems. They presented two types of attacks: (1) a population statistics-driven attack in which patterns gleaned from a large database are used to formulate the input supplied to the robot, and (2) a user-tailored attack which uses samples stolen from the victim in question as a basis to formulate input to the robot. They argued that this kind of attack is easy to launch. The Lego robot used to implement the attack can be easily operated by a middle school student [22], whereas the population data required to launch the population-based version of the attack is easily accessible on the Web. Also, the robot just has to swipe on the phone screen with no knowledge of the design of the authentication software. They showed that the population-based attack increases the mean false acceptance rate (FAR) of the majority of the classification algorithms by more than 100% of the mean FAR seen before the attack. The user-specific attack even has a much more drastic effect on the authentication system, driving the classifier FAR to almost 100%.

2.3 Other Types of Context

While most of the implicit-based authentication work was done using movement or the touch screen features as the context, other researches approached the problem from a different perspective.

Shi et al. [10] created a prototype for android phones where they used the following features:

- Frequency of good events\(^3\) (elapsed time since last good call/message/browse).
- Frequency of bad events (number of times per day for bad call/message/browse).
- GPS coordinates.

They used a set of 50 users to create models for legitimate users, which characterize the user’s behavioral patterns. These characteristics include, for example, how frequently the user typically makes phone calls to numbers in the phone book. They concluded that an adversary who uses the phone as his/her own after stealing will be detected after using the device 2 times, 3-6 times, 7-10 times, 11-16 times with probability 50%, 75%, 90%, and 95% respectively.

Witte et al. [11] proposed a context-aware mobile system to identify users. They used the following aspects as the context factors: accelerometer, magnetic field, screen brightness, battery usage, screen state (on/off), call duration and direction, and noise. They categorized these features by the type of sensor (physical such as the accelerometer and logical such as the battery) and by the way the features is collected (active and passive: active is when the sensor can be activated and data can be collected in predefined intervals and passive is when data is gathered based on user interaction). For training, they collected data from 15 participants and used SVM algorithm for model creation. To evaluate their model, they calculated the precision \(P\) and recall \(R\) using these equations:

\[
P = \frac{T_p}{T_p + F_p} \quad R = \frac{T_p}{T_p + F_n}
\]

\(^3\)A good (bad) call/message is a call/message (was not) made to or received from a number on the contact list. A good (bad) browse is visiting a link which was (not) visited before.
where \( T_p \) is true positives, \( F_p \) is false positives, and \( F_n \) is false negatives. The precision rates were between 0.74 and 0.92 while recall rates were between 0.15 and 0.86. They concluded that some features such as battery usage is not useful at all while other features such as call duration and brightness represent the most reliable features.

Kayacik et al. \cite{20} designed a context-based authentication system that is temporally and spatially aware. Their solution compares current behavior with a user profile. A detection threshold is computed based on the user’s security settings to activate explicit authentication when the comfort (device’s confidence in the identity of the user) is below the threshold. The application has two modes: training and deployment. In training mode the application builds a profile for the user and establishes a threshold. In deployment mode the application monitors sensors data and trigger an explicit authentication request when comfort goes below the created threshold. The main idea about their solution is using time and location from cell towers as anchors. Each anchor focuses on a specific location or time and describes the general characteristics for that anchor through a set of probability density functions for each sensor’s data. For example, when the user is at home, he/she might not access work email. In the temporal model there are 24 anchors, one for each hour of the day. On the other hand, the spatial model may contain as many locations as the user visits. As for the number of sensors used, it varies per anchor. To evaluate the system, they asked a participant to use the phone in training mode to build a profile. Then, when in deployment mode they devised 4 attacks: uninformed outsider, informed outsider, uninformed insider, informed insider. An uninformed attacker does not know how the system works while an informed attacker does. An outsider has no info about the usage patterns of the user while an insider does. The detection rate for the attack scenarios were 99.44%, 98.12%, 95.85%, and 53.21% respectively.

2.4 Frameworks

In addition to the previous implementations, there are other schemes that instead of providing the actual authentication procedures they introduce frameworks. These frameworks provide a groundwork which allows other developers to use it as the foundation for their applications and research into contextual authentication.

Crawford et al. \cite{14} developed a framework to provide continuous and transparent mobile device authentication. In their work they did not develop any of the context-based authentication mechanisms, they just built the system that combines and processes data from other implementations. Their framework uses multiple behavioral biometrics which, together, deliver a device confidence level \( C \). Each task on the device has a threshold \( C_T \) which can have a default value or can be set by the user. When the task is requested, the device confidence \( C \) is checked. The task is then approved if \( C_T \) is lower than \( C \). If it is higher, then an explicit authentication is required. To test their concept, they ran a simulation in which they modeled an owner who executes a random task at random intervals, and an attacker who obtains the device in an unlocked status. For authentication, they used keystrokes dynamics and voice verification as implicit methods, and PIN as explicit method. The tests showed that the owner will only need to authenticate himself explicitly 73 times in 24 hours period, while on the other hand he needs to authenticate himself 218 times if only PIN authentication was used. The attacker, in this model, was only able to perform one task before the device detected a low confidence and requested explicit authentication.

In \cite{7}, Khan et el. developed a framework for Android called Itus. This framework allows app developers to use context data to provide implicit authentication by changing as few as two lines of their existing code. Moreover, Itus provides an oracle capable of making.
advanced recommendations, such as optimal sets of behavioral features and classifiers that can be used in particular apps, should developers wish to fine-tune the classifiers. This framework aims to serve: (1) app developers who only want to add support for implicit authentication to their apps without tuning its accuracy, and (2) app developers who wish to fine-tune Itus for accuracy and performance. In the first case, app developers only need to identity activities in their apps that should be protected and extend them using Itus library. In the second case, app developers can use the Itus oracle on a desktop which can be fed with new data which in turn gives recommendation.

2.5 Conclusions

Researchers have used touch screen or movements sensors as a method to create context-based authentication mechanisms. Although they were able to achieve good results, each method (touch-bases and movement-based) has its own problems. Touch-based authentication systems can be attacked by a Lego robot which can tremendously diminish their accuracy [27]. Gait-based authentication system achieved in [15] has a main drawback. This system depends on a movement that does not happen when the phone is being used, i.e, not natural to phone usage. Moreover, there are many external factors, such as the type of shoe worn, that can negatively affect the accuracy of this system. Finally, the work done in [4] accomplished good results using call placement or call answer movement as the authentication method. The problem with this method is that it requires a specific movement to occur in order for the authentication mechanism to kick in. This would leave the phone vulnerable in other situations.

With that being said, it is undeniable that context-based authentication is a promising field and it demands more research in order to increase the confidence of security specialists and users in such systems.
As explained in Chapter 1, classical security mechanisms are not reliable enough. For example, users tend to use insecure PINs and passwords. Also, these PINs and passwords are susceptible to shoulder surfing attacks and smudge attacks. Moreover, security specialists no longer trust the password to do its job and companies foresee that they will do away with passwords in 5-9 years. Other types of security mechanisms, such as face recognition and finger print, provide more security. However, even these types of advanced security are vulnerable to hacking. In addition, they hinder the usability of the mobile device. The solution for these problems is by using context as an authentication method. The reason behind this is because (1) context improves security by utilizing human characteristics and the relation between phones and their users, and (2) it does so without requiring the user to make extra effort and thus improve usability.

Researchers have already developed several prototypes that use context in mobile phones to authenticate users. Most of these prototypes use touch screens as the context factor, utilizing the gestures that a user perform on the screen to authenticate the user. However, we have seen that Serwadda et al. created a Lego robot that can perform attacks on these kinds of authentication systems and significantly diminishes their accuracy [27]. To solve this problem, movement-based authentication can be used. For example, researchers used the gait [15], and call answering or call placement [4] as the context factor. That being said, both these movement-based authentication techniques have problems. First, the gait is not a phone natural movement, and gait can be affected by external factors which will reduce the accuracy of the system. Second, in the call answering/placement method, the problem resides in the fact that the user need to answer or place a call for the authentication mechanism to work. A possible solution for these problems is an authentication mechanism that does not require the user to perform specific movement with the phone. This kind of system should use a movement that is: (1) natural to the phone usage, and (2) happens frequently when the phone is used.

3.1 Research Questions

We formulate here the main question of the thesis followed by the sub questions.

3.1.1 Main Question

Finding an answer to the main question serves as the goal of this work. The discussion at the beginning of this chapter leads us to formulate the main question of the thesis.
Main question: Can we provide continuous and implicit authentication from owner to mobile device with high accuracy while utilizing mobile devices' natural movements?

Since activities on mobile devices vary in sensitivity, and since users usually use weak PINs or password for the sake of usability, a system that continuously authenticates users in the background can increase security by using multiple sources to identify owners and also increase usability by reducing the amount of times users need to explicitly authenticate themselves. With more specific training, special cases can be created that can serve the user in situational circumstances, such as training the phone to recognize the way it is picked up from its owner pocket or purse.

3.1.2 Sub Questions

The sub questions are important tools to help answer the main question of the thesis. They can serve as milestones on the road to answer the main question.

Sub questions:

1. Can an owner of a mobile device be distinguished from other users by recognizing: (1) the way the owner picks up the phone, and (2) micro-movements of the phone during interactions?

By answering this question we can reach a conclusion whether these two specific motions have enough characteristics that can be used as a unique identifier for mobile users, and thus serve as a security mechanism. It is important to mention here that the two motions (off-table pick-up and micro-movements) satisfy two conditions mentioned in the main question which are "natural to phone movement" and "implicit". The micro-movement motion also satisfies the condition which is "continuous". Another important factor about these two movements is that the pick-up motion usually precedes any other other movements, meaning that a user would need to pick up the phone before using it. Hence the pick-up motion serves as the first line of defense. On the other hand, the micro-movements happen continuously while the user is using the phone and usually after a pick-up motion had occurred. Thus, this motion can serve as a second, and continuous, line of defense.

To answer this question, sensor data will be collected from different participants and then analyzed. The aim of this analysis is to check if the suggested movements are unique to the owner of the mobile device. After that, machine learning techniques will be used to build a classification model for the owner and tested against other participants.

2. What kind of features can be extracted from collected sensors' data during the previously mentioned movements that have high discriminating characteristics that can be utilized to recognize the owner?

It is a critical part of machine learning to find features in the data in question that can truly give a distinction for this data. Without these features, collected data will not provide any value that can be used to achieve the goal, which is being able to separate owner data from non-owner data. These features can range from very simple such as the average to more complex such as energy. However, using all the extracted features is usually not the best thing to do, and selecting a number of features (feature selection) from all the extracted ones need to be done. The reasons for feature selection are: (1) some features might be irrelevant to the data and model being built, (2) some features might be redundant, (3) fewer features increase the performance of training and prediction, and (4) feature selection
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counters overfitting by doing more generalization. That being said, these kinds of features are not needed sometimes. This is because by calculating these features, other important characteristics might be lost. For example, if a stream of collected data is time related then calculating the average might not be a good feature that describe the data. In such a case, algorithms that works better with time-series can be used.

3. What are the appropriate classifiers and parameters which work best with these kind of movements?

There are many types of classifiers that can be used. Choosing the right one requires an understanding of the data and sometimes might require trial and error. For the pick-up motion, since this movement can be considered as a time-series, a classifier that works with time-series needs to be chosen. Another factor that plays a role in choosing the right classifier is the number of classes that the model need to support. In our case, two classes are present: owner and non-owner. An additional factor is the number of training samples. Some classifiers need huge amounts of training samples to perform well, while others do not. In our case, the intent is to try to accomplish good classification accuracy without the need for lots of training samples as to create the authentication model without the need for the application to spend too much time collecting data from the owner.

In addition to the algorithms themselves, different options and parameters for each algorithm need to be chosen and tuned. Those options and parameters are important and need to be chosen carefully in order for the model to truly represent the problem to be solved, and to optimize the algorithm’s performance. Some options are chosen based on the definition of the problem and the kind of prediction the model ought to make. For example, choosing a classification or regression model depends on whether the model needs to predict new value for the new (unseen) input or needs to predict to which predetermine group (class) the new input belongs. Other parameters can be chosen through the process of hyperparameter optimization. Examples of hyperparameter optimization are Grid Search, Bayesian Optimization, Random Search, and Gradient-Based Optimization.

4. How to correctly detect the pick-up motion at the right time so that the right data can then be sent to the authentication process?

It is very important to detect the pick-up motion at the right time and fast enough. This is because: (1) if the motion is not detected the authentication mechanism will be useless, (2) if non-pick-up motions were detected, the wrong data will be sent to authentication process which will lead to a wrong decision, and (3) if not detected fast enough it could hinder usability, or it could lead to a late decision that might get exploited.

There are two possible approaches that can be experimented to detect the pick-up motion. The first one is by analyzing the pick-up motion data from all participants and find a set of thresholds that the motion pass or not pass and create set of rules based on these thresholds. This could have the advantage of fast performance. The second approach is using machine learning to build a model that describe the pick-up motion in general using the data of all participants. This might be slower than the first approach and will lead to at least two prediction calculations (one to detect the motion and one to make the decision).

---

1 Overfitting occurs when the model represents noises and errors rather than the real characteristics of the data.

2 The process of finding set of parameters for a learning algorithm to optimize the performance.
This chapter gives an overview of some of the technologies and foundational knowledge required to understand this thesis. It gives some facts on the sensors available in Android phones and their different capabilities. It also details machine learning; what it is, different types of machine learning, and different algorithms.

4.1 Development Platform

The platform of choice in the project is Android. There are two main reasons for choosing Android over iOS: (1) Android has a market share of 82.8% while iOS’s market share is 13.9% [55], and (2) deploying an app onto an Android device is free and easy and can be done through the Android Studio developed by Google. In contrast, to be able to deploy an app onto an iOS device, a fee of $99 a year must be paid to Apple [2].

4.2 Sensors Overview

Most Android-powered devices have built-in sensors that measure motion, orientation, and various environmental conditions. These sensors are capable of providing raw data with high precision and accuracy, and are useful to monitor three-dimensional device movement [53].

The Android platform supports three broad categories of sensors:

- **Motion Sensors**
  These sensors measure acceleration forces and rotational forces along three axes. This category includes accelerometers, gravity sensors, gyroscopes, and rotational vector sensors. Motion sensors are useful for monitoring device movement, such as tilt, shake, rotation, or swing. The movement is usually a reflection of direct user input, but it can also be a reflection of the physical environment in which the device is sitting [51].

- **Environmental Sensors**
  These sensors measure various environmental parameters, such as ambient air temperature and pressure, illumination, and humidity. Environmental sensors supported on the Android platform include barometers, photometers, and thermometers. Those

---

environmental sensors however are not standard sensors and can only be found in specific models.

- Position Sensors
  These sensors measure the physical position of a device. This category includes orientation sensors and magnetometers. Figure 4.2 shows the three orientation angles of a mobile phone.

In this project, acceleration sensor and orientation sensor are going to be used to collect data which in turn is going to be used for training and testing. Following is an overview of those two sensors.

4.2.1 Acceleration Sensor
An acceleration sensor (accelerometer) is an electro-mechanical device that measures acceleration\textsuperscript{3} forces. These forces may be static, like the constant force of gravity, or they could be dynamic, caused by moving or vibrating the accelerometer \textsuperscript{50}. In android, the accelerometer is hardware-based and when queried it returns multi-dimensional array of sensor values for each SensorEvent\textsuperscript{4}. For example, during a single sensor event the accelerometer returns acceleration force data for the three coordinate axes.

![Animation of acceleration forces](image)

**Figure 4.1**: Acceleration along the X, Y, and Z axes

4.2.2 Orientation Sensor
The orientation sensor was deprecated in Android 2.2, so in order to obtain the changes in device orientation, magnetometer\textsuperscript{5} and accelerometer need to be used together to acquire

\textsuperscript{3}Acceleration is the measurement of the change in velocity, or speed divided by time.

\textsuperscript{4}SensorEvent is a class in Android represents a Sensor event and holds information such as the sensor’s type, the time-stamp, accuracy and the sensor’s data\textsuperscript{52}.

\textsuperscript{5}A sensor that measures the strength of the magnetic field.
4.3 Machine Learning

Machine learning is crucial for any kind of context-based authentication. This is due to the fact that the device which the user is trying to authenticate to needs to learn the usage patterns of its users in order to recognize them later on.

A simple yet comprehensive definition of machine learning was given by Arthur Samuel as: "Field of study that gives computers the ability to learn without being explicitly programmed" [37]. In more complex terms, machine learning is programming computers to optimize a performance criterion using example data or past experience using a defined model of parameters [32]. Machine learning can be classified into supervised learning and unsupervised learning. Supervised learning is when there is an input, X, an output, Y, and the task is to learn the mapping from the input to the output [32]. In unsupervised learning, there is only input data and the aim is to find the regularities and structure in the input.

4.3.1 Classification & Regression

Supervised learning by itself can be categorized into two sets: **Classification** and **Regression** [32]. Classification is the problem of determining to which category a new set of data (observation) belongs. This is done using a training data set whose category is known. In the training phase, each input set belongs to a specific category, and when new input arrives, the purpose of the system is to determine to which one of the output categories the input belongs. For example, the input data can be the speed of cars on a road and the output is whether the car crashed or not.

---

7http://d.hatena.ne.jp/IchiRoku/20101219/1292731795
Regression is a statistical process for estimating the relationships among variables. For example, the training data can be the size of houses as input and the price of houses as output. For prediction, the system needs to estimate the price of houses of any size.

4.3.2 Algorithms

Classification and regression algorithms can be used for time-dependent data, also known as time-series, and time-independent data.

Time-series are ordered sequence of values that have been collected over fixed sampling intervals. In contrast, time-independent data are observations collected at the same point of time, or without regard to differences in time.

The most common methods for time-series data classification are Hidden Markov Models (HMM), Dynamic Time Warping (DTW), Recurrent Neural Networks (RNN), and Dynamic Bayes Nets (DBN). In practice, HMM and DTW are the most used methods for this kind of work. The authors of performed a thorough comparison between DTW and HMM. According to their results, DTW performed 2% better than HMM in gesture recognition. Moreover, they showed that HMM needs more training data to reach similar results with DTW. As a result, DTW will be the algorithm of choice for time-series data.

For time-independent data classification and regression, the most used algorithms for gesture recognition are Random Forest, Support Vector Machine, Naive Bayes, and Logistic Regression. Support vector machine works better than other algorithms when: (1) training samples are few, and (2) 2-3 classes are being used. We will see later that this suits our needs and so it will be the chosen algorithm for time-independent data.

4.3.2.1 Dynamic Time Warping

Dynamic time warping (DTW) is a well-known technique to find an optimal alignment between two given (time-dependent) sequences under certain restrictions. It provides both a distance measure that is insensitive to local compression and stretches and the warping which optimally deforms one of the two input series onto the other. DTW has been used for classification and clustering in diverse domains: on-line signature recognition, fault detection in bioprocess applications, aligning gene expression, electrocardiogram (ECG) frame classification, and much more.

The DTW algorithm works by trying to find the optimal alignment between two time series when some of these two series had been warped in time (stretched or shrunk). This warping between the two time series is used to find the similarity between them. Figure 4.3 shows two times series warped to each other. Each vertical line connects one point of a time series to a point that it is similar to it in the other one. This is what warping is. If the two time series were identical then the vertical lines would be perfectly vertical. The goal of DTW is to find the warp distance which is the measure of the difference between the two time series. This warp distance can be calculated by summing the distance between each pair of points connected with a vertical line. So if two time series are identical the warp distance would be zero.

Mathematically, DTW can be explained as follows:

The two time series in Figure 4.3 can be described as:

\[
X = x_1, x_2, \ldots, x_M \\
Y = y_1, y_2, \ldots, y_N
\]

A warp path is constructed as follows:

\[
W = w_1, w_2, \ldots, w_K
\]
where $K$ is the length of the warp path and $w_k = (x_m, y_n)$. The warp path must start at the beginning of both time series $w_1 = (1, 1)$ and must finish at the end of them $w_K = (M, N)$. This to ensure that every point of the time series is used. Finally, the optimal warp path needs to be found, which is the warp path with the minimum distance. The distance of a warp path is calculated as follows:

$$\text{Dist}(W) = \sum_{k=1}^{K} \text{Dist}(w_{km}, w_{kj})$$

where $\text{Dist}(W)$ is the distance of a warp path calculated using Manhattan distance or Euclidean distance, and $\text{Dist}(w_{km}, w_{kj})$ is the distance between two data points from series X and Y in the $k^{th}$ element of the warp path.

### 4.3.2.2 Support Vector Machine

Support Vector Machine (SVM) is a training algorithm that maximizes the margin between the training patterns and the decision boundary. A key characteristic of SVM is that it concentrates on classes’ points that are considered difficult to differentiate from each other, while other algorithms concentrate on all the points. The rational behind this is that if a classifier is good at separating classes at those difficult points, then it performs even better when dealing with easier points. For example, when searching for a plane that can separate classes A and B in Figure 4.4, the best plane is the one that can maximize the distance between points of B closest to A and vice-versa. So in this case the vertical plane is better than the diagonal one. Again, it is not important to take into consideration all the points of the classes to accomplish this separation. Another aspect is that SVM, dissimilar to other algorithms, is explicitly instructed to find the best separating plane. It does this by performing the following steps: (1) it finds the closest points, (2) it draws a line between them, and (3) it creates the separating plane which is the line bisecting the connecting line and is perpendicular to it. This is shown in Figure 4.5. When new points are introduced, the algorithm had already found the best separating line that keeps A and B as far away from each other as possible which will lower the chance that new points will overflow from...
A to B or from B to A. It is important to notice that the previous example is dealing with linearly separable data. In case the data is linearly non-separable, other types of planes can be used. These planes are also known as kernels. For example, a linear kernel is the same as the one described before. Another example is radial based function, in which the separating plane would be radial. Additional types include Polynomial and Sigmoid.

![Image](image_url)

**Figure 4.4:** The vertical plane is better in separating the two classes because it maximizes the distance between points of B closest to A and vice-versa

**SVM Parameters:**

There are four important parameters to consider:

- **Type:** The type of the SVM such as classification or regression. In this case, we are using the input data to predict whether the user is the owner or not. This can be translated into two classes: the owner being the first class and other people being the second class. As a result, classification is the type to be chosen.

- **Kernel:** Kernels are a method for pattern analysis which deals with the automatic detection of patterns in data. The available kernels include: Linear, Polynomial, Radial Base Function, and Sigmoid. Linear kernel usually used when the different training data can be linearly separated. If the training data is not linearly separable then one of the other kernels must be used.

- **Gamma:** defines how far the influence of a single training example reaches. This is usually chosen through a grid search.

- **C:** trades off misclassification of training examples against simplicity of the decision surface. This is usually chosen also through a grid search.

**4.3.3 Fast Fourier Transform**

Fast Fourier transform is an algorithm which computes the discrete Fourier transform of sequence of data. A process can either be described as a function in time domain or in the
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Figure 4.5: Determining the best plane by: (1) finding the closest points, (2) drawing a line between them, and (3) creating the separating plane.

The Fourier transform of a function of time itself is a complex-valued function of frequency, whose absolute value represents the amount of that frequency present in the original function, and whose complex argument is the phase offset of the basic sinusoid in that frequency. It basically allows a signal to be viewed in different domain and hence provides more options to study and analyze the signal.
This chapter will demonstrate the steps we have taken to implement movement-based authentication mechanisms. One of the mechanism will be based on the pick-up motion, and the other on micro-movements. The implementation will include data collection, training, and testing. The chapter will also explain the creation of a pattern recognition module for the purpose of detecting pick-up motions.

The implementation begins with developing a simple android app to collect sensors’ data while participants are performing a pick-up motion or typing for micro-movements. This data includes the acceleration on three axes (X, Y, and Z) and the orientation angles (Yaw, Pitch, and Roll). The collected data will be used in the second part of the implementation. The second part focuses on training and creating a classification model. Here, a subset of the collected data in the first part will be used for training, while the remaining subset will be used for testing. As for the algorithms, DTW will be used for the pick-up motion and SVM for the micro-movements. The reason for these two choices is explained in sections 5.4.1 and 5.5.1. After training is finished, part three takes place. In the third part, the classification models created in previous part will be tested. We will use the remaining collected data which was not used in the previous part. The goal of this part is to determine the accuracy of the classification models, mainly FAR and FRR. In the fourth and final part, we will implement a pattern recognition module. The purpose of this module is to correctly detect an occurrence of a pick-up motion in order to eventually send the data to the authentication module and receive a decision.

5.1 Device Specifications
To collect the essential data and test the developed apps, a Samsung Galaxy S Duos was used which has the following specifications:

- Android OS, v4.0.3 (Ice Cream Sandwich).
- Magnetometer, Proximity sensor, and Accelerometer.

5.2 Data Collection
To collect the required data, we implemented a simple Android app. Nine participants were asked to perform a process of picking up the phone then type. One of those participants
A Movement-Based Authentication Mechanism is considered the owner, and thus his data will be called the owner data sets, while the remaining collected data is called participants data sets. This process was repeated 8 different times for each participant except for the owner, who repeated it 60 times. The app collects and writes to separate files the acceleration on X, Y, and Z and the rotation angles yaw, pitch, and roll along with a time-stamp. In addition to these six elements, we also calculated and added the combined acceleration with gravity $gA$ and the combined acceleration without gravity $A$. This is because in other studies, such as [15], the combined acceleration was used and it showed potential. Another reason for adding the combined acceleration is to check if it can replace the individual acceleration values. $A$ and $gA$ were calculated using the following formulas:

$gA: \sqrt{(X^2 + Y^2 + Z^2)}$

$A: \text{to calculate } A \text{ these steps are taken [34]:}$

1. Calculate current $gA$ and assign it to variable AccelLast
2. Calculate new $gA$ (when a new value is requested)
3. Calculate delta as: $gA - AccelLast$
4. Calculate $A$ as: $A * 0.9 + \text{delta (Initial value of } A \text{ is 0)}$

The acceleration on X, Y, and Z, the combined acceleration $gA$ and $A$, and the rotation angles will be called elements from now on. Each file would include the sensor data for one single pick-up or one single interaction. The following example shows what one measurement looks in a file. Typically, the file would have multiple measurements depending on the duration of the movement, and each line represents the values of the elements which were captured at time interval.

Example 5.2.1:

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>$gA$</th>
<th>$A$</th>
<th>Yaw</th>
<th>Pitch</th>
<th>Roll</th>
<th>Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.072</td>
<td>3.064</td>
<td>7.814</td>
<td>8.462</td>
<td>-1.701</td>
<td>0.301</td>
<td>-0.254</td>
<td>-0.025</td>
<td>1461346569331</td>
</tr>
</tbody>
</table>

Data collection was done at 10Hz (every 100ms) for the pick-up motion. This frequency proved to be fast enough to build a good model for training and testing without any noticeable noise. For example, trying to collect data every 5ms produced a very noisy signal with no added value. The reason behind this noisy signal is because the sensors constantly give different values. For example, if a phone is on a table, the acceleration on any axis will keep changing between 2 or 3 values very fast. As for micro-movement, collection was done at 100Hz (every 10ms). This is because the changes happen so frequently when typing and collecting data at 10Hz was not enough to capture data that truly represents the movement.

5.3 Normalization

A main issue with the collected orientation data is that the three orientation angles are affected by the earth magnetic pole. As can be seen in Figure 4.2, the orientation angles are calculated based on the earth magnetic pole. Since we can not know before hand the direction a user would be facing when using the phone, the effect of the magnetic pole must be removed. In addition, the values of X, Y, and Z of a movement produced by an accelerometer on different phones are shifted. For example, two phones (Samsung Note and Samsung S7) were put next to each other on a table in a still position and each one reported different values of Z (9.78 and 10.19 respectively). However, since we are using one phone model, no normalization is needed for the acceleration values. Normalization is still needed for the orientation angles. The effect of the north pole can be handled by computing the base
value of an angle (the value when the phone is stable) and then normalizing the data based on that. To do the normalization, the data collected at the beginning (150 ms) is averaged. This average is then subtracted from all subsequent values. By doing this normalization, the effect of the magnetic pole or different phones will be removed because all new collected data will be shifted toward zero.

5.4 Pick-Up Motion

We will discuss now the steps we took to create the pick-up motion authentication mechanism. First, we will talk about the training and creation of a classification model. Then, we will talk about the testing of the classification model.

5.4.1 Training

The pick-up motion can be considered as a time-series data, and as mentioned in chapter 4, DTW is a suitable algorithm for classification when dealing with data which is time-dependent. We use the FastDTW algorithm by Stan Salvador for Java\footnote{https://github.com/medined/fastdtw.}. The only parameter that can be adjusted is the distance function. A distance function is a function that defines the distance between elements of a set as a non-negative real number. It basically provides a way to measure how close two elements are\footnote{58}. FastDTW provides three alternatives: Manhattan, Euclidean, and Binary. Using the binary one will cause the final warp distance to either be 1 (equal) or 0 (otherwise). This does not suit our needs because the goal is finding the similarity between two data series and not whether they are equal or not. Euclidean and Manhattan distance resulted in very similar results, with differences around 0.05%. The most important difference between Euclidean and Manhattan is that if two points are close on most variables but discrepant on one of them, Euclidean distance will exaggerate that discrepancy, whereas Manhattan distance will ignore it. Thus, Euclidean distance was used as to make sure than the FAR is as low as possible.

The training for the pick-up motion consists of three phases: in phase one, part of owner’s data will be processed via the FastDTW for the purpose of finding a threshold that can be used to judge whether new input belongs to the owner or to an intruder. In phase two, a different part of owner’s data will be compared against phase one data via the FastDTW. The purpose of this comparison is to evaluate the accuracy of the threshold created in the previous phase. In phase three, part of the other participants’ data will be compared against phase one data via the FastDTW. Again, the purpose of the comparison is to check the accuracy of the threshold created in phase one.

The reason behind using this method for training is because of the nature of DTW algorithm. DTW does not create a classification model the way other algorithms, such as SVM, do. Recall that DTW simply compares two time series and outputs a warp distance. The smaller the distance the more similar the two time series are. Another reason is that Conti et al. used similar approach in [4] and achieved good results. The training will conclude with a set of rules that summarize the results of the training. These rules will be used when new input from a user is processed to determine whether this user is the owner or not.

Phase 1: The first phase of training was done using 20 files (phase one training files) from the owner data sets. Recall that each file contains data for 8 elements. For the purpose of explaining, we will consider that we have 1 element only. The first file ($i = 1$) of those 20 files is compared with the remaining 19 files through the DTW algorithm. This produced 19
different warp distances \((WD)\). The average \((\text{Avr}_i)\) and standard deviation \((\text{SD}_i)\) of those 19 \(WD\) are calculated where \(i\) is the number of the file used. The procedure is repeated with the remaining files for a total of 20 \(\text{Avr}\) and 20 \(\text{SD}\). The average \((\text{Avr}_{\text{total}})\) of those 20 averages is then calculated along with the standard deviation \((\text{SD}_{\text{total}})\). Then a base threshold was computed as: \(\text{BaseThreshold} = \text{Avr}_{\text{total}} + \text{SD}_{\text{total}}\). In reality, we would have 8 different base thresholds, one for each element.

**Phase 2:** The Second phase of training used another 20 files (phase two training files) from the owner data sets. Each file was compared with the 20 phase one training files through the DTW algorithm. This procedure generated 20 different \(WD\) per file. Each of these 20 \(WD\) is compared with the \(\text{BaseThreshold}\). The purpose of this comparison is to check if this \(\text{BaseThreshold}\) can serve as the deciding point for accepting/rejecting a user. If it was indeed a good measure, then all the 20 previously calculated \(WD\), or most of them, should be equal or smaller than the \(\text{BaseThreshold}\), i.e., pass it. For this purpose, another 2 simple thresholds were created: the High Passing Threshold (\(\text{HPT}\)) represents a strict limit and is set to 15, and the Low Passing Threshold (\(\text{LPT}\)) represents a less strict limit and is set to 10. The idea behind those two thresholds is to check the number of times the newly calculated \(WD\) would pass the \(\text{BaseThreshold}\). For example, if 18 of those \(WD\) have passed the \(\text{BaseThreshold}\) then we consider the user as the owner with high confidence, or if 11 of those \(WD\) passed the \(\text{BaseThreshold}\) then we consider the user as the owner with less confidence than before. However, that was not the case. A high number of those \(WD\) did not pass the \(\text{BaseThreshold}\). This meant that the \(\text{BaseThreshold}\) needs adjustments.

Table 5.1 shows the result of the comparison.

**Table 5.1:** The results of comparing the 20 \(WD\) of each element computed in second phase against the \(\text{BaseThreshold}\) - The higher the better

<table>
<thead>
<tr>
<th>Element</th>
<th>HPT</th>
<th>LPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>37%</td>
<td>84%</td>
</tr>
<tr>
<td>Y</td>
<td>6%</td>
<td>37%</td>
</tr>
<tr>
<td>Z</td>
<td>6%</td>
<td>26%</td>
</tr>
<tr>
<td>xA</td>
<td>2%</td>
<td>6%</td>
</tr>
<tr>
<td>A</td>
<td>93%</td>
<td>97%</td>
</tr>
<tr>
<td>Yaw</td>
<td>0%</td>
<td>2%</td>
</tr>
<tr>
<td>Pitch</td>
<td>48%</td>
<td>97%</td>
</tr>
<tr>
<td>Roll</td>
<td>97%</td>
<td>97%</td>
</tr>
</tbody>
</table>

**Phase 3:** Third phase of training used 32 files from the participants (excluding the owner). Same as before, each file was compared to 20 phase one training files through the DTW algorithm. This comparison generated 32 different \(WD\) per file. Those 32 \(WD\) were compared with the \(\text{BaseThreshold}\) and the results are shown in table [5.2]. It is important to mention here that in this case it is needed that the \(WD\) do not pass the \(\text{BaseThreshold}\) because we are dealing with non-owner data. The table indicates good results when dealing with non-owner. Thus, the \(\text{BaseThreshold}\) needs adjustments so the owner can be recognized while keeping the good results of non-owner data.

Adjusting the \(\text{BaseThreshold}\) is straightforward. The procedures in phase 2 and 3 are repeated while increasing the \(\text{BaseThreshold}\) one at a time for 20 times. The following figures shows how incrementing the \(\text{BaseThreshold}\) affects the acceptance percentage of the calculated \(WD\).
Table 5.2: The results of comparing the 32 WD of each element computed in third phase against the BaseThreshold - The lower the better

<table>
<thead>
<tr>
<th>Element</th>
<th>HPT</th>
<th>LPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Y</td>
<td>0%</td>
<td>5%</td>
</tr>
<tr>
<td>Z</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>gA</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>A</td>
<td>0%</td>
<td>5%</td>
</tr>
<tr>
<td>Yaw</td>
<td>0%</td>
<td>5%</td>
</tr>
<tr>
<td>Pitch</td>
<td>25%</td>
<td>55%</td>
</tr>
<tr>
<td>Roll</td>
<td>65%</td>
<td>90%</td>
</tr>
</tbody>
</table>

Figure 5.1: The effects of adjusting BaseThreshold on acceptance rate of the WD for element X

As we can see, incrementing the BaseThreshold improved the acceptance rate for the owner while keeping it low for non-owner. However, this only occurred with elements X, Y, Z, and A and with different level off effect. Table 5.3 shows the results of the process (some rows were deleted since the increasing of the BaseThreshold would yield no improvement after certain levels). The table shows that elements Yaw, Pitch, and Roll can not be used since the acceptance rate of the owner is very low even when increasing the BaseThreshold. On the other hand, elements X and A have the best results. Elements X and A can predict the owner with 91% and 93% accuracy using the LPT and HPT respectively while keeping the acceptance rate of non-owner at 0%. Elements Z and Y can predict the owner with 73% and 33% accuracy respectively using the HPT while keeping the acceptance rate of non-owner at 0%.

Following is a summary for the observations made of analyzing the results in table 5.3:

- Elements X, Y, Z, and A are the best suitable to be taken into account.
### Table 5.3: The results of incrementing the BaseThreshold on the acceptance of the computed WD for all elements.

<table>
<thead>
<tr>
<th>Element</th>
<th>Value Added to The BaseThreshold</th>
<th>HPT</th>
<th>LPT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Owner</td>
<td>Others</td>
</tr>
<tr>
<td>X</td>
<td>0</td>
<td>37%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>48%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>60%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>64%</td>
<td>0%</td>
</tr>
<tr>
<td>Y</td>
<td>0</td>
<td>6%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>20%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>24%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>33%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>40%</td>
<td>5%</td>
</tr>
<tr>
<td>Z</td>
<td>0</td>
<td>6%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>13%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>20%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>26%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>71%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>73%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>73%</td>
<td>5%</td>
</tr>
<tr>
<td>gA</td>
<td>0</td>
<td>2%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>6%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6%</td>
<td>5%</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>93%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>97%</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>97%</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>97%</td>
<td>20%</td>
</tr>
<tr>
<td>Yaw</td>
<td>0</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2%</td>
<td>5%</td>
</tr>
<tr>
<td>Pitch</td>
<td>0</td>
<td>48%</td>
<td>25%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>97%</td>
<td>45%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>97%</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>97%</td>
<td>55%</td>
</tr>
<tr>
<td>Roll</td>
<td>0</td>
<td>97%</td>
<td>65%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>97%</td>
<td>65%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>97%</td>
<td>75%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>97%</td>
<td>80%</td>
</tr>
</tbody>
</table>
5.4. Pick-Up Motion

**Figure 5.2**: The effects of adjusting *BaseThreshold* on acceptance rate of the WD for element Y

**Figure 5.3**: The effects of adjusting *BaseThreshold* on acceptance rate of the WD for element Z

- Some elements are better used with the low passing thresholds and other are better used with the high passing threshold.

- The value added to the base thresholds varies. This is probably because each element is affected differently by the pick-up motion. For example, the acceleration on Z is more similar between the owner and non-owner than the acceleration on Y, and thus
5. A Movement-Based Authentication Mechanism

Figure 5.4: The effects of adjusting \textit{BaseThreshold} on acceptance rate of the WD for element A

Table 5.4: The preferred "Passing Threshold" and "Added Number to the Base Threshold" along with corresponding acceptance rate acquired from the tests

<table>
<thead>
<tr>
<th>Element</th>
<th>Preferred Passing Threshold</th>
<th>Preferred Added Number to the Base Threshold</th>
<th>Owner Acceptance Rate</th>
<th>Others Acceptance Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>10</td>
<td>2</td>
<td>91%</td>
<td>0%</td>
</tr>
<tr>
<td>Y</td>
<td>15</td>
<td>3</td>
<td>33%</td>
<td>0%</td>
</tr>
<tr>
<td>Z</td>
<td>15</td>
<td>10</td>
<td>73%</td>
<td>0%</td>
</tr>
<tr>
<td>A</td>
<td>15</td>
<td>0</td>
<td>93%</td>
<td>0%</td>
</tr>
</tbody>
</table>

the extra number needed to differentiate between owner and non-owner wrap distances is different (10 in the case of Z and 3 in the case of Y).

Table 5.4 shows the chosen passing thresholds and the chosen numbers to be added to the base threshold. It is important to mention that the thresholds were chosen to have the lowest FAR possible.

Finally, the following rules were created for taking a decision about the authenticity of the person who picks up the phone. These rules are based on the data in table 5.3

1. If elements (X, Y, Z, A) were accepted, then the user is considered the owner with very high probability and assigned an initial confidence level of 6.

2. If elements (X, Y, A) or (X, Z, A) were accepted, then the user is considered the owner with high probability and assigned an initial confidence level of 5.

3. If elements (X, A) were accepted, then the user is considered the owner with medium probability and assigned an initial confidence level of 4.

4. If elements (X, Y, Z) or (A, Y, Z) were accepted, then the user is considered the owner with medium probability and assigned an initial confidence level of 3.
5. If elements (X, Y) or (X, Z) or (A, Y) or (A, Z) were accepted, then the user is considered the owner with low probability and assigned an initial confidence level of 2.

6. If elements (Y, Z) were accepted, then the user is considered the owner with very low probability and assigned an initial confidence level of 1.

7. If none of the previous conditions are satisfied then the user is considered as intruder.

5.4.2 Testing

To test the effectiveness of the system, which was implemented as an Android app, two kind of tests were performed: the first one is with the owner and the second one is with other participants. The tester would pick up the phone a number of times and in each time the app would display whether the tester was identified as intruder or as the owner and with the corresponding level.

The testing procedure is as follows: the participant would press "Start" button, pick up the phone, then press "Stop" button. The "Start" button initiates data gathering, and "Stop" button stops it. The sensor data is saved to a file called "Current User". Next step is to calculate the WD between the "Current User" file and each of the 20 phase one training files. This calculation will result in 20 different wrap distances per element. Each of these wrap distances is compared with the corresponding threshold (base threshold + preferred added number). If the number of times a warp distance is less than threshold equals or more than the passing threshold then the element is considered accepted, other wise it is not. For example, if the number of warp distances calculated for element Z which are less than the threshold (in this case it is "Base Threshold + 10" as mentioned in table 5.4) is equal or more than its "Passing Threshold" (in the case of element Z it is 15) then the element is considered passed. After performing this test for the 4 elements (X, Y, Z, and A), a decision is taken based on the rules mentioned earlier. Figure 5.5 shows screenshots of the App after the owner and an intruder had picked up the phone.

![Figure 5.5: Screenshots of the App after the owner (a) and an intruder (b) picked up the phone](image)

To calculate the FRR, the owner performed the test 120 times. To calculate the FAR, 8 participants were asked to pick up the phone 10 times each. The results are in chapter 6.

5.5 Micro-Movements

Similar to the previous section, we will talk now about the steps we followed to create the micro-movements authentication mechanism. First, we will discuss the training which
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consists of two round and each one includes features extraction and selection, and parameters
adjustment. Then, we will talk about testing of the classification model.

5.5.1 Training

For micro-movement authentication, Support Vector Machine (SVM) was chosen as the
training algorithm. SVM depends on expressing data by features. For example, accelerometer
data collected while participant is performing a motion can be expressed by features
such as average, amplitude, and energy. A Major advantage of SVM, in addition to the
ones mentioned in chapter \[4\] is that SVM works better than other algorithms when: (1)
training samples are few, and (2) 2-3 classes are being used. Creating a model for the micro
movements is done using the LibSVM\(^2\) library for support vector machine. This library was
chosen due to its wide popularity.

First Round: In the first round of training, a window of approximately 2560ms was chosen
to extract features from. The reason for choosing this length is be able to perform Fourier
analysis on the data. Since data collection was done at 100Hz, this means that 2560ms
is represented by 256 measurement, and Fourier analysis can only be performed on data
with power of 2 length. The FFT (Fast Fourier Transform) was used on each window
and it produced 256 components for each window. 10 windows were taken from owner
training files and another 10 windows from other participants with 128 lines overlapping
between consecutive windows. This 50% overlapping is because it showed better results in
[11]. The reason behind choosing 10 windows is to train the SVM using only 15 seconds of
user interaction. The following features were calculated for all the gathered and computed
elements: the acceleration on X, Y, and Z, the combined acceleration gA and A, and the
three rotational angles yaw, pitch, and roll:

- Energy: the sum of the squared discrete FFT component magnitudes of the signal.
- Magnitude Average: the average of the computed magnitudes of the FFT components.
The magnitude is calculated using the following formula: \((2/WindowFrame)*IMABS(FFT \text{ Component})\) where WindowFrame = 256 and IMBAS returns the absolute value of a
complex number.
- Magnitude Total: the total sum of the computed magnitudes of the FFT components.
- Peak Amplitude Average: the average of the peak amplitude of the computed magni-
tudes of the FFT components. The peak amplitude is calculated using the following
formula: \(\sqrt{2} \times IMBAS(FFTComponent)\).
- Peak Amplitude Total: the total sum of the computed peak amplitudes of the FFT
components.
- The amplitude of the sum of all the FFT components.
- Root Mean Square (RMS): RMS is the square root of the arithmetic mean of the
squares of a set of numbers.
- Standard Deviation.
- Mean.
- Average of the Absolute Deviations.
- Amplitude.

\(^2\)https://www.csie.ntu.edu.tw/~cjlin/libsvm/
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- Number of positive peaks: A positive peak is a point where the previous and next points are smaller.
- Number of negative peaks: A negative peak is a point where the previous and next points are bigger.
- Zero Cross Rate (ZCR): The number of times the signal switched from positive to negative or vise-versa.
- Histogram: this is used to represent the distribution of numerical data. To do this, a range of values between -2 and 2 with a step of 0.2 was used and then the number of values that fall into each interval is counted.
- Max Value.
- Min Value.
- Mode: The most frequently occurring, or repetitive, value.
- Percentile at 25% and 75%.

This totaled in 20 features per element and 160 features for all elements. Naturally, not all these features will provide a unique characteristics that can be used in the SVM. To distinguish the valuable features a python script\(^3\) is used. This script calculate the importance score of each feature based on F-Score technique. F-Score is a simple technique which measures the discrimination of two sets of real numbers\(^4\). Given training vectors \(x_k, k = 1, \ldots, m\), if the number of positive and negative instances are \(n_+\) and \(n_-\), respectively, then the F-Score of the \(i\)th feature is defined as:

\[
F(i) \equiv \frac{1}{n_+ - 1} \sum_{k=1}^{n_+} (\bar{x}^{(+)}_k - \bar{x}^{(-)}_i)^2 + \frac{1}{n_- - 1} \sum_{k=1}^{n_-} (\bar{x}^{(-)}_k - \bar{x}^{(+)}_i)^2
\]

where \(\bar{x}_i, \bar{x}^{(+)}_i, \bar{x}^{(-)}_i\) are the average of the \(i\)th feature of the whole, positive, and negative data sets, respectively; \(\bar{x}^{(+)}_{k,i}\) is the \(i\)th feature of the \(k\)th positive instance, and \(\bar{x}^{(-)}_{k,i}\) is the \(i\)th feature of the \(k\)th negative instance. The larger the F-Score is, the more likely this feature is more discriminative. According to the authors of\(^4\), F-Score outperformed other techniques, such as random forests, in feature selection. According to this test, the following features were chosen for training: Histogram of X, RMS of X, ZCR of Yaw, Min of A, and Min of Pitch. Those 5 features were then sorted into one file for further processing before being fed as a training data for the SVM. Tables 5.5 and 5.6 show the 15 highest scores of applying F-Score to the training data and the estimated accuracy respectively.

The next step is to scale the data. The main purpose of scaling data before processing is to avoid attributes in greater numeric ranges. Other purpose is to avoid some types of numerical difficulties during calculation\(^2\). Scaling the data was done using LibSVM scaling tool. The range of scaling is \([-1, +1]\) because some values are negative and it is recommended by the authors of the LibSVM to use this range in such a case, otherwise a scaling range of \([0, +1]\) could be used.

To choose the right parameters’ values for C and Gamma for each kernel, a grid search was used which incorporates a \(k\)-fold cross-validation. A grid search is simply an exhaustive searching through a manually specified subset of the parameters space. The reasons why

---

\(^3\)https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/fselect/fselect.py

\(^4\)https://www.csie.ntu.edu.tw/ cjlin/libsvmtools
Table 5.5: F-Score of the features calculated for the micro-movement classification model in round 1

<table>
<thead>
<tr>
<th>Feature</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Histogram of X</td>
<td>13.802273</td>
</tr>
<tr>
<td>RMS of X</td>
<td>3.990075</td>
</tr>
<tr>
<td>ZCR of Yaw</td>
<td>2.331162</td>
</tr>
<tr>
<td>Min of A</td>
<td>2.204604</td>
</tr>
<tr>
<td>Min of Pitch</td>
<td>2.130131</td>
</tr>
<tr>
<td>Energy of X</td>
<td>1.859124</td>
</tr>
<tr>
<td>RMS of A</td>
<td>1.764267</td>
</tr>
<tr>
<td>Percentile 25 of A</td>
<td>1.595735</td>
</tr>
<tr>
<td>Average of A</td>
<td>1.562187</td>
</tr>
<tr>
<td>Energy of A</td>
<td>1.558623</td>
</tr>
<tr>
<td>ZCR of X</td>
<td>1.48494</td>
</tr>
<tr>
<td>ZCR of gA</td>
<td>1.472054</td>
</tr>
<tr>
<td>Mode of A</td>
<td>1.428601</td>
</tr>
<tr>
<td>Amplitude of the Sum of the FT Components of A</td>
<td>1.410658</td>
</tr>
</tbody>
</table>

Table 5.6: Estimated accuracy with respect to the number of features in round 1

<table>
<thead>
<tr>
<th>Number of Features</th>
<th>Estimated Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>160</td>
<td>47.05880%</td>
</tr>
<tr>
<td>80</td>
<td>47.05880%</td>
</tr>
<tr>
<td>40</td>
<td>47.05880%</td>
</tr>
<tr>
<td>20</td>
<td>47.05880%</td>
</tr>
<tr>
<td>10</td>
<td>47.05880%</td>
</tr>
<tr>
<td>5</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>100%</td>
</tr>
</tbody>
</table>

A grid search was used over other types of methods because it is easy to use, achieves best results, and doesn’t hinder performance since training samples are few. The goal of a grid search is to identify good C and Gamma so that the classifier can accurately predict unknown data. In the case of a k-fold cross-validation grid search, the training set is divided into k subsets of equal size. Sequentially one subset is tested using the classifier trained on the remaining k-1 subsets using C and Gamma obtained from the grid. Thus, each instance of the whole training set is predicted once so the cross-validation accuracy is the percentage of data which are correctly classified [29]. The best C and Gamma are those who produced the highest cross-validation accuracy.

The grid search was executed on different kernel types, all of them produced an estimated accuracy rate of 100%. Hence, Choosing the right kernel required experimenting with the various types of kernels until the one that produces best rates is found. Linear kernel was tried first and while it produced good FAR, the FRR was very high and as a result this kernel was excluded. The remaining three kernels were tested and the RBF produced better results with a small margin. Subsequently, RBF is used to create the SVM model.

We performed tests on the created model and the results were not good (more on this in Chapter 6). Thus, we commenced a second round of feature selection and training.

Second Round: In this second round we repeated the same procedure as before, and so
we will only mention things that are different from the previous attempt. In this attempt, we only considered the acceleration on X, Y, and Z. The orientation angles were disregarded. The reason for this is because the orientation angles did not show good potential and the acceleration alone provided good results in the pick-up motion and in the pattern recognition (see section 5.6.3). In this attempt we started with a window of 5 seconds instead of 2.56 seconds. This is because we wanted to start the training and testing with relatively longer period and then, depending on the results, either increase or decrease the the duration. Also here we used 50% overlapping windows. The total windows used (i.e., training samples) are 6 for the owner (17.5 seconds) and 15 for non-owner (40 seconds). The following features were calculated for the acceleration on X, Y, and Z:

- Standard Deviation (SD).
- Amplitude.
- Number of Positive Peaks.
- Number of Negative peaks.
- Skew: skewness is a measure of the asymmetry of the probability distribution of a real-valued random variable about its mean.
- Average Absolute Deviation: the average of the absolute deviations of data points from their means (AAD).

The reasons for choosing these features are: (1) they are not affected by type of the phone (because these values do not change even if, for example, the acceleration on an axis was shifted), and (2) they produced good results when used in section 5.6.3. This resulted in 6 features per element and 18 total features. Again, the F-Score algorithm was used to determine the importance of these features. The result of applying the F-Score algorithm can be seen in tables 5.7 and 5.8.

Table 5.7: F-Score of the features calculated for the micro-movement classification model in round 2

<table>
<thead>
<tr>
<th>Feature</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative peaks of Z</td>
<td>2.290891</td>
</tr>
<tr>
<td>AAD of Z</td>
<td>1.288442</td>
</tr>
<tr>
<td>Negative peaks of X</td>
<td>1.256739</td>
</tr>
<tr>
<td>Skew of Z</td>
<td>1.218504</td>
</tr>
<tr>
<td>SD of Z</td>
<td>1.022008</td>
</tr>
<tr>
<td>SD of X</td>
<td>0.715692</td>
</tr>
<tr>
<td>Positive peaks of Y</td>
<td>0.690170</td>
</tr>
<tr>
<td>AAD of X</td>
<td>0.684337</td>
</tr>
<tr>
<td>Amplitude of X</td>
<td>0.662507</td>
</tr>
<tr>
<td>Positive peaks of X</td>
<td>0.643998</td>
</tr>
<tr>
<td>Amplitude of Z</td>
<td>0.626706</td>
</tr>
<tr>
<td>AAD of Y</td>
<td>0.608538</td>
</tr>
<tr>
<td>Negative peaks of Y</td>
<td>0.553147</td>
</tr>
<tr>
<td>Positive peaks of Z</td>
<td>0.471781</td>
</tr>
<tr>
<td>SD of Y</td>
<td>0.398125</td>
</tr>
<tr>
<td>Skew of Y</td>
<td>0.253754</td>
</tr>
<tr>
<td>Skew of X</td>
<td>0.123615</td>
</tr>
<tr>
<td>Amplitude of Y</td>
<td>0.113825</td>
</tr>
</tbody>
</table>
Table 5.8: Estimated accuracy with respect to the number of features in round 2

<table>
<thead>
<tr>
<th>Number of Features</th>
<th>Estimated Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>18:</td>
<td>100.00000</td>
</tr>
<tr>
<td>9:</td>
<td>95.65220</td>
</tr>
<tr>
<td>4:</td>
<td>91.30430</td>
</tr>
<tr>
<td>2:</td>
<td>86.95650</td>
</tr>
</tbody>
</table>

Since the estimated accuracy was the highest when using all the features (see table 5.8), the classifier was built using all the 18 features (6 per element). All different kernels expect of linear kernel produced an estimated accuracy of 100% when we used grid search with k-fold validation (linear kernel produced 92.3077% estimated accuracy). The three kernels were tested and the results are reported in chapter 6.

5.5.2 Testing

To test the micro-movement authentication, sensors’ data from the owner and 7 participants was collected while typing. Random windows of 2560ms were taken from the data (to test the model of round 1). The five features that were selected in the first round of training were extracted from each window and used to compose one test file for a total of 220 test files (140 for owner and 80 for non-owner). The tests files then were scaled and fed to the prediction algorithm of the LibSVM library. The following examples shows what a test file looks like (for the round 1 model):

Example 5.3.1:

Before scaling: 1 1:0.154337908 2:16 3:241 4:-1.076258251 5:-0.61837955
After scaling: 1 1:-1.01344 2:-0.492063 3:0.951417 4:0.471176 5:-0.974612

As mentioned before, a histogram is a representation of the distribution of numerical data. It can be presented graphically or as a table such as table 5.9. However, the histogram appears as a single value in the previous example. This is because when the histograms were analyzed, we noticed that the data is concentrated in specific intervals. For example, when creating the histogram of X, we noticed that, in the case of the owner, the data is concentrated in the range -0.2 to 0.2. The feature value seen in the example is the sum of the number of values in this range. Table 5.9 shows how the histogram of the owner and three other participants looks like for acceleration on X.

When the previous test file is fed to the prediction algorithm, it will either output Yes if it predicted that the data belongs to class 1 or No if it predicted that the data belongs to class 0.

Next, we repeated the test but this time for the second classification model we created. To do so, windows of 5 seconds length were extracted from the testing data and the features that were selected in the second round of training are calculated and fed to prediction algorithm.

Testing was done on a computer and also through a testing App. Figure 5.6 shows screenshots of this App. As can be seen in the previous image, there are two decisions displayed: the first one is for the 2.56 seconds (or 5 seconds) that started when the Start button was pressed and the second one is for the 2.56 seconds (or 5 seconds) that started 1.25 seconds (or 2.5 seconds) after the Start button was pressed. This is to make a decision on 50% overlapping data.
5.6. Pattern Recognition

All the training and testing mentioned in previous sections were done in a controlled environment. This means that the starting and ending points of a motion (pick-up or micro-movements) were known. This was done to ensure that the data captured correctly represents the intended situation. However, in a real scenario, the starting and ending points of a motion will not be known beforehand. Therefore, there is a need for a pattern recognition system that can correctly identify when a required motion occurs.

Detection of the pick-up motion can be tricky. The reasons for this are: (1) the pick-up motion is very short, ranging from 800ms to 1200ms, (2) it must be detected immediately otherwise the classifier will be fed with the wrong data, and (3) the pick-up motion is not periodic, which makes it harder to detect than other kinds on motions such as walking or climbing the stairs. There are two possibilities for specific-movement detection: first, a classifier can be trained with the pick-up motion in general, and second, thresholds can be identified by analyzing the data of the motion of various people.

Table 5.9: The histogram for element X for the owner and three participants

<table>
<thead>
<tr>
<th>Bin</th>
<th>Owner</th>
<th>Participant 1</th>
<th>Participant 2</th>
<th>Participant 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-0.8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>-0.6</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>-0.4</td>
<td>9</td>
<td>17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-0.2</td>
<td>20</td>
<td>11</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>90</td>
<td>18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>137</td>
<td>21</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.4</td>
<td>0</td>
<td>26</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>0.6</td>
<td>0</td>
<td>10</td>
<td>102</td>
<td>14</td>
</tr>
<tr>
<td>0.8</td>
<td>0</td>
<td>26</td>
<td>113</td>
<td>34</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>49</td>
<td>26</td>
<td>140</td>
</tr>
<tr>
<td>1.2</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>23</td>
</tr>
<tr>
<td>1.4</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>1.6</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>1.8</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>More</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

![MM Authenticator](image)

(a) Startup

![MM Authenticator](image)

(b) Decision Made

Figure 5.6: Screenshots of the App after startup (a) and after a decision was given (b)
5.6.1 Detection of Trigger Point

First, it is important for the pattern recognition system to know the potential starting point of the pick-up motion. This point can be distinguished by analyzing the data of various participants. By doing so, it was found that the pick-up motion starts with an increase (a peak) in the acceleration on Z around 80% of the time, and with a decrease in the acceleration on Z around 20% of the time. Thus, by monitoring the value of acceleration on Z, the pattern recognition can be triggered when this value pass certain threshold. Let us call the value of acceleration on Z when the phone is in a stable position (on a table) as "Base Z". When a pick-up motion occurs, the acceleration on Z increases by around 0.6 m/s\(^2\) or decreases by around 0.3 m/s\(^2\). Therefore, the first threshold point, which means a potential pick-up might have occurred, is: \(Z > (\text{Base Z} + 0.6)\) or \(Z < (\text{base Z} - 0.3)\).

In our experiment, Base Z was between 10.26 and 10.42 m/s\(^2\), and thus the rule was: \(Z > 11\) or \(Z < 10\). It is important to mention that passing this threshold does not mean that a pick-up motion will follow. This is because passing the threshold could have been the result of the user, for example, moving his phone around on the table. As a result, more processing should take place after passing the threshold. Once this threshold is passed, sensor data is recorded for 1200 ms, which is the maximum time for a pick-up.

5.6.2 Creating Thresholds

The idea of using thresholds to detect a pick-up motion is to identify basic characteristics of the sensors data during the motion. For example, the highest or lowest value the acceleration on Z can reach. For this purpose, the pick data of all the participants was analyzed. Also, data of random movements (rolling the phone to the sides for example) was also analyzed. After the analysis, the following characteristics were found for the pick-up motion:

- Acceleration on X: the maximum value should pass 1.5 m/s\(^2\) or the minimum value should go below -1.3 m/s\(^2\).
- Acceleration on Y: the maximum value should pass 2 m/s\(^2\) or the minimum value should go below -1.25 m/s\(^2\).
- Acceleration on Z: the maximum value should pass 11 m/s\(^2\) or the minimum value should go below 5 m/s\(^2\).

When the Z Base rule mentioned previously is satisfied, sensor data is recorded for 1200 ms, and then simple calculations are done to determine the max and min values. A pick-up motion is detected if one of the conditions on X is met, one of the conditions on Y is met, and one of the conditions on Z is met.

5.6.3 Machine Learning

The second proposal to recognize the pick-up motion is by using machine learning. The idea is to do training for the pick-up motion in general. That is, using data from different users for training.

For this purpose, SVM was used again. Here, the two classes that the model is based on are simply "pick-up" and "non-pick-up". Again, the same data that was used in the previous attempt was used here. However, features needed to be extracted for the SVM to work properly. In this attempt, the features were calculated only on acceleration on X, Y, and Z. The reason for this (not calculating on the orientation angles or the combined acceleration) is because: (1) Acceleration on X, Y, and Z consistently showed more potential than the orientation angles, and (2) to make all the SVM calculation and file writing operations as simple as possible. This is because the number of times this test needs to be done can
5.6. Pattern Recognition

Table 5.10: F-Score of the features calculated for the Pattern Recognition

<table>
<thead>
<tr>
<th>Feature</th>
<th>FScore</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude of Y</td>
<td>0.897686</td>
</tr>
<tr>
<td>SD of Y</td>
<td>0.883206</td>
</tr>
<tr>
<td>AVEDEV of Y</td>
<td>0.869310</td>
</tr>
<tr>
<td>Negative peaks of X</td>
<td>0.339713</td>
</tr>
<tr>
<td>Positive peaks of Z</td>
<td>0.314022</td>
</tr>
<tr>
<td>Amplitude of X</td>
<td>0.284564</td>
</tr>
<tr>
<td>Positive Peaks of X</td>
<td>0.208817</td>
</tr>
<tr>
<td>SD of X</td>
<td>0.187725</td>
</tr>
<tr>
<td>AVEDEV of X</td>
<td>0.162699</td>
</tr>
<tr>
<td>Negative Peaks of Y</td>
<td>0.127930</td>
</tr>
<tr>
<td>AVEDEV of Z</td>
<td>0.119816</td>
</tr>
<tr>
<td>Skew of Z</td>
<td>0.101950</td>
</tr>
<tr>
<td>Negative Peaks of Z</td>
<td>0.100806</td>
</tr>
<tr>
<td>Skew of Y</td>
<td>0.086368</td>
</tr>
<tr>
<td>Positive Peaks of Y</td>
<td>0.065984</td>
</tr>
<tr>
<td>SD of Z</td>
<td>0.062382</td>
</tr>
<tr>
<td>Amplitude of Z</td>
<td>0.052229</td>
</tr>
<tr>
<td>Skew of X</td>
<td>0.041696</td>
</tr>
</tbody>
</table>

Table 5.11: Estimated accuracy of the number of features for the Pattern Recognition

<table>
<thead>
<tr>
<th>Number of Features</th>
<th>Estimated Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>18:</td>
<td>100.00000</td>
</tr>
<tr>
<td>9:</td>
<td>100.00000</td>
</tr>
<tr>
<td>4:</td>
<td>92.50000</td>
</tr>
<tr>
<td>2:</td>
<td>87.50000</td>
</tr>
</tbody>
</table>

be high (every time a peak on Z is detected as mentioned earlier), and the result need to be calculated fast in order to send the data for further processing in case the motion was considered a pick-up. The features which were calculated are:

- Standard Deviation (SD).
- Amplitude.
- Number of positive peaks.
- Number of negative peaks.
- Skew: The degree of asymmetry of a distribution around its mean.
- Average Absolute Deviation: the average of the absolute deviations of data points from their means.

Those features were chosen because they are not affected by the change of the sensors’ output between different phone models, and thus requiring less processing (no need for normalization).

After calculating these features, the FScore algorithm was used again to determine the importance of these features. Table 5.10 shows the score of each feature.

Table 5.11 shows the estimated accuracy with regard to the number of features used.
5. A Movement-Based Authentication Mechanism

As seen in the table, 9 features can reach 100% accuracy for detecting a pick-up motion. Those features are the first 9 in table 5.10.

The next step is to choose a kernel. A grid search with K-Fold cross validation was done for each kernel to estimate the accuracy and choose the right values for the parameters C and Gamma. The results of this validation were as follows: Linear: 97.5%. Polynomial: 97.5%. Radial Based: 100%. Sigmoid: 95%. As a result, radial based kernel was chosen.

For testing, another Android app was developed. When the phone is on a table, the app would detect that and display a message "On Table". Once the Base Z rule mentioned earlier is met, the app would start recording accelerometer data for 1200 ms. Then, the 9 features will be calculated and then a prediction file would be created and sent to the SVM algorithm. The SVM would make a prediction and make a decision whether the motion belongs to the pick-up class or not. The decision then would be displayed on the screen. Figure 5.7 shows screenshots of the app when the phone is in a still position on a table and when a pick-up motion was performed and detected.

In addition to the app, pick-up files that were not used in the training were used for testing. Again, features were calculated and fed to the SVM classifier.

![Figure 5.7: Screenshots of the App when the phone is in a still position on a table (a) and after a pick-up motion (b)](image-url)
This chapter will include the results obtained from the assessments performed to test the pick-up motion authentication, micro-movements authentication, and the pattern recognition. The purpose of the testing was to determine the accuracy, mainly the FAR and FRR, of the authentication via pick-up and micro-movements and the accuracy of the pattern recognition.

### 6.1 Pick-Up Motion

This test aims to calculate the FAR and FRR of the pick-up motion based authentication. The testing starts with a user picking up the phone from a table. After the phone is picked up, the app will display the classification decision. The decision can either be (1) "Intruder" if none of the rules mentioned in section 5.4.1 were passed, or (2) "Owner: Level X" if at least one of the rules were passed.

The results of the FRR test are shown in table 6.1.

#### Table 6.1: Results of the test performed by the owner for the pick-up motion authentication

<table>
<thead>
<tr>
<th>Confidence Level</th>
<th>Percentage %</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>42.5</td>
</tr>
<tr>
<td>5</td>
<td>20.8</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>16.6</td>
</tr>
<tr>
<td>2</td>
<td>16.6</td>
</tr>
<tr>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>Intruder</td>
<td>0</td>
</tr>
</tbody>
</table>

As can be seen from the table, the owner is never misidentified, that means that the FRR is 0%.

As for the FAR, none of the participants who performed the test were able to achieve a confidence level above intruder. After that, 5 participants were shown how the owner picks up the phone and then asked to imitate him. Again, none of them were able to achieve any confidence level above intruder. However, 1 participant (apart from the previous 8) was able to constantly achieve a confidence level of 1 by picking up the phone in a specific way. Also, he achieved confidence level of 5 one time. The level 1 constant result can be countered by merging it with intruder level, but this would mean that the FRR will increase from 0% to 3.3%.
We can argue that picking up the phone in a normal way by an intruder will always be detected. Thus, the FAR is 0%. However, an intruder with enough knowledge might be able to trick the system. For example, if an intruder knows that the phone authenticates users using the pick-up motion, then he or she can attempt to pick up the phone in different ways. Once he or she discovers a specific way to pick up the phone that can trick the mechanism, they can then repeat this motion and will be able to almost always trick the system. A solution for this is to perfectly identify realistic pick-up motions and ignore those that look suspicious (picking up the phone vertically for example). As a result, these weird movements will not be registered as a pick-up in the first place and will not be sent to the authentication mechanism.

With regard to the time needed to make the decision on the mobile phone, the process takes an average of 1.8 seconds to decide on the identity of the user.

6.2 Micro Movements

This test also aims to calculate the FAR and FRR of the micro-movements based authentication. Testing of the micro-movements authentication was done on a computer and via an app. The reason for doing the test on a computer is because there were already lots of captured data that was not used for training. Similar to training, features will be calculated on frames of 2.56 seconds for the model created in the first round and 5 seconds for the model created in the second round. An overlapping of 50% will also be done here. When performing live tests, and upon pressing the "Start" button in the app, sensors data will be recorded for a specific duration which depends on the model being tested as mentioned before to produce the first frame, and then another frame will be recorded that has a 50% overlapping with the previous one. The required features for each frame will then be calculated and then fed to the SVM classifier separately. For each frame, the classifier will either outputs No (user classified as non owner) or Yes (user classified as owner), and in the case of the live test, the result will be displayed on the screen.

After performing several tests for the first round model the results were not impressive. The FAR was around 29% and the FRR was around 32%. This was the reason for performing the second round of training mentioned in section 5.5.1. The testing in this round is done in the same manner but on windows of 5, 4, and 3 seconds. The results of this testing is shown in table 6.2.

Table 6.2: The FAR and FRR of the second classification model for the micro-movements

<table>
<thead>
<tr>
<th>Window Length (seconds)</th>
<th>Rate (%)</th>
<th>Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Radial-Based</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.3</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>16.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.5</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>26.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.2</td>
</tr>
</tbody>
</table>

We can see from the table that using a window of 5 seconds produces good results. Lowering this window to 4 or 3 seconds increases both the FAR and FRR noticeably. All of the kernels used produced good results. The Sigmoid kernel produced better FRR than the other two kernels while the Polynomial kernel produced better FAR than the other two kernels. When the mechanism is deployed in a real application the Sigmoid kernel can be used if the user is more concerned about usability. In contrast, the Polynomial kernel can be used if the user is more concerned about security.
Regarding processing time on the mobile phone, the classifier is able to give a decision in an average of 126.38 ms.

6.3 Pattern Recognition

This test aims to calculate the accuracy of detecting a pick-up motion (regardless of the identity of the user).

The purpose of the pattern recognition is crucial, it should be able to detect a pick-up motion exactly when it occurs so the data can then be sent for further processing. In the same time, it should not mistaken other types of movements, such as rolling the phone on the table, as a pick-up motion.

The aim of using the thresholds technique explained in section 5.6.2 was to achieve the goal of detecting a pick-up motion quickly. However, this method did not work quite well. When tested, there were many ways to fool it to think that a pick-up motion occurred. For example, rolling the phone to the left or to the right is detected as a pick-up. The problem is that if more thresholds were set as to not detect the roll as a pick-up, then actual pick-up motions might not be detected. Further tuning of the thresholds improved it but not enough to be a reliable method to detect a pick-up motion.

The SVM technique, which was explained in section 5.6.3, was tested via an app and on a computer using collected data. The pick-up data of participants, that was not used for training (32 files), were used for testing. The required features were calculated and then fed to SVM classifier. The classifier correctly identified all of the test data as pick-up motion.

The app works in a similar way. While the phone is on a table it would display "On Table". When it is moved and the Z Base rule mentioned in section 5.6.1 is met the app would display its decision (either "Pick Up" or "Some Movement"). A user picked up the phone 50 times, and the app was able to detect 48 of them. Then, the user moved the phone randomly (rolling, pitching, vertically) for 20 times each and the app never identified any of these movements as a pick-up. This means that the FAR is 0% and FRR is 2.5%. The time taken from the moment the Z Base rule is met until a decision is made is 997 ms on average.
This chapter will provide the answers for the research questions discussed in chapter 3 and an overview of future work that can extend and improve the work conducted in this thesis.

7.1 Discussion of Research Questions

**Sub question 1:** Can an owner of a mobile device be distinguished from other users by recognizing: (1) the way the owner picks up the phone, and (2) micro-movements of the phone during interactions?

As seen in figure 7.1, when two users, A and B, perform a pick-up motion twice, the captured acceleration on Z for both times for each user are similar to each other. In contrast, the captured acceleration on Z for one attempt for user A is different than its counterpart for user B. The same pattern appears with acceleration on X in figure 7.2. This means that the pick-up motion has the potential to be used to identify the owner of a device. That being said, classification models need to be created in order to perform this identification in real time.

**Sub question 2:** What kind of features can be extracted from collected sensors’ data during the previously mentioned movements that have high discriminating characteristics that can be utilized to recognize the owner?

The goal of answering this question was to identify important features in the collected data of the two motions that can help build a good classification model. With regard to the pick-up motion, as was discussed previously, DTW was used as the classification algorithm. DTW did not require additional features to be calculated from collected sensors’ data. Out of the 6 collected elements (acceleration on X, Y, and Z axes and orientation angles Yaw, Pitch, and roll) and 2 derived elements (combined acceleration with gravity gA and without gravity A), X and A appeared to be the most important factors in differentiating between the owner and other users. Z and Y also carry some distinction but not as good as X and A. The reason behind this might be because the acceleration on Z is more similar between different users because it always starts with a sudden peak and then a gradual decline. The acceleration on X is less similar between different users because it depends on the initial way the user carries the phone and how stable the phone stays during the pick-up motion. On the other hand, orientation angles did not provide good characteristics that can be used in classification. This is because the values of the orientation angles are not precise and not stable because the sensor is a derived one, in contrast to the accelerometer.
As for the micro-movements, features needed to be extracted from the collected data in order for the classifier to be able to build a good model that truly represents the owner. The following features were used to build the classification model (applicable to the acceleration on X, Y, and Z): Standard Deviation, Amplitude, Number of Negative Peaks, Number of Positive Peaks, Skew, and Average Absolute Deviation.

**Sub question 3**: What are the appropriate classifiers and parameters which work best
7.1. Discussion of Research Questions

with these kind of movements?

Although only 1 classification algorithm was used per studied motion, both of them provided good results. The reason for choosing DTW for the pick-up motion is because this motion can be considered as a time-series and DTW is designed to work with time-dependent data. As for the micro-movements motion, SVM was chosen because in this experiment only 2 classes (owner and non-owner or pick-up and non-pick-up) were used, and SVM excels with binary classes. Also, SVM outperforms other algorithms when training samples are few. The intention behind using few training samples is to train the classifier using as low amount of data as possible. This will make training faster in real applications.

Apart from choosing the algorithms themselves, specific parameters need to be chosen for each one.

For the SVM, the first choice to make is whether to use regression or classification. Since the purpose of the model is to predict whether new data belongs to a predetermined class (owner/non-owner or pick-up/non-pick-up) rather than calculating new values, classification was the obvious choice. The second parameter to choose is the kernel. For the micro-movements, all the kernels produced an estimated accuracy of 100% when tested with k-fold cross validation (except for the linear one). However, after assessing each one with test data, Sigmoid kernel produced better FRR than the other two kernels while the Polynomial kernel produced better FAR than the other two kernels. For the pattern recognition, Radial Based was chosen because it produced the highest estimated accuracy during the k-fold cross validation test. The last two parameters to choose are C and Gamma. The best way to choose the right values for such parameters is via a grid search. The reason behind that is because there are huge amount of combinations for these two parameters. The grid search will simply scan through a defined range of values and do a cross validation for each combination. The one with the highest estimated accuracy is chosen. Table 7.1 shows the selected C and Gamma for each kernel.

Table 7.1: The selected C and Gamma for the Radial Based, Polynomial, and Sigmoid Kernels

<table>
<thead>
<tr>
<th>Kernel</th>
<th>C</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial Based</td>
<td>128</td>
<td>0.0078125</td>
</tr>
<tr>
<td>Polynomial</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>512</td>
<td>0.0078125</td>
</tr>
</tbody>
</table>

In the case of DTW, the only parameter that can be chosen is the distance metric. The used implementation provides three types: Manhattan, Euclidean, and Binary. using the binary implementation will cause the final warp distance to either be 1 (equal) or 0 (other wise). This does not suit our needs because the interest is finding the similarity between two data series and not whether they are equal or not. Euclidean and Manhattan distance resulted in very similar results, with differences around 0.05%. The most important difference between Euclidean and Manhattan is that if two points are close on most variables but discrepant on one of them, Euclidean distance will exaggerate that discrepancy, whereas Manhattan distance will ignore it. Thus, Euclidean distance was used as to make sure than the FAR is as low as possible. If an application focuses on usability more than security, then Manhattan distance can be used instead.

Although DTW had one parameter with two options to choose from, thresholds were created in order to derive a meaningful decision from the time warp measurements that the algorithm performs. The first one is the BaseThreshold. The purpose of this threshold is to have a reference for the owner so that WD computed on new data can be compared with this threshold. This threshold was calculated as:
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\[ \text{BaseThreshold} = \text{Avr}_{\text{total}} + \text{SD}_{\text{total}}. \]

Two more thresholds were created: High Passing Threshold \( HPT \) and Low Passing Threshold \( LPT \). The purpose of these two thresholds is to check the number of times the newly calculated \( WD \) would pass the \( \text{BaseThreshold} \). The \( HPT \) and \( LPT \) serve as strict and less strict thresholds respectively. \( HPT \) was set to 15 which represents 75% of the total owner’s files used. \( LPT \) was set to 10 which represent 50% of the total owner’s files used.

**Sub question 4**: How to correctly detect the pick-up motion at the right time so that the right data can then be sent to the authentication process?

As mentioned above, detecting a pick-up motion is crucial for the authentication mechanism to work properly. Two approaches were tried: using threshold and using machine learning. The first approach was a simple one which relied on creating a rules set of thresholds. When these rules are met, a pick-up motion was declared to be detected. This approach, however, did not yield reliable results. The second approach used machine learning to try to build a model that represents the pick-up motion. We used SVM for this purpose, where data from all participants were used to build a model for the pick-up motion in general. Indeed, the SVM approach yielded better results than the thresholds approach. The features that proved to be distinctive to the pick-up motion are: Amplitude of \( Y \), SD of \( Y \), AVEDEV of \( Y \), Negative Peaks of \( X \), Positive Peaks of \( Z \), Amplitude of \( X \), Positive Peaks of \( X \), SD of \( X \), and Average absolute deviation of \( X \). As for the kernel, we used the Radial Based, and the corresponding parameters are \( C = 8 \) and \( \text{Gamma} = 0.0078125 \).

### 7.1.1 Summary

**Sub question 1**: Natural movements of phone usage such as pick-up motion and micro-movements can be utilized to authenticate owners of mobile devices.

**Sub question 2**: The acceleration on \( X \), \( Y \), and \( Z \), and the combined acceleration \( A \) have good characteristics that can be exploited to create a model to authenticate the owner of mobile devices via pick-up motion. The acceleration on \( X \) and combined acceleration \( A \) provided better discriminant value than the acceleration on \( Y \) and \( Z \).

The following features have good discriminating characteristics that can be used to build a classification model for the micro-movements authentication (applicable to the acceleration on \( X \), \( Y \), and \( Z \)): Standard Deviation, Amplitude, Number of Negative Peaks, Number of Positive Peaks, Skew, and Average Absolute Deviation.

**Sub question 3**: In the pick-up motion authentication, the Euclidean distance metric was chosen for the DTW algorithm because if two points are close on most variables but discrepant on one of them, Euclidean distance will exaggerate that discrepancy, and this led to a very good FAR. Another three thresholds were created to utilize the output of the DTW algorithm. These thresholds are: \( \text{BaseThreshold}, HPT, \text{and LPT} \).

As for the micro-movements authentication, the three kernels (Radial Based, Polynomial, and Sigmoid) produced good results when tested. Sigmoid kernel produced better FRR than the other two kernels while the Polynomial kernel produced better FAR than the other two kernels. \( C \) and \( \text{Gamma} \) were chosen through a grid search.

**Sub question 4**: SVM-based pattern recognition was built to detect the motion of a pick-up movement. The features that had high discriminating characteristics for the pick-up motion (regardless of the owner) and used to build an SVM model are: Amplitude of \( Y \), SD of \( Y \), AVEDEV of \( Y \), Negative Peaks of \( X \), Positive Peaks of \( Z \), Amplitude of \( X \), Positive Peaks of \( X \), SD of \( X \), and AVEDEV of \( X \). The Radial Based kernel is used and the corresponding parameters are \( C = 8 \) and \( \text{Gamma} = 0.0078125 \).
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**Main question:** Can we provide continuous and implicit authentication from owner to mobile device with high accuracy while utilizing mobile devices’ natural movements?

The main question of this thesis can be answered by saying that movements that are natural to a mobile phone usage can be used to authenticate the owner implicitly and continuously. The first movement, which is picking up the phone from a table, has the aspect that it usually precedes any other interaction with the phone, meaning that a user needs to pick up the phone from a table before starting to use it. As a result, this movement can serve as an initial security check. The other motion, which is the micro-movements of the phone during interaction, serves as a continuous security check, and can be extremely important when the user attempts to access a critical task, such as a banking app. The achieved accuracy of 0-3% FRR and 0% FAR for pick-up motion. The micro-movement authentication achieved 9.5% FRR and 9.2% FAR for the Polynomial kernel and 6.8% FRR and 12.3% FAR for the Sigmoid kernel.

7.2 Future Work

While the accuracies of the proposed authentication mechanisms are high, there are aspects of this work that can be improved to increase the confidence of the system.

7.2.1 Multi-Owner Experiment

The work on this thesis took into consideration only 1 of the participants as an owner and all the other participants as intruders. It would give better insight if the training and testing performed in sections 5.4 and 5.5 are repeated while switching between owner and intruders. For example, in the first round of training/testing, participant A would be considered the owner and the rest of the participants would be considered intruders. In this case, a model is created for participant A and tests will be made against this model. In the second round, participant B would be considered the owner while the rest of the participants, including A, would be considered intruders. Again, a different model is created for participant B and tests will be made against this model. This procedure can then be repeated several times. The goal of building different models for each participant is to shed more light on the: (1) rules built for the DTW for the pick-up motion, and (2) importance of features for the SVM for the micro-movements. For example, different participants might have different rules for the pick-up motion than the one discussed in 5.4.1 or different features importance than the one discovered in 5.5.1. This will result in an increased confidence in the authentication mechanisms.

7.2.2 1-Class Classification

In this work, multiclass classification was used for both the pick-up motion and micro-movements. As mentioned before, there were two classes throughout the training and testing: owner and non-owner. Doing this was possible because data was collected from multiple participants, and not only the owner. However, in a real situation, this might not be possible. Data from device owner can be easily collected to create the classification model, but it might not be convenient to ask other people to use the phone for data collection. A recommended solution is using 1-class classification. In 1-class classification, an algorithm will try to perform the training and create a classification model using only the data from one class. So in this case, the owner data, after being collected, will be used to create the classification model. When new unseen data is presented, the classifier will predict whether it belongs to the 1-class (owner) or not. SVM-based classification systems already exist for 1-class classification, such as the work of Schölkopf et al. [25] and Tax et al. [28].
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7.2.3 Different Scenarios For More Flexibility

In this thesis, the pick-up motion was executed using a normal and simple way of picking up the phone. In this way, the participants would simply pick up the phone from a table in front of them. In order to increase the flexibility of the pick-up authentication, more positions for the pick-up can be studied. It would be more coherent if the training is done on more complex ways. An example situation would be if the participant is lying on a bed and the phone is on a table next to him/her. One solution is to build a system that can perfectly distinguish between two situations: the phone is on a table (P1) and the phone is in hand (P2). Then, when the system detects that the phone had shifted from P1 to P2, a pick-up motion is concluded to have been took place and the data can be logged.

The flexibility of the micro-movements-based authentication can also be improved by taking into consideration more practical situations. In this work, the micro-movements that instituted the test were extracted while the participants were typing. It would increase the scope of the system if micro-movements detected during other tasks, such as browsing, are also taken into consideration. Another way to improve the scope is by performing the data collection and testing while the user is walking. In this work, the micro-movements data were collected while the user was sitting. Two approaches can be used here to solve the problem: (1) users’ data would be extracted once while they are sitting and again while they are walking and two models would be created accordingly, or (2) the changes that the walking movement would impose on the sensor data need to be isolated and then excluded from the overall data.

7.2.4 Resilience Against a Lego Robot Attack

As we saw in chapter 2, Serwadda et al. designed a Lego robot that can execute attacks on touch-based authentication systems. This attack can increase the mean FAR of the majority of the classification algorithms by more than 100% of the mean FAR seen before the attack. It is important to study the possibility that a similar robot can attack against the movement-based authentication mechanism developed in this thesis. There are several points that needs to be taken into consideration: (1) can a Lego robot attack our movement-based authentication without knowledge of the algorithms used and the design of the App, (2) is there any population statistics that can be used to formulate the input for such an attack (population-driven attack), (3) how easy is it to formulate an attack if a user’s data was stolen (user-tailored attack), (4) can a robot imitate a device owner (especially the pick-up motion) using a video of the owner while he/she performs the movement, and finally (5) what is the search space for a movement-based authentication system which in turn would determine the difficulty of performing brute force attack.

7.3 Final Conclusions

With the continuous increase of security breaches, lower trust of passwords amongst security professionals, and a higher demand for secure and user-friendly devices, contextual authentication has the potential to provide secure authentication mechanisms from users to personal devices without hindering users’ experience. This can be addressed by utilizing various types of context such as location patterns and behavioral analysis.

This work provides two methods to authenticate users to their mobile devices. These methods do not require the user to perform any special tasks or input a PIN or a password. They simply take advantage of the movements of the phone when it is being used. The movements that were utilized are: (1) the pick-up motion of the phone from a table, and (2) micro-movements of phone during typing. These two mechanisms achieved reliable results that can lead to practical applications. However, there is still some room for improvement. Although the accuracy of both the authentication mechanisms proposed in this work is
high, this accuracy is only applicable to the user that was considered the owner during training and testing. This could mean that the accuracy might be lower for other people, or there might be other features than the ones selected that can be used to create a working classification model for other users. By repeating the training and testing while altering the user considered as the owner, the confidence in the two authentication mechanisms can greatly increase.

With regard to machine learning, multiclass classification was used in this thesis. Although multiclass classification usually produces better results than 1-class classification, it might not be practical in a real situation. Thus, it could improve the practicality of the authentication processes if 1-class classification is attempted to create the owner models.

Another limitation is with the way the micro-movements were collected. The sensor data was captured while the users were typing. However, it would increase the spectrum of when the authentication could take place if the experiment was also repeated with data captured while users were browsing web pages or images (i.e., flinging, pinching, and scrolling).

Finally, we can conclude that this thesis has presented further evidence that both the security and usability of mobile devices can be improved by utilizing the rich data mobile phone sensors provide to create a context-based authentication mechanism. In contrast to most of the related work, the work done here does not depend on the touch screen as the context factor, which was proven to be attackable by a Lego robot. Instead, it takes advantage of the movements of the phone to identify the owner. It is important to note that the used movements are natural to phone usage which means that the users are not required to perform any additional tasks to authenticate themselves. The two used movements are different in the sense that one of them (pick-up) usually precedes any other action on the phone, and the other one (micro-movements) happens during actual interaction with the phone which can serve as a way for continuous authentication.

This work takes us one step closer to the transition to contextual authentication and excluding passwords from our security practices and habits. With more security breaches everyday that damage reputation, ruin lives, and lead to financial losses, contextual authentication can strengthen the information security to give more protection to digital assets.
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