Joint reconstruction and motion estimation via nonconvex optimization for dynamic MRI
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Abstract

Dynamic magnetic resonance imaging (MRI) is a medical imaging technique. MRI reconstruction methods build upon inverse problems, variational methods and optimization in applied mathematics. To reduce scanning time in dynamic MRI, subsampling of the measurements is needed in practice. This typically leads to artefacts due to missing information. To tackle those artefacts, time-dependent reconstruction methods, which employ not only the spatial properties of the image sequence, but also the dynamical information, are very promising.

In this thesis a joint reconstruction and motion estimation framework is developed and applied to dynamic MRI reconstruction. The optimization of this joint variational model is challenging since it is nonconvex. Current approaches alternate between the convex subproblems for reconstruction and motion estimation. This approach seems to be working but there is no knowledge about the convergence. To address this problem the full nonconvex model is optimized via an alternating forward-backward splitting algorithm which is related to the PALM algorithm for nonconvex optimization.

The performance of joint reconstruction and motion estimation on dynamic MRI is studied. In real medical datasets no ground truth of the flow fields is available. To address this, artificial data from computer vision, with a ground truth for the flow fields at hand, is used to construct a numerical phantom. In combination with a 4D XCAT phantom, this offers more insight into the influence of incorporating the motion on the reconstruction quality and choice of optimization method. Finally, the model is applied to experimental medical data from the Radiotherapy group of the UMC Utrecht to show its potential for real world scenarios.
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Chapter 1

Introduction

Since the discovery of Magnetic Resonance Imaging (MRI) in 1971 it is a well known form of medical imaging. MRI is based on the phenomenon called Nuclear Magnetic Resonance (NMR). In the presence of a strong magnetic field protons will align with this field. When this magnetic field is turned off, the protons start spinning back to their original position and while spinning they send out a signal. An MR image reflects the intensity of this signal. As the proton density varies for different substances, we can see the structure of the body and abnormalities in an MR image. However this spinning will only happen at a specific strength of the magnetic field, so by creating gradients in the magnetic field we can measure specific positions. The advantage of MR imaging is that no radiation is involved so it will not harm the human body.

The signal received during data acquisition is the Fourier transform of the image, thus the signal has the following form:

\[ F(\gamma G_x t, \gamma G_y t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{-i2\pi[\gamma G_x t x + \gamma G_y t y]} dx dy, \]

were \( F(\gamma G_x t, \gamma G_y t) \) is the electromagnetic signal, \( f(x, y) \) the desired image and \( G_x \) and \( G_y \) are the gradients of the magnetic field. A clear derivation and more details can be found at [55]. Call \( k_x = \gamma G_x t \) and \( k_y = \gamma G_y \), data acquisition in MRI is often called sampling in \( k \)-space. If the number of measurements in \( k \)-space equals the resolution of the desired image, the inverse Fourier transform of the measurement will give the image.

The limitation of MRI is that the measurement time is directly proportional to the number of measurements in \( k \)-space. Thus, to shorten the measurement time, subsampling is needed. However, subsampling leads to artefacts due to missing information, see Figure 1.1. As the measurement time for each point in \( k \)-space is limited by physical properties of the MRI scanner, research is mainly focused on reconstruction methods to overcome artefacts due to subsampling. Famous are parallel imaging and compressed sensing for static MRI reconstruction. Reconstruction techniques based on parallel imaging are SENSE [45] and GRAPPA [27], which make use of the fact that the spatial sensitivity for receiver coils varies for different positions of the coils in the MRI scanner. Compressed sensing [36] is based on the compressibility of images, by enforcing sparseness in an appropriate transform of the image.

Figure 1.1
Dynamic MRI is used to capture objects in motion and offers a lot of opportunities. If we would be able to reconstruct fast enough, dynamic MRI could become real time. However dynamic MRI is even more time consuming than static MRI. A limitation in dynamic frame-by-frame reconstruction is the missing temporal information in the modeling. Examples where temporal information is modeled are the low-Rank plus sparse decomposition of [40], were the low-rank matrix captures the static background and the sparse matrix captures the dynamic foreground. Another example is the ICTGV method of [48], which uses stronger temporal regularization for the background and stronger spatial regularization for the dynamic foreground.

Motion estimation is one of the most studied tasks in both imaging and computer vision. In this thesis the motion is modeled via optical flow. Optical flow is defined as apparent motion between two consecutive frames, see Figure 1.2. Note that the optical flow, although closely connected, does not in general coincide with the actual physical motion in a sequence. Since it is a two-dimensional representation of the actual three-dimensional movement. Widely used and classical are the works of Lucas and Kanade [34] and Horn and Schunck [28]. Both employ the brightness constancy assumption which assumes that over time the brightness in an image remains constant when following the motion. Their work was fundamental for many other models and is also the basis for the motion estimation model in this thesis.

Prior to motion estimation, the image sequence is often preprocessed: naturally, the higher the quality of the image sequence, the higher the quality of the motion estimation. However, the reconstruction can also benefit from the inclusion of motion information. This is the motivation for developing joint reconstruction and motion estimation models. Dirks [18] developed a general joint reconstruction and motion estimation model, were one of the main contributions is the proof of existence of a minimizer. Frerking [25] extended the model of [18] with a non-linear term for motion estimation. Closely related is the work of Brune [11] where the motion estimation is based on optimal transport. Optical flow estimates the motion between two consecutive timesteps, optimal transport explains how the objects were transported in that timestep. The work of Lucka et al. [35] also employs the work of [18] and is applied to photoacoustic tomography.

Unfortunately the joint model by [18] is not convex and therefore the optimization is challenging. In the works of [18], [25] and [35] an alternating approach is proposed, which alternates between the two convex subproblems for reconstruction and motion estimation. However there is no guarantee that this alternating approach will converge: as shown by [44] there is a risk of circling infinitely without converging. To overcome this, various algorithms are developed for the minimization of nonconvex models. Their convergence result relies on the Kurdyka-Lojasowicz property and this result was for instance introduced by by Attouch et al. [2].

Another challenge is the evaluation of joint reconstruction and motion estimation models, since in general there is no ground truth available for the flow fields. This makes it hard to judge the quality of the outcome. In computer vision, various artificial datasets are developed with a ground truth for the flow fields. Well known datasets are: Middlebury [4], KITTI [38] and MPI Sintel [37].
Contributions

In this thesis a joint reconstruction and motion estimation framework is developed for dynamic MRI to explicitly model the temporal coherence in a sequence. To address the challenging optimization of such a model, we will develop an algorithm related to recently developed nonconvex optimization algorithms. To evaluate the performance of the joint model for different optimization methods we develop synthetic datasets. These datasets are based on the MPI dataset [37] from computer vision, which has a ground truth for the flow field and the XCAT phantom [49], which is used for medical image reconstruction evaluation and made available by the radiotherapy group of the UMC Utrecht. Finally the model is applied to experimental medical data, also made available by the radiotherapy group of the UMC Utrecht, to show its potential for real word scenarios.

Structure

In chapter 2 we will define the joint reconstruction and motion estimation model. All components are explained in detail and also an overview of other possible choices is provided. In chapter 3 we will analyze the model and prove the existence of a minimizer, nonconvexity of the joint model and that the objective is a KL-function. In chapter 4 the optimization is treated: we will review important literature on both convex and nonconvex optimization and two algorithms are derived. In chapter 5 we will present the developed synthetic dataset and discuss the results of the joint reconstruction and motion estimation for both algorithms. We will compare the two algorithms in different scenarios to get insight about their differences. In chapter 6 the conclusion is given along with suggestions for further research.
Chapter 2

Model for joint reconstruction and motion estimation

In this thesis we consider the following general variational model for joint reconstruction and motion estimation:

$$\min_{u,v} \int_0^T G(u) + J(Au) + F(Bv) + M(u,v)\,dt,$$

(2.1)

were $G(u)$ represents the data-fidelity for the image sequence $u$, which penalizes differences between the image sequence and the observed data. Since the problem of MRI reconstruction is ill-posed due to noise and subsampling we need to use regularization. $J(Au)$ represents the regularization term for the $u$ and is used to incorporate a priori knowledge we have about the image. The problem of motion estimation is also ill-posed and hence we incorporate also a regularizer for the flow field $v$, namely $F(Bv)$. The motion model is here represented by $M(u,v)$ which couples the image sequence and the flow field.

In this chapter we will define specific choices for $G(u)$, $J(Au)$, $F(Bv)$ and $M(u,v)$ and discuss related previous work.

2.1 Data fidelity for MRI Reconstruction

Define the measurements from the MRI scanner as: $f : \Sigma \to \mathbb{C}$, with $\Sigma$ the $k$-space. As explained in the introduction, the signal $f$ received during data acquisition is the Fourier transform of the image. Following [23] we assume that the phase of the received signal by the MRI scanner is negligibly small and hence $u \in \mathbb{R}^2$. Define: $u : \Omega \to \mathbb{R}$, where $\Omega \subset \mathbb{R}^2$.

Since the Fourier transform acts on complex valued images, $u : \Omega \to \mathbb{C}$, we define the operator $\text{Re}(\cdot)$ as follows:

$$\text{Re} : \mathbb{C} \to \mathbb{R}, \quad \text{Re}(x + iy) = x,$$

$$\text{Re}^* : \mathbb{R} \to \mathbb{C}, \quad \text{Re}^*(x) = x + i0.$$

Since we will use subsampling to reduce measurement time, we define $P(\cdot)$ as the subsampling operator:

$$P(x) := \begin{cases} 1 & \text{if } x \in \pi(\Sigma) \\ 0 & \text{else} \end{cases},$$

with $\pi(\Sigma)$ the set of spatial coordinates in $k$-space that are sampled. So for static MRI reconstruction we can define the following forward operator:
Definition 1: Forward operator static MRI reconstruction

Define the operator $F : X(\Omega) \to Y(\Sigma)$, with $\Sigma$ the $k$-space as

$$F(u) = P(\mathcal{F}(Re^*(u))),$$

with $Re^*$ the adjoint of the operator $Re$, $\mathcal{F}(\cdot)$ the Fourier Transform, $P(\cdot)$ the subsampling operator and $X$ and $Y$ the appropriate function spaces. Then the adjoint operator is:

$$F^* = Re(\mathcal{F}^{-1}(P(f))),$$

with $f \in \Sigma$.

Since we want to reconstruct dynamic sequences we have to define the forward operator for dynamic MRI. The image sequence $u(\cdot, t)$ is a function of the space-time domain $\Omega \times [0, T]$ to $\mathbb{R} \times [0, T]$. Now we can define:

Definition 2: Forward operator dynamic MRI reconstruction

Define the operator $F : X(\Omega \times [0, T]) \to Y(\Sigma \times [0, T])$, with $\Sigma \times [0, T]$ the $k$-t space as

$$F(u(\cdot, t)) = P(\mathcal{F}(Re^*(u(\cdot, t)))),$$

with $P(\cdot, t)$ subsampling operator extended to:

$$P(x, t) := \begin{cases} 1 & \text{if } x \in \pi(\Sigma, t) \\ 0 & \text{else} \end{cases},$$

with $\pi(\Sigma, t)$ the set of coordinates in $k$-t space that are sampled. $\mathcal{F}(\cdot, t)$ the Fourier Transform and $Re^*(\cdot, t)$ as defined before, for each $t$. $X$ and $Y$ are the appropriate function spaces.

So for each $t \in [0, T]$, the forward operator for dynamic MRI reconstruction is the forward operator for static MRI reconstruction. Hence frame-by-frame reconstruction is possible. Note that time is defined equally in both the image and measurement domain, so at each point in time we have a set of measurements.

In practice, $\pi(\Sigma, t)$ at time $t$ will follow a pattern. Widely used are Cartesian, radial and spiral patterns: see Figure 2.1 for an example. Most simple is Cartesian sampling, where there is only subsampling in the phase-encoding direction. The classical Fourier transform can be used to model Cartesian subsampling. For radial and spiral subsampling the non-uniform Fourier transform must be applied or first a regridding procedure must be applied. As the optimal subsampling pattern is out of the scope of this thesis, only Cartesian subsampling is considered for simplicity.

As mentioned by [48], the noise present in MRI measurements is Gaussian, so we use the $L^2(\Omega)$ norm for the data-fidelity. The data-fidelity for MRI reconstruction becomes:

$$G(u(\cdot, t)) = \|F(u(\cdot, t) - f(\cdot, t)\|_2^2.$$
2.2 Regularizer for MRI reconstruction

Due to the presence of noise and subsampling, reconstructing an MR image is ill-posed and hence we have to add regularization for the image sequence $u(\cdot, t)$. In this section different regularizers will be discussed and we will define the regularizer $J(Au)$ in (2.1).

2.2.1 Compressed sensing

In image processing it is well known that images are sparse in some transforms. So if we transform an image with an appropriate transform we only need a small part of that data to reconstruct the full image. This is the idea behind compressed sensing, which was applied to MRI by Lustig et al. in [36]. To apply compressed sensing there are three requirements:

1. The image is sparse in some transformation.
   
   In [36] the finite difference, wavelet en discrete cosine transform are used.

2. The artefacts due to subsampling are incoherent (noise-like) in this transform.
   
   To fulfill this requirement random subsampling in the phase encoding direction ($y$) is used in [36].

3. We can reconstruct by enforcing both the sparsity and data consistency with the acquired data.

So the problem that is solved in compressed sensing for MRI can be written as:

$$\min_u \| \Phi(u) \|_1, \quad \text{s.t.} \quad \| F(u) - f \|_2^2 < \epsilon, \quad (2.2)$$

were $\Phi$ is the sparsifying transform. Here we will use the Daubechies wavelet as the sparsifying transform.

We can rewrite problem (2.2) to an unconstrained optimization problem by introducing the constant $\alpha$ and moving the constraint to the objective:

$$\min_u \frac{\lambda}{2} \| F(u(\cdot, t)) - f(\cdot, t) \|_2^2 + \alpha \| \Phi(u(\cdot, t)) \|_1,$$

where enforcing sparsity in the $\Phi(u)$ transform is used as a regularizer.

2.2.2 TV and TGV regularization for MRI

A famous variational model is the ROF-model [47], were an $L^2$ data-fidelity is combined with total variation (TV) regularization. Total variation of a function is defined as:

$$TV(u) := \sup_{g \in C^\infty_0(\Omega, \mathbb{R}^d), \|g\|_\infty \leq 1} \int_\Omega u \nabla \cdot g \, dx.$$

Depending on the inner norm chosen for $\|g\|_\infty$ we get either isotropic total variation, which favours rounded corners, or anisotropic total variations, which favours square corners. In this thesis isotropic TV-regularization is used, as shapes in biomedical MRI images often do not have sharp corners. For more details on total variations see [13]. TV-regularization has the property that it is edge preserving and results in piece-wise constant images. As MR images are in general not piece-wise constant, TV reconstructed images are often perceived as too cartoon-like or patchy. Another artefact from TV-regularization is the stair-casing effect.
To overcome this, Knoll et al. [29] propose total generalized variation (TGV) for MRI reconstruction. In their work they show that using the second order total generalized variation as regularizer gives better reconstructions for static MRI, compared to using TV-regularization. Second order TGV prefers constant and piecewise linear images. As the TGV is also a semi-norm of a Banach space, the analysis and optimization is comparable to the using total variation. The second order total generalized variation is defined as:

$$\text{TGV}^2_{\alpha}(u) := \min_{u_1} \alpha_1 \int_{\Omega} |\nabla u - u_1| dx + \alpha_0 \int_{\Omega} |\mathcal{E}(u_1)| dx,$$

with $\mathcal{E}(u_1) = \frac{1}{2}(|\nabla u_1 + \nabla u_1^T|)$.

According to [29], using $\alpha_0 = 2\alpha_1$ offers in practice good results, so using TGV-regularization instead of TV-regularization does for this parameter choice not result in more parameters to be tuned.

### 2.2.3 Low-rank plus sparse decomposition

In [40], Otazo et al. propose a low-rank plus sparse matrix decomposition as regularization for dynamic MRI reconstruction. The decomposition is performed on the space-time matrix $U$ whose columns contain the image at each time step.

If we can decompose this space-time matrix in a part that represents the static background and a part that represents the dynamic foreground, then the static background will be a matrix of low column rank as each column is nearly the same. The matrix containing the dynamic information will now be defined as the sparse representation of this matrix using a temporal transform. The minimization problem for low-rank plus sparse decomposition is:

$$\min_{L,S} \lambda_L \|L\|_* + \lambda_S \|TS\|_1 + \frac{1}{2} \|F(L + S) - f\|_2^2,$$

with $F$ the forward operator for MRI reconstruction, $f$ the measurements and $L$ the low-rank space-time matrix modeling the static background. $\|\cdot\|_*$ is the nuclear norm, defined as:

$$\|A\|_* = \text{trace}(\sqrt{A^*A}).$$

$S$ is the space-time matrix modeling the dynamic foreground which is sparse in the transform $T(\cdot)$.

### 2.2.4 Infimal convolution of total generalized variation functionals for dynamic MRI (ICTGV)

Another possible regularizer is given by Schloegl et al. [48]. They argue that in practise it is not always feasible to decompose the image sequence in a static background and dynamic foreground as proposed by [40]. To generalize this idea they propose a model that optimally balances between strong spatial or strong temporal regularization of the sequence. This is done via infimal convolution of total generalized variation functionals (ICTGV).

The ICTGV is defined as:

$$\text{ICTGV}^2_{\beta,T}(u,v) = \min_v \beta\text{TGV}^2_{\beta_1}(u - v) + \gamma\text{TGV}^2_{\beta_2}(v),$$

were $\beta_1$ enforces a stronger temporal regularization. This model is implemented in the toolbox AVIONIC [48].
2.2.5 Overview of regularizers for MRI reconstruction

The options treated in this section are summarized in Table 2.1. Since we want to incorporate the temporal coherence via joint reconstruction and motion estimation we will not use the low-rank plus sparse and ICTGV regularization since they also model temporal coherence.

In [18] TV-regularization was used as regularizer for the image sequence. We extend the regularization by adding the compressed sensing regularization term to obtain a suitable model for MRI reconstruction. So we define \( J(Au) \) as:

\[
J(Au) := \alpha_1 \|\nabla u(\cdot, t)\|_1 + \alpha_2 \|\Phi(u(\cdot, t))\|_1.
\]

<table>
<thead>
<tr>
<th>Name</th>
<th>Term</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compressed sensing</td>
<td>( |\Phi(u)|_1 )</td>
<td>2.2.1</td>
</tr>
<tr>
<td>Total variation</td>
<td>( |\nabla u|_1 )</td>
<td>2.2.2</td>
</tr>
<tr>
<td>Total generalized variation</td>
<td>( \alpha_{11} |\nabla u - u_2|<em>1 + \alpha</em>{10} |\delta u_2|_1 )</td>
<td>2.2.2</td>
</tr>
<tr>
<td>Low rank + sparse</td>
<td>( \lambda_L |L|_{\ast} + \lambda_S |TS|_1 )</td>
<td>2.2.2</td>
</tr>
<tr>
<td>ICTGV</td>
<td>( \min_{\beta} \beta \text{TV}_p^\alpha (u - v) + \gamma \text{TV}_p^\beta (v) )</td>
<td>2.2.4</td>
</tr>
</tbody>
</table>

Table 2.1: Different choices for regularization \( J(Au) \) of MRI reconstruction

2.3 Model for motion estimation

In this section the goal is to define the motion model \( M(u, v) \). As mentioned in the introduction we will use optical flow to model the motion. Optical flow is defined as the apparent motion between two consecutive frames, see Figure 2.2.

A common assumption is that the intensity of the image stays constant over time, which means that after \( \delta_t \) the following equation must be satisfied:

\[
u(x, t) = u(x + \psi(x, t), t + \delta_t),
\]

(2.3)

with \( \psi(x, t) : \Omega \times [0, T] \rightarrow \mathbb{R}^2 \times [0, T] \) the flow field which represents the displacement. If the movement is small, the linearization of (2.3) will lead to the well-known optical flow constraint (OFC):

\[
\partial_t u(x, t) + \nabla u(x, t) \cdot \psi(x, t) = 0,
\]

which holds pointwise for each \((x, t)\).

Now we define:

\[
M(u, v) := \frac{\gamma}{p} \|\partial_t u(\cdot, t) + \nabla u(\cdot, t) \cdot \psi(\cdot, t)\|_p^p,
\]

(2.4)

with \( p \in (1, 2) \). Choosing \( p = 1 \) will result in a motion model that is more robust to noise as presented by [3]. Choosing \( p = 2 \) result in a smooth functional \( M(u, v) \) which is favorable from an optimization point of view. Therefore both choices are considered.

![Image at t](a) Image at t

![Image at t+δt](b) Image at \( t + \delta_t \)

![Flow field](c) Flow field

Figure 2.2
The optical flow constraint assumes that over time the intensity in an image remains constant when following
the motion, however in changing illumination conditions this condition is violated. Another assumption is
that the movement between two frames is small compared to the pixel size, this assumption is in practice also
easily violated. In this thesis we will use the model for motion estimation as presented above. In the remainder
of this section we will give a summary of related motion estimation models.

**Mass preservation**
A more general approach is to assume that the total brightness in the image is constant over time. This will
lead to the mass preservation constraint.

\[ \partial_t u + \nabla(uv) = 0. \]

This constraint is known in literature as the continuity equation. A derivation can be found in [18]. Note that
these two constraints intersect when \( \nabla \cdot v = 0 \). So for divergence-free flow fields both the optical flow and the
mass preservation constraints are satisfied at the same time. A divergence-free flow fields corresponds to an
incompressible flow, so there are no sources or sinks.

**Preservation of intensity derivatives**
Even more general is the assumption of preservation of the derivatives of intensity, as presented in [11]. Due to
illumination changes the optical flow constraint will not hold, however the gradient of the image will remain
constant in the case of constant illumination changes.

**Non-linear motion model**
Recall that the linearization of (2.3) holds if the movement is relatively small. However in many real life ap-
plications this is not the case and hence the obtained model for the motion is not valid. To deal with this
in [25], [42] and [50] variational models with non-linear models for motion estimation via optical flow are pre-
sented. However these models are more difficult from a computational point of view.

In [42] the motion is estimated with a course-to-fine scheme. The main idea behind such a scheme is to
create a series of down-sampled images. We start by estimating the motion on the most coarse scale, where
the motion is now relatively small. Then we go step-by-step to a more fine scale, using the flow field estimated
in the previous scale to get the flow field on the current scale.

In [50] an alternative to a coarse-to-fine scheme is given. They introduce an auxiliary flow field \( w \) to decouple
the data-fidelity and regularization, which simplifies the optimization.

**Image registration**
A different way of modelling motion estimation is image registration. Here the goal is to find a deformation
\( y : \Omega \rightarrow \mathbb{R}^d \) such that for two given images \( I_1 \) and \( I_2 \), \( I_2(y) \) approximates \( I_1 \) as good as possible. So instead of a
flow field we are looking for a deformation to explain the movement between two images.

**Time-dependent motion model**
A possible extension to the motion model presented here is to make the motion estimation time dependent.
Optical flow describes how to go from one to the next consecutive frame in time. However over time the flow
field should also satisfy some regularity constraints. For example one could assume that the flow field should
change smoothly over time. Incorporating temporal coherence of the flow fields can be modelled via optimal
transport as presented in [11] or via optimal control optical flow [9], [16].

### 2.4 Regularizer for motion estimation

Classical and widely used is the work of Horn and Schunck [28] who use as motion model the optical flow
constraint (2.4) with \( p = 2 \). The model is equipped with a regularizer since the problem of determining optical
flow is ill-posed. To illustrate this, we refer to the so-called aperture problem of [5]. Take a straight moving
edge that is observed through a narrow aperture, then only the perpendicular component of motion can be
captured. Hence it is impossible to distinguish between different kind of motions, see figure 2.3.

14
Figure 2.3: Illustration of the aperture problem from [25]. The different type of motions in the aperture are not distinguishable.

The variational model of Horn and Schunck for determining optical flow has the following form:

$$\min_v \int_0^T \frac{1}{2} \| \partial_t u(\cdot,t) + \nabla u(\cdot,t) \cdot v(\cdot,t) \|^2_2 + \frac{\beta}{2} \| \nabla v(\cdot,t) \|^2_2 \, dt.$$  

Using $\| \nabla v(\cdot,t) \|^2_2$ as a regularizer will result in smooth flow fields. This is a reasonable assumption since an object in a sequence stays connected over time and therefore will have a smooth flow field.

However in the case of multiple moving objects the assumption of a smooth velocity field is not realistic. It would be desirable to allow discontinuities in the flow field on the edges of the objects. Papenberg, Weickert et al. [42] proposed TV-regularization to overcome this problem. TV-regularization results in constant areas and discontinuities along edges of objects in the flow field.

In the data considered here there is often a static background and a moving foreground, therefore smooth flow fields are not realistic and we define the following regularization for the flow field $v$:

$$F(Bv) := \| \nabla v(\cdot,t) \|_1.$$  \hspace{1cm} (2.5)

There are many more possible regularizers, e.g. in [52] PDE-based regularizers are discussed. There regularizers fall into two categories, namely image- or flow-driven.

Image-driven regularizers use the idea that motion boundaries are a subset of the image boundaries. So one way to combine smooth flow fields within an object and sharp edges on the motion boundaries, is to add a function to the regularizer that is small at the image boundaries. A risk of this approach is to get an oversegmented flow field for textured objects.

Another type of regularizers are flow-driven. They also make us of a function that is small at the edges, but now at the edges of the flow field instead of the edges of the image. This will prevent oversegmentation but will have less sharp edges. So the choice depends strongly on the type of problem at hand.

Finally we want to point out the recent development of deep learning methods for motion estimation. A common challenge for these methods is that they require a large set of training data with a ground truth for the flow field, which is hard to obtain. In [20] the authors created an artificial dataset to train a CNN for motion estimation. In [37] the authors trained a CNN unsupervised to address the lack of a ground truth flow field and they learn both the forward and backward flow and make sure this matches. Here we only consider the simple regularizer defined in (2.5) to keep the model simple and general.
Chapter 3

Analysis of joint MRI reconstruction and motion estimation model

In the previous chapter we defined all the main ingredients of our joint model. In the chapter this model will be analyzed. First the model will be transferred to a more general function spaces setting, in which existence of a global minimizer is proved. We will also show that the joint model is not convex in both variables $u$ and $v$.

Finally the Kurdyka-Łojasiewicz property is treated and we prove that our model satisfies this property, which is a key element for convergence analysis in nonconvex optimization.

3.1 Variational model

Our aim is to minimize the following variational model for joint MRI reconstruction and motion estimation.

\[
\min_{u,v} \int_0^T G(u) + J(Au) + F(Bv) + M(u,v) \, dt. \tag{3.1}
\]

with:

\[
G(u) = \frac{\lambda}{2} \| F(u(t)) - f(t) \|_2^2,
\]

\[
J(Au) = \alpha_1 \| \nabla u(t) \|_1 + \alpha_2 \| \Phi(u(t)) \|_1,
\]

\[
F(Bv) = \beta \| \nabla v(t) \|_1,
\]

\[
M(u,v) = \frac{\gamma}{p} \| \partial_t u(t) + \nabla u(t) \cdot v(t) \|_p \quad p \in \{1,2\}.
\]

with image sequence $u(x,t) : \Omega \times [0,T] \rightarrow \mathbb{R}$ and velocity field $v(x,t) = (v_1,v_2) : \Omega \times [0,T] \rightarrow \mathbb{R}^2$ for $\Omega \in \mathbb{R}^d$.

Recall that $F(\cdot,t)$ is the forward operator for dynamic MRI, $f(\cdot,t) \in \Sigma \times [0,T]$ are the (subsampled) measurements in $k$-space and $\Phi(\cdot,t)$ is the wavelet transform.

Remark: $F(\cdot,t) = P(\mathcal{F}(\text{Re}^*(u(\cdot,t))))$ is time-dependent, as $P(\cdot)$ is dependent on time, but the operator works on single time frames. Due to $\partial_t u(\cdot,t)$ all frames in the sequence are related and hence we have to minimize for all $t \in [0,T]$ at once.
3.2 Existence of minimizer

In this section we will prove the existence of a global minimizer. This proof is an extension of the proof given in [12]. First we will state the important definitions and theorems needed for the proof. Then we will give an outline of the proof given in [12] and state what is left to prove for the model presented here. We conclude this section by proving this.

3.2.1 Definitions and theorems

To prove the existence of a minimizer we will use the fundamental theorem of optimization:

**Theorem 1: Fundamental theorem of optimization**

Let \((U, \tau)\) be a metric space and \(J : U \rightarrow \mathbb{R} \cup \infty\) a functional on \(U\). Moreover let \(J\) be lower semi-continuous and coercive. Then there exists a minimizer \(\bar{u} \in U\) such that:

\[
J(\bar{u}) = \inf_{u \in U} J(u).
\]

To use this theorem we need lower semicontinuity and coercivity, which is defined as follows.

**Definition 4: lower semicontinuity**

In \(U\) a Banach space with topology \(\tau\), functional \(J(U, \tau) \rightarrow \overline{\mathbb{R}}\) is called lower semicontinuous at \(u\) if:

\[
J(u) \leq \liminf_{k} J(u_k) \quad \text{as } k \rightarrow \infty, \forall u_k \rightarrow u \quad \text{in topology } \tau.
\]

**Definition 5: coercivity**

Let \((U, \tau)\) we a topological space and \(J : U \rightarrow \mathbb{R} \cup \infty\) a functional on \(U\). We call \(J\) coercive if it has compact sub-level sets. This means there exists an \(\alpha \in \mathbb{R}\) such that the set:

\[
S(\alpha) := \{ u \in U | J(u) \leq \alpha \}
\]

is not empty and compact in \(\tau\).

To prove coercivity often the theorem of Banach-Alaoglu is employed.

**Theorem 2: Banach-Alaoglu**

Let \(U\) be the dual of a Banach space and \(C > 0\). Then the set:

\[
\{ u \in U : \|u\| \leq C \}
\]

is compact in the weak-\(^*\) topology.

3.2.2 Outline of the proof

In [12] the existence of a minimizer is proved for the following joint model:

\[
\int_{0}^{T} \frac{1}{2} \| Ku(\cdot, t) - f(\cdot, t) \|^{2} + \alpha \| \nabla u(\cdot, t) \|_{1} + \beta \| \psi(\cdot, t) \|_{1} \, dt,
\]

s.t. \(\partial_{t} u(\cdot, t) + \nabla u(\cdot, t) \cdot \nu = 0\) in \(D'(\Omega \times [0, T])\),

There are two differences between this joint model and our joint model (3.1):

- In (3.2) the motion model appears as a constraint which must be satisfied in the distributional sense. This is equivalent to making (3.2) an unconstraint minimization problem using a \(L^{p}\) penalty term, with \(p \in (1, 2)\), so this is equivalent to our motion model in (3.1).

- In (3.1) we have an additional regularization term for \(u\). We will call this term:

\[
J_{CS} := \int_{0}^{T} \| \Phi(u) \| \, dt.
\]
To prove existence of a minimizer for (3.2) the following steps must be followed:

1. Transferring (3.2) to the right function space setting,
2. Checking all assumptions made by [12] for (3.2),
3. Proving lower semicontinuity for (3.2),
4. Proving the coercivity of (3.2) using the theorem of Banach-Alaoglu,
5. Proving convergence of the constraint in (3.2),

then from the fundamental theorem of optimization the existence of a minimizer will follow. In the following section we will take these steps to prove existence of a minimizer.

### 3.2.3 Proof of existence of a minimizer

#### 1. Transferring (3.1) to the right function space setting

Following [12] we can write:

\[
J(u, v) = \min_{u, v} \int_0^T \frac{1}{2} \| F(\cdot, t)u(\cdot, t) - f(\cdot, t) \|_2^2 \, dt + \alpha_1 \int_0^T \| \nabla u(\cdot, t) \|_{BV}^p \, dt + \alpha_2 \int_0^T \| \Phi(u(\cdot, t)) \|_1 \, dt
\]

\[
+ \beta \int_0^T \| \nabla \cdot v(\cdot, t) \|_{BV}^q \, dt,
\]

s.t. $\partial_t u(\cdot, t) + \nabla u(\cdot, t) \cdot v(\cdot, t) = 0$ in $D'(\Omega \times [0, T])$.

with $(u, v)$ in the set:

\[
\left\{ (u, v) : u \in L^\hat{p}(0, T; BV(\Omega)), v \in L^q(0, T; BV(\Omega)), \nabla \cdot v \in L^{p^*}(0, T; L^{2k}(\Omega)), \partial_t u + \nabla u \cdot v = 0 \right\},
\]

for $s > 1, k > 2$ and $p^*$ such that $\frac{1}{p} + \frac{1}{p^*} = 1$ and $\hat{p} = \min\{p, 2\}$.

#### 2. Checking assumptions

In the proof of [12] four assumptions are made:

1. The data $f$ is affected by additive Gaussian noise.
2. Finite speed of the velocity field, i.e.:

\[
\|v\|_\infty \leq c_v < \infty \quad \text{a.e. } \Omega \times [0, T].
\]

3. Bound on the compressibility of $v$, which means bounding $\nabla \cdot v$.
4. For $F(1_t) \neq 0, \forall t \in [0, T]$, with $1_t$ the indicator function.

All four assumptions follow naturally for the model presented here. As mentioned in chapter 2, noise that affect MRI data is indeed Gaussian noise, hence the choice for an $L^2$ data-fidelity term. We assume that the object that is scanned will remain visible during data acquisition, thus the velocity field is bounded by the resolution of the resulting image. The image is defined on a bounded subset $\Omega \in \mathbb{R}^d$. Hence we have indeed finite speed.

Bounding compressibility relates to bounding the sources and sinks in the flow field, which is reasonable. Finally for the forward operator it must hold that $F(1_t) \neq 0, \forall t \in [0, T]$. So for $1_t$, with arbitrary $t \in [0, T]$ we get:

\[
Re^\ast(1_t) = 1_t + 0i,
\]

since the indicator function is a real function,

\[
\mathcal{F}(1_t) = 1_t \cdot \delta(\Sigma),
\]
with $\delta(\Sigma)$ the Dirac delta function on the $k$-space $\Sigma$. The Dirac delta function is defined as:

$$\delta(x) = \begin{cases} 
\infty & \text{if } x = 0 \\
0 & \text{else}
\end{cases}$$

Now for $P(\delta(\Omega))$ at $t \in [0, T]$ to be nonzero, $0 \in \pi(\Sigma)$ at time $t$. We will see later this will always be the case for the subsampling pattern considered in this thesis, as most of the energy of the image in the Fourier domain is in the center.

3. Lower semicontinuity
In [12] the lower semicontinuity of (3.2) is proved. The term $J_{CS}$ is an affine norm of the form $\|\Phi(u)\|_1$ and hence lower semicontinuous. Since the sum of lower semicontinuous functionals is also lower semicontinuous, we proved lower semicontinuity for (3.1).

4. Coercivity
In [12] coercivity is proved for (3.2) with the additional remark that the functional (3.2) is coercive for any regularizer $J(u(\cdot, t))$ for which holds:

$$R(u(\cdot, t)) \geq |u(\cdot, t)|_{BV}^p,$$

so if we can prove this inequality, coercivity will follow.

We have that:

$$R(u, t) := |u(\cdot, t)|_{BV}^p + \|\Phi(u(\cdot, t))\|_1,$$

so we must prove

$$\|\Phi(u(\cdot, t))\|_1 = \int_0^T |\Phi(u(\cdot, t))| dt \geq 0,$$

which holds by the definition of a norm, which concludes the prove for coercivity.

5. Convergence of the constraint
This is proved in [12] and hold also for our model (3.1).

Now the existence of a minimizer follows from the fundamental theorem of optimization.

As we will see in the next section, the functional (3.1) is nonconvex for $u$ and $v$, so we are not able to prove uniqueness of the minimizer.

3.3 Convexity
For $J(u, v)$ (3.1) to be a convex functional the following definition from [46] must hold:

**Definition 6: Convex functional**

Let $U$ be a Banach space, $\Omega \subset U$ a convex subset and $J : \Omega \to \mathbb{R} \cup \infty$ a functional. $J$ is convex if the inequality:

$$J(\alpha u_1 + (1 - \alpha) u_2) \leq \alpha J(u_1) + (1 - \alpha) J(u_2) \quad (3.3)$$

holds for all $u, v \in \Omega$ and $\alpha \in [0, 1]$. $J$ is strictly convex if (3.3) holds with strict inequality and $\alpha \in (0, 1)$.

Following [46], we know that:

**Lemma 1: Convex functionals**

The following holds:

1. For any norm $J(u) = \|u\|$ is convex. Moreover for $p \geq 1$, $J(u) = \|u\|^p$ is convex.
2. Any affine norm $J(u) = \|Ku - f\|$ is convex for arbitrary operator $K$. 
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3. For two convex functions $u_1$, $u_2$ it holds: $u_1 + u_2$ is convex.
4. The integral of the sum of two functions $u_1$, $u_2$ is convex.

Proof: The proof of 1.1, 1.2 and 1.3 can be found in [46].

For 1.4:

$$J(\alpha u_1 + (1-\alpha)u_2) = \int_0^T \alpha u_1 + (1-\alpha)u_2 dt$$

$$= \int_0^T \alpha u_1 dt + \int_0^T (1-\alpha)u_2 dt$$

$$= \alpha \int_0^T u_1 dt + (1-\alpha) \int_0^T u_2 dt$$

$$= \alpha f(u_1) + (1-\alpha) f(u_2).$$

□

Using lemma 1.3 and 1.4 we can analyze the convexity of term by term. The data-fidelity term for $u$, the regularization term for $u$ and the regularization term for $v$ are all norms or affine norms. However:

$$J_{OFC} = \partial_t u(t) + \nabla u(t) \cdot v(x, t)$$

(3.4)

this is the only term in (3.1) were $u$ and $v$ are coupled. As it turns out this term is not jointly convex for $u$ and $v$.

Theorem 4: Nonconvexity joint model

The term (3.4) is not jointly convex for $u$ and $v$. As a consequence the model (3.1) is not jointly convex.

Proof:

For $J_{OFC}$ to be jointly convex for $u$ and $v$ the following must hold:

$$J_{OFC}(\alpha u + (1-\alpha) u, \alpha v + (1-\alpha) v) \leq \alpha J_{OFC}(u, v) + (1-\alpha) J_{OFC}(u, v),$$

for all $u \in L^p(0, T; BV(\Omega)), v \in L^q(0, T; BV(\Omega))$ and $\alpha \in [0, 1]$.

Now:

$$J_{OFC}(\alpha u_1 + (1-\alpha) u_2, \alpha v_1 + (1-\alpha) v_2) = \alpha \partial_t u_1 + (1-\alpha) \partial_t u_2 + \alpha^2 \nabla_x u_1 \cdot v_1 + (1-\alpha)^2 \nabla_x v_2$$

$$+ \alpha(1-\alpha)(\nabla_x u_1 \cdot v_2 + \nabla_x u_2 \cdot v_1),$$

(3.5)

$$\alpha J_{OFC}(u_1, v_1) + (1-\alpha) J_{OFC}(u_2, v_2) = \alpha \partial_t u_1 + (1-\alpha) \partial_t u_2 + \alpha \nabla_x u_1 \cdot v_1 + (1-\alpha) v_2.$$  

(3.6)

For $J_{OFC}$ to be convex, (3.5) $\leq$ (3.6) must hold. For $\alpha \in [0, 1]$ the following holds:

$$\alpha^2 \leq \alpha,$$

$$\alpha(1-\alpha)^2 \leq (1-\alpha).$$

Hence we must prove:

$$\alpha(1-\alpha)(\nabla_x u_1 \cdot v_2 + \nabla_x u_2 \cdot v_1) \leq 0,$$

for all $\alpha \in [0, 1]$ and $u \in L^p(0, T; BV(\Omega))$ and $v \in L^q(0, T; BV(\Omega))$. For $\alpha = 0$ or $\alpha = 1$ this inequality is satisfied, however for $\alpha \in (0, 1)$, this is not the case. Take for example $v_1 = [1, 0]$ and $v_2 = [0, 1]$ for all $x \in \Omega$ and all $t \in [0, 1]$ and $u_1 := x$ and $u_2 := y$, were $\Omega \in \mathbb{R}^2$. Then we get for every $x, y, t \in Q$:

$$\alpha(1-\alpha) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \cdot \left( \begin{array}{c} 1 \\ 0 \end{array} \right) + \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \cdot \left( \begin{array}{c} 0 \\ 1 \end{array} \right) = 2\alpha(1-\alpha),$$

which is greater than zero for every $\alpha \in (0, 1)$. Hence $J_{OFC}$ is not jointly convex and therefore (3.1) is not. □
3.3.1 Biconvexity

Although (3.1) is not jointly convex, the energy is biconvex. Biconvexity is defined as follows.

Definition 7: Biconvex sets and functionals
Let $U, V$ be a Banach space, $\Omega \subseteq U \times V$ a biconvex subset and $J : \Omega \to \mathbb{R} \cup \infty$ a functional.

A set $B \subset U \times V$ is a biconvex subset on $U \times V$ if:
1. for every $u \in U$ and fixed $\hat{v} \in V$, $B_{\hat{v}}$ is a convex set.
2. for every $v \in V$ and fixed $\hat{u} \in U$, $B_{\hat{u}}$ is a convex set.

A functional $J$ is biconvex if:
1. $\forall u \in U$ and fixed $\hat{v} \in V$, $J(u, \hat{v})$ is a convex functional.
2. $\forall v \in V$ and fixed $\hat{u} \in U$, $J(\hat{u}, v)$ is a convex functional.

Now we can prove the biconvexity of the joint model.

Theorem 5: Biconvexity of joint model
The model (3.1) is biconvex.

Proof: For $J_{OFC} = \partial_t u(\cdot, t) + \nabla u(\cdot, t) \cdot v(x, t)$ with fixed $\hat{u}$ and respectively $\hat{v}$, we can write:

$$J_{OFC}(\hat{u}, \hat{v}) = A_u \hat{v} - f_u$$
$$J_{OFC}(u, \hat{v}) = A_u u$$

with $A_u = \nabla u$, $f_u = \partial_t u$ and $A_v = [\partial_t + v_x \partial_x + v_y \partial_y]$. Using Lemma 1.1 and 1.2, $J_{OFC}$ is biconvex. □

3.4 The Kurdyka-Lojasiewicz property

Since our model for joint reconstruction and motion estimation is not jointly convex for both variables $u$ and $v$ the optimization is challenging. The key property to prove convergence in nonconvex optimization is the Kurdyka-Lojasiewicz property. In this section this property is stated and proved for the discretization of the functional (3.1).


For real analytic functions we can define the KL-property as follows.

Definition 8: KL-property for real analytic functions [32]
A function $\psi(x)$ satisfies the KL property at point $\bar{x} \in \text{Dom}(\partial \psi)$ if in a neighborhood $U$ of $\bar{x}$, there exists a function $\phi(s) = cs^{1-\theta}$ for some $c > 0$ and $\theta \in [0, 1)$ such that the KL inequality holds:

$$\phi'(|\psi(x) - \psi(\bar{x})|) \text{dist}(0, \partial \psi(x)) \geq 1$$

for any $x \in U \cap \text{dom}(\partial \psi)$ and $\psi(x) \neq \psi(\bar{x})$. (3.7)

where $\text{dist}(x, S) := \inf_{y \in S} \{\|y - x\| : y \in S\}$.

This definition can be extended for general proper lower semicontinuous functions. Take $\eta \in (0, +\infty]$. Take $\phi : (0, \eta) \to \mathbb{R}^+$ a concave continuous function such that:

1. $\phi(0) = 0$,
2. $\phi$ is $C^1$ on $(0, \eta)$ and continuous at 0,
3. for all $s \in (0, \eta) : \phi'(s) > 0$. 
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Now we can state:

**Definition 9: KL-property for proper lower semicontinuous functions**

Let \( \psi(x) : \mathbb{R}^d \rightarrow (-\infty, +\infty] \) be proper and lower semicontinuous. The function \( \psi \) has the KL property at \( \bar{x} \in \text{dom}(\partial \psi) \) if there exist a \( \eta \) as defined before and a neighborhood \( U \) of \( \bar{x} \) and a function \( \phi \) as defined before, such that for all:

\[
x \in U \cap [\psi(\bar{x}) < \psi(x) < \psi(x) + \eta]
\]

the following inequality holds:

\[
\phi'(\psi(x) - \psi(\bar{x})) \text{dist}(0, \partial \psi(x)) \geq 1 \quad (3.8)
\]

We say that a function \( \psi \) has the KL-property or is a KL-function if it satisfies definition 6 or 7 at each point of \( \text{dom}(\partial \psi) \).

### 3.4.1 KL-property for a two-dimensional problem

To get a better intuition for the KL-property we will consider the following two-dimensional problem:

\[
\min_{(x, y) \in \mathbb{R}^2} \psi(x, y) = (xy - 1)^2. \quad (3.9)
\]

This function is nonconvex in both \((x, y)\), but convex for fixed \(x\) or \(y\), hence it is biconvex. We will analyze the KL-property for this function. Note that this is a polynomial function and hence real analytic, so we can use definition 8. The critical points of (3.9) are given by:

\[
\nabla \psi = \begin{bmatrix} 2y(x y - 1) \\ 2x(x y - 1) \end{bmatrix},
\]

so \( \psi(x, y) \) is minimal for \( y = \frac{1}{x} \).

First consider \((x_1, y_1)\) for which holds \( y_1 \neq \frac{1}{x_1} \). This is a noncritical point, which makes it easy to find a neighborhood \( U_1 \) were \( \text{dist}(0, \nabla \psi(x)) \) is not close to zero. Take for example \((x_1, y_1) = (2, 1)\), with \( \psi(2, 1) = 1 \). Then we can take \( c = 1 \) and \( \theta = 0 \), which gives \( \phi = s \), so \( \phi' = 1 \). In figure 3.1a we see in green \( \psi(x, y) \) in the neighborhood \( U_1 \) and in blue \( \phi(|\psi(x, y) - 1|) \). In figure 3.1b we see in red \( \text{dist}(0, \nabla \psi(x, y_1)) \), for the cross-section \((x, y_1)\) which is clearly greater than one and hence we fulfill the KL-inequality (3.7).

Near a critical point \((x_0, y_0)\) for which holds \( y_0 = \frac{1}{x_0} \), \( \text{dist}(0, \nabla \psi(x, y)) \) will become close to zero in a neighborhood \( U_0 \). To fulfill the KL-property we must choose \( \phi \) such that the reparametrization \( \phi(|\psi(x)|) \) is sharp enough. Sharpness is important since the derivative of \( \phi \) times the small distance between zero and the gradients of \( \psi \) must be greater or equal to one. Take for example \((1, 1)\), were \( \psi(1, 1) = 0 \) and choose \( \phi = 2 \). In figure 3.2a we see in green \( \psi(x, y) \) near \((1, 1)\) and in blue \( \phi(|\psi(x, y)|) \), which is indeed sharper. In figure 3.2b we see again in red \( \text{dist}(0, \nabla \psi(x, y)) \) at \( y = 1 \) near \( x = 1 \) and we see that this distance is smaller than one. In yellow we see the KL-inequality, which is for \( y = 1 \) near \( x = 1 \), greater than one.

![Figure 3.1](image-url)

(a) Plot of \( \phi(|\psi(x, y)|) \) near \((2, 1)\), with \( \phi = s \)  
(b) cross-section at \( y = 1 \) around \( x = 2 \)
From this example we see that it is easy to establish the KL-property near non-critical points. Near critical points we must choose $\phi$ such that the reparametrization is sharp enough to compensate for the small gradients such that the KL-property is satisfied. In figure 3.3 a plot of $\psi(x, y)$ is shown with both neighborhoods $U_1$ and $U_0$. Here we clearly see that near the non-critical point, the function is quite steep and near the critical point it is not. To prove convergence to a minimum for a nonconvex problem, the KL-inequality (3.7), (3.8) will be used to obtain a bound for the sequence generated by the algorithm.

Figure 3.3: Plot of $\psi(x, y)$ with points $(x_1, y_1)$ and $(x_0, y_0)$ and their neighborhoods $U_1$ and $U_0$.

### 3.4.2 KL-property for joint model

To make use of algorithms for optimization of nonconvex functions, we need to prove that the discretization of the model for joint reconstruction and motion estimation is a KL-function.

We will prove that the KL-property holds for $p = 2$. The discretization will be defined in the next chapter,
so here we only state the resulting function:

$$\min_{u \in \mathbb{R}^N, v \in \mathbb{R}^M} J(u, v) = \sum_{t=0}^{T-1} \lambda \| Fu_t - f_t \|_2^2 + \alpha_1 \| \nabla u_t \|_1 + \alpha_2 \| \Phi u_t \|_1 + \frac{\gamma}{2} \| \partial_t u_t + \nabla u_t \cdot v_t \|_2^2. \quad (3.10)$$

To prove that this is a KL-function we will use the following lemma.

**Lemma 2: KL functions**
The following functions satisfy the KL-property:

1. Real analytic functions
2. Semialgebraic functions
3. Sum of real analytic and semialgebraic functions

**Proof:** For the proof of 1 see the work of Lojasiewicz [32], the proof of 2 follows from the work of Bolte *et al.* [7] since semialgebraic functions are subanalytic. For 3 we refer to [6] were they prove that the sum of two subanalytic functions is subanalytic. Note that both real analytic and semialgebraic functions are subanalytic [6]. □

First we will define what real analytic and semialgebraic functions are. The definition can be found in [6].

**Definition 10: real analytic and semialgebraic functions**
A smooth function $\phi(t)$ on $\mathbb{R}$ is analytic if:

$$\left( \phi^k(t) \right)_{k=1}^1$$

is bounded for all $k$ on any compact set $D \subset \mathbb{R}$. For $\phi(x)$ on $\mathbb{R}^n$ check the analyticity of $\phi(x + ty)$ for any $x, y \in \mathbb{R}^n$.

A function $\phi$ is called semialgebraic if its graph:

$$\{(x, \phi(x)) : x \in \text{dom}(\phi)\}$$

is a semialgebraic set. A set $D \subset \mathbb{R}^n$ is called semialgebraic if it can be represented as:

$$D = \bigcup_{i=1}^s \bigcap_{j=1}^t \{ x \in \mathbb{R}^n : p_{ij}(x) = 0, q_{ij} > 0 \},$$

with $p_{ij}, q_{ij}$ real polynomial functions for $i \leq i \leq s$, $1 \leq j \leq t$.

Now we are ready to prove that [3.10] is a KL-function.

**Theorem 6: Joint model is a KL-function**
The function $(3.10)$ is a KL-function.

**Proof:** The proof consist of two parts:

1. Prove that $\frac{\lambda}{2} \| Fu_t - f_t \|_2^2$ and $\frac{\gamma}{2} \| \partial_t u_t + \nabla u_t \cdot v_t \|_2^2$ are real analytic functions for each $t \in [0, T]$.
2. Prove that $\alpha_1 \| \nabla u_t \|_1$, $\alpha_2 \| \Phi u_t \|_1$ and $\beta \| \nabla v \|_1$ are semialgebraic functions for each $t \in [0, T]$.

If 1 and 2 hold then lemma 2.3 gives that [3.10] is a KL-function.

1. Note that both:

$$\frac{\lambda}{2} \| Fu_t - f_t \|_2^2$$

$$\frac{\gamma}{2} \| \partial_t u_t + \nabla u_t \cdot v_t \|_2^2$$

are polynomial functions and hence by definition real analytic.
2. In [53] the authors show that the $l_1$-norm is semialgebraic and conclude that any function of the form $\|Ax\|_1$ is semialgebraic. So we find that:

\[
\|\nabla u_t\|_1 \\
\|\Phi u_t\|_1 \\
\|\nabla v_t\|_1
\]

are semialgebraic.

So (3.10) is a sum of real analytic and semialgebraic functions and is therefore a KL-function. \[\square\]
Chapter 4

Optimization

In this chapter the optimization of the joint model is explained. This is challenging since we established in the previous chapter that the functional is nonconvex. However the functional (3.1) is biconvex, so the first approach to optimize the functional is to alternate between the convex subproblems. This approach was used before in this context by [18]. In this chapter we will first treat splitting methods for convex optimization to solve the two convex subproblems. Subsequently we treat optimization methods for nonconvex functionals. Here the KL-property discussed in the previous chapter becomes really important. In the last section of the chapter we will compare both methods for a two-dimensional example. We start this chapter with by stating the discretization of the model.

4.1 Discretization

For the implementation of both algorithms the same discretization will be used. In this section the discretization is treated. We start by the discretization of the image sequence $u(x, t)$, the measurements $f(x, t)$ and the flow field $v(x, t)$.

**Discretization variables**

The discrete version of $u(x, t) \in \Omega \times [0, T]$ is defined as:

$$u_{ijt} \in \mathbb{R}^{n_x \times n_y \times n_t}, \text{ with } i \in \{0, \ldots, n_x\}, j \in \{0, \ldots, n_y\}, t \in \{0, \ldots, n_t\}.$$ 

If we refer to $u$ at time $t$ for all $i, j$, we will write $u_{i,t}$. For $f \in \Sigma \times [0, T]$ the discretization is:

$$f_{ijt} \in C^{n_x \times n_y \times n_t}, \text{ with } i \in \left\{-\frac{1}{2}n_x, \ldots, \frac{1}{2}n_x\right\}, j \in \left\{-\frac{1}{2}n_y, \ldots, \frac{1}{2}n_y\right\}, t \in \{0, \ldots, n_t\}.$$ 

For $v(x, t) \in \Omega \times [0, T]$ the discretization is:

$$v_{ijt} \in \mathbb{R}^{n_x \times n_y \times n_t-1 \times 2}, \text{ with } i \in \{0, \ldots, n_x\}, j \in \{0, \ldots, n_y\}, t \in \{0, \ldots, n_t-1\}.$$ 

Additionally we will use the notation $v_{i,j,t} = [v_{xi,j,t} \quad v_{yi,j,t}]$ to indicate the direction of the flow.
Remark: We used the same discretization of time for all three variables. This means that \( v_t \) at time \( t \) describes the deformation from \( u_t \) to \( u_{t+1} \). This means also that \( f_t \) contains all the measurements corresponding to the image \( u_t \). So we assumed that the time needed for each measurement is negligible small compared to the time between frames in the sequence.

Remark: We can reformulate \( u \in \mathbb{R}^{n_x \times n_y \times n_t} \) to \( u \in \mathbb{R}^N \), with \( N = n_x n_y n_t \) by vectorization, both notations will be used. The same holds for \( v \in \mathbb{R}^M \) with \( M = n_x n_y (n_t - 1) \times 2 \).

**Discretization of operators**

Next we have to discretize the operators \( F, \nabla, \Phi \) and \( \partial_t \) and their adjoints. For the partial derivates, gradient and divergence we follow [18], and use forward differences for the spatial and temporal derivatives. However, for \( \partial_t u + \nabla u \cdot v \), for the discretization of \( \nabla \) central differences are used. This will result in a stable discretization in both variables \( u \) and \( v \). The definition of the forward, central and backward differences used can be found in appendix B.

For the operator \( F = P(\mathcal{F}(\text{Re}^*(\cdot))) \), we discretize each component as follows. For the operator \( \text{Re} \) we can write now:

\[
\text{Re} : \mathbb{C}^N \rightarrow \mathbb{R}^N, \quad \text{Re}(x + iy) = x,
\]

\[
\text{Re}^* : \mathbb{R}^N \rightarrow \mathbb{C}^N, \quad \text{Re}^*(x) = x + i0.
\]

For the Fourier transform we use its discrete counterpart applied for each \( t \in [0, T] \). We use the implementation of the discrete Fourier transform in the AVIONIC toolbox [48]. Finally the subsampling operator can be discretized as follows:

\[
P(x) := \begin{cases} 
1 & \text{if } x \in \pi(\Sigma) \\
0 & \text{else,}
\end{cases}
\]

with \( \pi(\Sigma) \) the discretized set of spatial coordinates in \( k \)-space that are sampled.

For the wavelet transform \( \Phi \) we use the discrete Daubechies wavelet with a filter of order four and a scalingsfactor of four. For the implementation we used Wavelab [19].

Now we can define the discretized version of (3.1):

\[
\min_{u \in \mathbb{R}^N, v \in \mathbb{R}^M} J(u, v) = \sum_{t=0}^{T-1} \frac{\lambda}{2} \| Fu_t - f_t \|_2^2 + \alpha_1 \| \nabla u_t \|_1 + \alpha_2 \| \Phi u_t \|_1 + \sum_{t=0}^{T-1} \beta \| \nabla v_t \|_1 + \frac{\gamma}{2} \| \partial_t u_t + \nabla u_t \cdot v_t \|_2^2 + \chi_+(u_t). \tag{4.1}
\]

were \( \chi_+(u_t) \) is defined as:

\[
\chi_+(u_{i,j,t}) := \begin{cases} 
0 & \text{if } u_{i,j,t} \geq 0 \\
\infty & \text{else},
\end{cases}
\]

to ensure that \( u \) maps to positive values.

### 4.2 Splitting methods for convex optimization

Consider the following general convex minimization problem:

\[
\min_{x \in X} T(x),
\]

where \( T(x) \) is a proper convex functional. The classical way to solve this problem is via the proximal point algorithm:

\[
x^{k+1} = (I + \tau \partial T)^{-1}(x^k). \tag{4.2}
\]

However, one step of the proximal point algorithm can be just as difficult as the original problem, since the proximal map \( (I + \tau \partial T)^{-1} \) is not easy to determine for a general functional or map \( T \). The proximal map is
defined as follows:

\[
x = (I + \tau \partial T)^{-1}(y),
= \text{prox}_{\tau}^T(y),
= \arg\min_x \left\{ \frac{\|x - y\|^2}{2} + \tau T(x) \right\}.
\]

(4.3)

Which could be interpreted as an approximation of a gradient descent step, where we seek a point \(x\) in the domain of the functional \(T(x)\) which is close to the previous point \(y\) with step-size \(\tau\).

For some functionals the proximal map is easy and quick to determine. The key idea is to split the problem into functionals with easy to determine proximal maps and then apply those proximal maps subsequently to perform a full proximal step as defined in (4.2). One of the most well-known splitting methods is the Douglas-Rachford splitting [21], defined as:

\[
x^{k+1} = (I + \tau B)^{-1}((I + \tau A)^{-1}(I - \tau B) + \tau B)(x^k),
\]

for \(T = A + B\). Originally this method was defined for linear operators. However [31] extended the splitting method for general operators and as it turns out Douglas-Rachford splitting is a special case of the proximal point algorithm [22]. So iterating via Douglas-Rachford splitting will give the same solution as iterating 4.2.

Now consider the following general convex minimization problem which can be written as:

\[
\min_{x \in X} F(Kx) + G(x)
\]

(4.4)

where \(K\) is a general bounded linear operator. This problem is called the primal problem. Using the definition of the convex conjugate of proper functional \(J : X \to \mathbb{R}\):

\[
J^*(p) := \sup_{x \in X} \{ \langle p, x \rangle_X - J(x) \} \quad \text{for } p \in X^*\]

and \(J^{**} = J\), we can write:

\[
\min_{x \in X} F(Kx) + G(x) = \min_{x \in X} \sup_{p \in X^*} \langle p, Kx \rangle_X - F^*(p) + G(x)
= \min_{x \in X} \sup_{p \in X^*} \langle p, Kx \rangle_X - F^*(x) + G(x)
\]

(4.5)

which is the saddle-point formulation for primal problem (4.4), with \(X^*\) the dual space of the Banach space \(X\). Using the definition of the Gâteaux derivative, we can write down the optimality conditions:

\[
-K^T p \in \partial G(x)
Kx = \partial J^*(p).
\]

(4.6)

Another way of splitting the problem (4.4) is to decouple the problem using the substitution \(Kx = w\):

\[
\min_{x,w} F(w) + G(x)
\text{s.t. } Kx = w,
\]

(4.7)

then we have the following Lagrangian:

\[
L(x, w, p) = F(w) + G(x) + \langle p, Kx - w \rangle
\]

with corresponding optimality conditions:

\[
-K^* p \in \partial G(x)
p \in \partial f(w)
Kx = w,
\]
which is clearly equivalent to (4.5). So the optimal solution to (4.4) is the same as for the decoupled problem (4.7). Solving (4.7) can be done by the Alternating Direction Method of Multipliers (ADMM) [10], which turns out to be equivalent to applying the Douglas-Rachford splitting on the dual problem.

If we now apply an appropriate preconditioner using ADMM we arrive at the Primal-Dual Hybrid Gradient method of [15]. This algorithm is widely used and easy to implement. We will use this algorithm to solve the convex subproblems for the minimization the biconvex functional (3.1).

So if we can write the general convex minimization problem (4.4) as a saddle-point problem (4.5), then we can solve this via the following algorithm developed by Chambolle and Pock [15].

**Algorithm 1: Primal-Dual Hybrid Gradient (PDHG)**

- Initialize: Choose \( \tau, \sigma > 0, \theta \in [0, 1] \). Set \((x^0, p^0) \in X \times X^* \) and \( \hat{x} = x^0 \).
- Iterate for \( k \geq 0 \) \( x^k, p^k \) and \( \hat{x}^k \) as follows:

\[
\begin{align*}
    p^{k+1} &= (I + \sigma \partial F^*)^{-1} \left( p^k + \sigma K \hat{x}^k \right) \\
    u^{k+1} &= (I + \tau \partial G)^{-1} \left( x^k - \tau K^* p^{k+1} \right) \\
    \hat{x}^{k+1} &= \hat{x}^{k+1} + \theta \left( x^{k+1} - x^k \right).
\end{align*}
\]  

(4.8)

Following [15], we will use \( \theta = 1 \) in the remainder.

To conclude this section on splitting methods for convex optimization we want to point out another line of splitting methods. Namely the Proximal Forward-Backward (PFB) splitting, also known as Proximal Gradient Descent. This method can be applied to problems consisting of a smooth and non-smooth functional. We take then a forward or explicit step over the smooth part and a proximal or backward step on the non-smooth part. Hence we can write the update as follows:

\[ x^{k+1} = (I + \tau \partial g)^{-1}(x^k - \tau \nabla f x^k) \]  

(4.9)

were \( T = g + f \), were \( g \) is nonsmooth and \( f \) smooth. To accelerate this method it is possible to add a inertial term as presented in [33]. We will see later on that this type of splitting method generalizes well in the case of a problem that can be split into a nonsmooth convex functional and a smooth nonconvex functional. For a broader overview on splitting methods for convex optimization we refer to [24].
### 4.3 Optimization method 1: Alternating PDHG

As established before the functional (3.1) is biconvex. So the first optimization approach as given in [18], is to alternate between the two convex subproblems. So the algorithm will consist of one outer loop, where we alternate between two inner loops. In the inner loops the subproblems are solved.

This gives optimization method 1 below. In the following sections we will derive the algorithms for the two inner loops based on PDHG, see algorithm 1.

<table>
<thead>
<tr>
<th>Optimization method 1: Alternating PDHG</th>
</tr>
</thead>
<tbody>
<tr>
<td>While error($u^n, v^n$) &gt; tol, iterate for $n \geq 0$:</td>
</tr>
<tr>
<td>• Find $u^{n+1}$ by solving the subproblem for reconstruction:</td>
</tr>
<tr>
<td>$u^{n+1} = \arg\min_u J(u, v^n)$,</td>
</tr>
<tr>
<td>$= \arg\min_u \int_0^T \frac{\lambda}{2} | F(\cdot, t) u(\cdot, t) - f(\cdot, t) |^2_2 + \alpha_1 | \nabla_u u(\cdot, t) |_1 + \alpha_2 | \Phi(u(\cdot, t)) |_1 + \frac{\gamma}{p} | \partial_t u(\cdot, t) + \nabla u(\cdot, t) \cdot v^n(\cdot, t) |^p_p d.t.$ (4.10)</td>
</tr>
<tr>
<td>• Find $v^{n+1}$ by solving the subproblem for motion estimation:</td>
</tr>
<tr>
<td>$v^{n+1} = \arg\min_v J(u^{n+1}, v)$,</td>
</tr>
<tr>
<td>$= \arg\min_v \int_0^T \beta | \nabla v(\cdot, t) |_1 + \frac{\gamma}{p} | \partial_t u^{n+1}(\cdot, t) + \nabla u^{n+1}(\cdot, t) \cdot v(\cdot, t) |^p_p d.t.$ (4.11)</td>
</tr>
<tr>
<td>• error($u, v$) = $\frac{|u^{n+1} - u^n| + |v^{n+1} - v^n|}{\Omega \times T}$.</td>
</tr>
</tbody>
</table>

with $p \in \{1, 2\}$. Next we will describe how to solve each subproblem.

**Remark:** Here we first optimize and then discretize.

#### 4.3.1 Optimization of subproblem for reconstruction

We can rewrite the problem in $u$ (4.10) as a saddle-point problem:

$$\min_u \max_{p=\{p_1, p_2, p_3, p_4\}} \int_0^T \chi_+(u) + \langle K u, p \rangle - \frac{1}{2\lambda} \| p_1 \|^2_2 - \langle p_1, f \rangle - \alpha_1 \delta_{B[L^\infty]}(p_2) - \alpha_2 \delta_{B[L^\infty]}(p_3) - F^*(p_4) d.t.$$  

were we define $F^*(p_4)$ as follows:

$$F^*(p_4) = \begin{cases} 
\gamma \delta_{B[L^\infty]}(p_4) & \text{if } p = 1, \\
\frac{1}{2\gamma} \| p_4 \|^2_2 & \text{if } p = 2.
\end{cases}$$
Recall that we can write:

$$A_u := \partial_x + v_x(\cdot, t)\partial_x + v_y(\cdot, t)\partial_y]u(\cdot, t),$$

(4.12)

with given \(v(\cdot, t) = [v_x(\cdot, t) \quad v_y(\cdot, t)]\). Now the operator \(K\) and its adjoint \(K^*\) for the saddle-point problem can be defined as:

$$K u := \begin{pmatrix} F \\ \nabla \Phi \\ A_u \end{pmatrix} u,$$

$$K^*(p_1, p_2, p_3, p_4) := \begin{pmatrix} F^* \\ -\text{div} \Phi^* \\ A_u^* \end{pmatrix} \begin{pmatrix} p_1 \\ p_2 \\ p_3 \\ p_4 \end{pmatrix}.$$ 

Note that we cannot reconstruct frame-by-frame. For the reconstruction of \(u^k\) we need frame \(u^{k+1}\), since we need to determine \(\partial_t u^k\) in operator \(A_u\). So the problem in \(u\) must be solved for all frames simultaneously.

For a derivation of the convex conjugates, adjoint operators and proximal maps we refer to appendix B. Using (4.13) we can write:

**Algorithm 2: Subproblem for reconstruction of \(u\)**

- Initialize: Choose \(\tau, \sigma > 0\) such that \(\tau \sigma \|K\| \leq 1\). Set \((u^0, p^0) \in X \times X^*\) and \(\tilde{u} = u^0\).

- Iterate for \(k \geq 0\) \(u^k, p^k\) and \(\tilde{u}^k\) as follows:

\[
\begin{align*}
\tilde{p}_1^{k+1} &= p_1^k + \sigma F\tilde{u}^k \\
\rho_1^{k+1} &= \frac{\rho_1^{k+1}}{\rho_1^{k+1} - \sigma f} \\
\rho_2^{k+1} &= \rho_2^{k+1} + \sigma \nabla \tilde{u}^k \\
p_2^{k+1} &= \max \left\{ \alpha_1, \max \left( -\alpha_1, \rho_2^{k+1} \right) \right\} \\
\rho_3^{k+1} &= \rho_3^{k+1} + \sigma \Phi \tilde{u}^k \\
p_3^{k+1} &= \max \left\{ \alpha_2, \max \left( -\alpha_2, \rho_3^{k+1} \right) \right\} \\
\rho_4^{k+1} &= \rho_4^{k+1} + \sigma \bar{A}_u \tilde{u}^k \\
p_4^{k+1} &= \min \left( \gamma, \max \left( -\gamma, \rho_4^{k+1} \right) \right) \\
\tilde{u}^{k+1} &= \tilde{u}^{k+1} - \tau \left( F^* p_1^{k+1} - \text{div} \hat{p}_2^{k+1} + \Phi^* p_3^{k+1} + \bar{A}_u^* p_4^{k+1} \right) \\
u^{k+1} &= \max \left\{ 0, \tilde{u}^{k+1} \right\} \\
\tilde{u}^{k+1} &= 2u^{k+1} - u^k.
\end{align*}
\]

**Remark:** If we set \(\gamma = 0\) we find an algorithm for frame-by-frame MRI reconstruction, this algorithm will be used for comparison between frame-by-frame reconstruction and joint reconstruction.

**Stopping-criterion and parameter choice**

To complete the algorithm we have to define a stopping-criterion and choose the constants \(\sigma\) and \(\tau\). As the stopping criterion for the Primal-Dual Hybrid Gradient Algorithm we use the primal-dual gap:

$$e^k := \frac{p^k + d^k}{n_x \cdot n_y \cdot n_t} < \text{tol},$$

normalized with respect to the size of the problem.
The algorithm converges if \( p^k \to 0 \) and \( d^k \to 0 \), if \( k \to \infty \), for more details see [26]. Define:

\[
p^k = \left| x^k - x^{k+1} \right| \frac{1}{\tau^k} - K^* \left( y^k - y^{k+1} \right),
\]

\[
d^k = \left| y^k - y^{k+1} \right| \frac{1}{\sigma^k} - K \left( x^k - x^{k+1} \right),
\]

with \( x^k, x^{k+1}, y^k \) and \( y^{k+1} \) the primal and respectively dual variables in iterations \( k \) and \( k+1 \).

Next we must choose \( \sigma, \tau \) such that:

\[
\sigma \tau \|K\|^2 \leq 1. \quad (4.14)
\]

For \( F \), recall \( F(u) = P \circ \mathcal{F} \circ \text{Re}(u) \). Hence:

\[
\|Fu\| \leq \|P\| \|\mathcal{F}\| \|\text{Re}\| \|u\|
\]

the Fourier transform is a unitary operator, hence \( \|\mathcal{F}\| = 1 \). For \( \|P\| \):

\[
\|Pu\| \leq \|u\|
\]

since \( P(\cdot) \) subsamples \( u \). So we find the bound \( \|P\| \leq 1 \). Also for \( \text{Re} \) we find \( \|\text{Re}\| = 1 \), since for \( u \in \mathbb{R}^N \) the operator is equivalent to the identity operator. So we find the bound \( \|F\| \leq 1 \).

The wavelet transform based on the Daubechies wavelet is an orthogonal operator and therefore we find \( \|\Phi\| = 1 \), see [17].

In [18], the following bound for \( \|A_v\| \) was found:

\[
\|A_v\| \leq \max |v| \cdot \sqrt{12} \quad (4.15)
\]

So we choose:

\[
\tau = \sigma = \sup_i \frac{1}{M_i} = \frac{1}{\max(|v|, 1) \cdot \sqrt{12}}
\]

Note that \( \max |v| \) is bounded since we assumed \( \|v\|_{L^\infty} \leq c < \infty \).

### 4.3.2 Optimization of subproblem for motion estimation

We can rewrite the problem in \( \mathbf{v} \) [4.11] to the following saddle point problem:

\[
\min_{\mathbf{v}} \max_{q_1, q_2} \int_0^T -F^*(q_1) + \langle Kv, q_1 \rangle - \beta \delta_{B(L^\infty)} dt
\]

Define:

\[
K\mathbf{u} := \begin{pmatrix}
\frac{\partial_x u}{\nabla_x} & \frac{\partial_y u}{\nabla_y} \\
0 & \nabla_x
\end{pmatrix}
\begin{pmatrix}
q_1 \\
q_2
\end{pmatrix}
\]

\[
K^*(q_1, q_2) := \begin{pmatrix}
(\partial_x u)^* & \text{div} \\
(\partial_y u)^* & \text{div}
\end{pmatrix}
\begin{pmatrix}
q_1 \\
q_2
\end{pmatrix}
\]
Recall that we can write for given $u$:

$$ A_u := \begin{bmatrix} \partial_x u & \partial_y u \end{bmatrix} $$

which is a linear operator. Next define:

$$ F^*(q_1) := \begin{cases} \delta_{B_{L^\infty}} \left( \frac{q_1}{\gamma} \right) & \text{if } p = 1 \\ \frac{1}{\gamma} \|q_1\|_2^2 \gamma \left( q_1, \partial_t u \right) & \text{if } p = 2 \end{cases} $$

Now using (4.8) we can write:

**Algorithm 3: Subproblem for motion estimation $v$**

- Initialize: Choose $\tau, \sigma > 0$ such that $\tau \sigma \|K\| \leq 1$. Set $(v^0, q^0) \in X \times X^*$ and $\bar{v} = v^0$.

- Iterate for $k \geq 0$ $v^k, q^k$ and $\bar{v}^k$ as follows:

  $$ \begin{cases} 
  q_1^{k+1} = q_1^k + \sigma \left( \partial_x u^{k+1} \partial_y u^{k+1} \right) \bar{v} \\
  q_1^k = \frac{\min \{ \gamma, \max \{ -\gamma, (q_1^k + \sigma \partial_1) \} \}}{\gamma |q_1^k + \sigma \partial_1|} & \text{if } p = 1 \\
  q_2^{k+1} = q_2^k + \sigma \left( \nabla 0 \right) \nabla v^k \\
  q_2^k = \min \{ \beta, \max \{ -\beta, q_2^k \} \} & \text{if } p = 2 \\
  v = v^k - \tau \left( \left[ \partial_x u^{k+1} \right] + \left[ \partial_y u^{k+1} \right] \right) q_1^{k+1} - \left( \nabla 0, \nabla q_2^k \right) \\
  v^k = 2v^{k+1} - v^k 
  \end{cases} $$

**Stopping criterion and parameter choice**

Again we use the primal-dual gap as stopping criterion and we pick for the parameters:

$$ \tau = \sigma = \frac{1}{\sqrt{8}}. $$

This bound can be derived as follows. We can write:

$$ A_u = \nabla \circ u, $$

so we know:

$$ \|A_u\| = \|\nabla\| \cdot \|u\|, $$

we have the following bounds:

$$ \|\nabla\| \leq \sqrt{8}, $$

$$ \|u\| \leq \max |u| $$

Note that $\max |u| \leq 1$ since we scaled all images. So we obtain:

$$ \|A_u^k\| \leq \max |u| \cdot \sqrt{8}. $$

So for the bound on $\tau$ and $\sigma$ we pick:

$$ \tau = \sigma = \frac{1}{\sqrt{8}} = \frac{1}{\sup_i \frac{1}{M_i}} = \frac{1}{\sup_i (\max |u| \sqrt{8}, \sqrt{8})} = \frac{1}{\sqrt{8}} $$
4.4 Nonconvex optimization methods

As shown in [18] and [25] the presented Alternating PDHG algorithm works well in practice. However there is no knowledge about the convergence of this algorithm. This outer, alternating scheme is very similar to the classical Gauss-Seidel method. A key assumption to prove convergence for the Gauss-Seidel method in the case of a convex function, is that the minimum in each step is uniquely attained, otherwise as [44] shows, the method can circle indefinitely without converging. Proving convergence becomes harder in the case of non-convex functionals.

Besides the fact that it is challenging to state any convergence result for this scheme, this scheme also suffers from practical drawbacks. Namely:

1. How many inner iterations for each subproblem should we take, before going to the next subproblem?
2. How to deal with computational errors that are propagated in each step?

To address these questions and to gain more knowledge about the convergence of the method used, we will explore the field of nonconvex optimization a bit more.

In this section we will first give an overview of well-known nonconvex optimization methods and choose one to obtain a second optimization method, which does not have the drawbacks mentioned above.

Proving convergence for nonconvex optimization methods

As pointed out in chapter 3 the main ingredient to obtain a convergence result is the Kurdyka-Lojasiewicz property, which was defined for nonsmooth functions by [7]. In chapter 3 we also established that our functional \( f(u,v) \) satisfies this property, hence we can use algorithms which base their convergence result on this property.

The convergence result was first given in the pioneering work of Attouch et al. [2]. The key role of the KL-property is that it allows to prove that the sequence generated by the algorithm is a Cauchy sequence. In [8] an informal recipe for such a prove is given. Here we will only shortly state the key elements.

Take the following minimization problem:

\[
\min_z \psi(z)
\]

and assume that \( \psi(z) \) is a KL-function. Take an algorithm \( \mathcal{A} \) which generates a sequence \( \{z^k\}_{k \in \mathbb{N}} \). Assume that we can deduce the following bounds:

1. **Sufficient decrease property**: find a positive constant \( C_1 \) such that:

\[
C_1 \|z^{k+1} - z^k\|^2 \leq \psi(z^k) - \psi(z^{k+1}), \quad \forall k = 0, 1, \ldots
\]

2. **Subgradient lower bound**: find a positive constant \( C_2 \) such that:

\[
\|w^{k+1}\| \leq C_2 \|z^{k+1} - z^k\|, \quad w^k \in \partial \psi(z^k), \quad \forall k = 0, 1, \ldots
\]

Now we call the solution to the minimization problem \( \tilde{z} \). Then the KL-condition tells us:

\[
\psi'(\|\psi(z^k) - \psi(\tilde{z})\|) \text{dist}(0, \partial \psi(z^k)) \leq 1.
\]

Then this inequality connects the obtained bounds. We can bound \( \psi(z^k) - \psi(\tilde{z}) \) using the sufficient decrease property and bound \( \text{dist}(0, \partial \psi(z^k)) \) using the subgradient lower bound. Together this allows for proving that the generated sequence is a Cauchy sequence and convergences, as presented in [8].

**Proximal Alternating Linearized Minimization (PALM)**

In [8] the convergence result for functions of the form

\[
\min_{x \in \mathbb{R}^n, y \in \mathbb{R}^m} F(x, y) = f(x) + g(x) + H(x, y)
\]

is presented: Theorem 4.19.
is given. Here $f$ and $g$ are proper lower semicontinuous functions and $H$ satisfies certain smoothness criteria. Note that no assumptions on the convexity are made. The presented algorithm, Proximal Alternating Linearized Minimization (PALM), can be viewed as an alternating proximal forward-backward splitting algorithm.

Since the function $H(x,y)$ is smooth, the forward (or explicit) step will be taken with respect to this function. So we can view this scheme as the proximal regularization of $H(x,y)$, linearized at the given point. So we can write:

$$
x^{k+1} \in \arg \min_{x \in \mathbb{R}^n} \left\{ \langle x - x^k, \nabla_x H(x^k, y^k) \rangle + \|x - x^k\|^2 + \tau f(x) \right\},$$

$$y^{k+1} \in \arg \min_{y \in \mathbb{R}^m} \left\{ \langle y - y^k, \nabla_y H(x^{k+1}, y^k) \rangle + \|y - y^k\|^2 + \sigma g(x) \right\},$$

using the definition of the proximal map (4.3) we can write:

$$
x^{k+1} \in \text{prox}^f_{\tau}(x^k - \tau \nabla_x H(x^k, y^k)),
$$

$$y^{k+1} \in \text{prox}^g_{\sigma}(y^k - \sigma \nabla_y H(x^{k+1}, y^k)).$$

(4.20)

Hence, by employing the smoothness in the coupling term and using the proximal forward-backward splitting scheme, explicit updates for $x$ and $y$ are found. This scheme does not have the practical drawbacks mentioned in the beginning of this section. For a more in-depth analysis of the differences between more implicit algorithms such as Alternating PDHG and more explicit algorithm, such as PALM, we refer to [53].

In the next section we will prove that our functional (3.1) is of the form (4.19) and that we can apply the PALM algorithm. In [54] a more general algorithm with block-wise coordinate updates is discussed, as it turns out PALM is a special case of the algorithm presented there.

**Algorithms related to PALM**

So far only algorithms which update the coordinates in a alternating/block-wise fashion are considered. Another possibility is to update the whole functional in one step. In [39] the algorithm iPiano is discussed. This algorithm is also based on forward-backward splitting and here an inertial term is added. The update for iPiano is defined as:

$$z^{k+1} = \text{Prox}^{f + g}_{\alpha} \left( z^k - \alpha \nabla H(z^k) + \beta (z^k - z^{k-1}) \right),$$

where $z = [x \ y]$. We call $\beta (z^k - z^{k-1})$ the inertial term.

Note that for $f + g = 0$, $z^k - \alpha \nabla H(z^k) + \beta (z^k - z^{k-1})$ can be seen as an explicit finite difference discretization of the ‘Heavy-ball with friction’ dynamical system:

$$\ddot{z}(t) + \gamma \dot{z}(t) + \nabla H(z(t)) = 0,$$

where $\dot{z}(t)$ gives an acceleration to the system, so adding an inertial term gives the possibility of leaving a local minimum. However there is no guarantee that this always will happen. The iPiano scheme has stricter assumptions for (4.19), namely that $f$ and $g$ must be convex and $\nabla H(x,y)$ must have globally Lipschitz continuous gradients. PALM does not require convexity assumptions and only ask for globally Lipschitz continuous gradients for fixed values of $y$ and $x$ respectively.

Inspired by the iPiano and PALM, iPALM [43] was developed. iPALM can be viewed as a block version of iPiano or an inertial based version of PALM. Then the updates in (4.20) become:
Remark: To distinguish the defined function $f$.

To prove convergence of the PALM algorithm the following properties must be satisfied for (4.21):

4.5.1 Convergence of PALM

In this section.

so we can use PALM to optimize our joint model. First we will discuss which properties (4.1) must fulfill for

5. For any fixed $y$ the function $x \rightarrow H(x, y)$ is $C^{1,1}(y)$, namely the partial gradient $\nabla_x H(x, y)$ is globally Lipschitz with modulus $L_1(y)$. The same must hold for $\nabla_y H(x, y)$.

5. For $i = 1, 2$ there exists $\lambda_i^-, \lambda_i^+ > 0$ such that:

So for $\alpha_i^k = \beta_i^k = 0$ for $i = 1, 2$ and for $k \geq 0$ the algorithm is equivalent to PALM and for $\beta_1 = 0$ and $y^k = 0$ for all $k \geq 0$ to iPiano.

4.5 Optimization method 2: PALM

In the previous section we discussed the algorithm PALM, which minimizes problems of the following form:

\[ F(x, y) := f(x) + g(y) + H(x, y), \]

with $x \in \mathbb{R}^n$, $y \in \mathbb{R}^m$. Now we define for our model with $u \in \mathbb{R}^N$ and $v \in \mathbb{R}^M$:

\[
\begin{align*}
  f(u) &= \sum_{t=0}^{T-1} \frac{1}{2} \| Fu_t - \tilde{f}_t \|_2^2 + \alpha_1 \| \nabla u_t \|_1 + \alpha_2 \| \Phi u_t \|_1 + \chi_+ (u_t) \\
  g(v) &= \sum_{t=0}^{T-1} \beta \| \nabla v_t \|_1 \\
  H(u, v) &= \sum_{t=0}^{T-1} \gamma_t \| \partial_t u_t + \nabla u_t \cdot v_t \|_p^p \quad p \in [1, 2)
\end{align*}
\]

so we can use PALM to optimize our joint model. First we will discuss which properties (4.1) must fulfill for convergence of PALM and then we will formulate an algorithm based on PALM.

Remark: Here we first discretize and then optimize.

Remark: To distinguish the defined function $f(u)$ from the measurements, we will use $\tilde{f}$ for the measurements in this section.

4.5.1 Convergence of PALM

To prove convergence of the PALM algorithm the following properties must be satisfied for (4.21):

1. $f(x) : \mathbb{R}^n \to (-\infty, \infty]$ and $g(y) : \mathbb{R}^m \to (\infty, \infty]$ are proper and lower semicontinuous functions such that $\inf_{\mathbb{R}^n} f(x) > -\infty$ and $\inf_{\mathbb{R}^m} g(y) > -\infty$.

2. $F(x, y)$ is a KL-function.

3. $H(x, y) : \mathbb{R}^n \times \mathbb{R}^m$ is differentiable and $\inf_{\mathbb{R}^n \times \mathbb{R}^m} F(x, y) > -\infty$.

4. For any fixed $y$ the function $x \rightarrow H(x, y)$ is $C^{1,1}(y)$, namely the partial gradient $\nabla_x H(x, y)$ is globally Lipschitz with modulus $L_1(y)$. The same must hold for $\nabla_y H(x, y)$.

5. For $i = 1, 2$ there exists $\lambda_i^-, \lambda_i^+ > 0$ such that:

\[
\begin{align*}
  \inf [L_1(y^k) : k \geq 0] &\geq \lambda_1^- \quad \inf [L_2(x^k) : k \geq 0] \geq \lambda_2^- \\
  \sup [L_1(y^k) : k \geq 0] &\leq \lambda_1^+ \quad \sup [L_2(x^k) : k \geq 0] \leq \lambda_2^+
\end{align*}
\]
6. \( \nabla H \) is Lipschitz continuous on bounded subsets \( B_1 \times B_2 \) of \( \mathbb{R}^n \times \mathbb{R}^m \). So there exists an \( M > 0 \) such that for any \((x_i, y_i) \in B_1 \times B_2 \) for \( i = 1, 2 \):

\[
\| (\nabla_x H(x_1, y_1) - \nabla_x H(x_2, y_2), \nabla_y H(x_1, y_1) - \nabla_y H(x_2, y_2) ) \| \leq M \| (x_1 - x_2, y_1 - y_2) \|
\]

Then the sequence \((x^k, y^k) \in \mathbb{R}^n \times \mathbb{R}^m \) is generated as follows:

### Algorithm 5: PALM

- Initialize: start with \( x^0 \) and \( y^0 \) in \( \mathbb{R}^n \times \mathbb{R}^m \).
- For each \( k = 1, 2, \ldots \) generate sequence \((x^k, y^k)_{k \in \mathbb{N}} \) as follows:
  1. Take \( \gamma_1 > 1 \) and \( \tau_1^k = \frac{\gamma_1}{L_1(x^k)} \). Compute:
     \[
     x^{k+1} = y^k - \tau_1^k \nabla_x H(x^k, y^k)
     \]
     \[
     y^{k+1} = (I + \tau_1^k \partial f)^{-1}(x^{k+1})
     \]
  2. Take \( \gamma_2 > 1 \) and \( \tau_2^k = \frac{\gamma_2}{L_2(x^k)} \). Compute:
     \[
     x^{k+1} = y^k - \tau_2^k \nabla_y H(x^{k+1}, y^k)
     \]
     \[
     y^{k+1} = (I + \tau_2^k \partial g)^{-1}(y^{k+1})
     \]

Now we can state the following convergence result from [8].

**Theorem 7: Convergence of PALM**

The sequence \((x^k, y^k) \) for \( k \in \mathbb{N} \) generated by PALM which is assumed to be bounded will convergence to a critical point \((x^*, y^*)\) of \( F(x, y) \) if assumptions 1 till 6 are satisfied.

So if we can prove that for [4.1] assumption 1 till 6 hold, then we know that the algorithm will converge to a critical point.

**Proof of assumptions**

Define \( f(u), g(v) \) and \( H(u, v) \) as in [4.22] and choose \( p = 2 \) since we need that \( H(u, v) \) is a \( C^1 \) function.

**Assumption 1 and 2**

By the definition of a norm we have that:

- \( \inf_{\mathbb{R}^N} f(u) = 0 \),
- \( \inf_{\mathbb{R}^M} g(v) = 0 \),
- \( \inf_{\mathbb{R}^N \times \mathbb{R}^M} H(u, v) = 0 \),

so we also have:

\[
\inf_{\mathbb{R}^N \times \mathbb{R}^M} F(u, v) = 0.
\]

The properness and lower semi-continuity of \( f(u) \) and \( g(v) \) is established in chapter 3 so we have proved assumption 1. In chapter 3 we also proved that \( F(u, v) \) is a KL function, so we also proved assumption 2.

**Assumption 3 and 4**

In [4.12] and [4.16] we saw that we can rewrite \( H(u, v) \) for fixed values of \( v \) and \( u \) respectively. Next calculate the partial derivatives of \( H(u, v) \) using the definition of the Gâteaux derivative:

\[
\frac{dH(u, v; \bar{u})}{du} = \left< \gamma A^*_u A_u u, \bar{u} \right>,
\]

\[
\frac{dH(u, v; \bar{v})}{dv} = \left< \gamma A^*_u A_u v, \bar{v} \right>.
\]
As established in (4.12), (4.15) and (4.16), $A_v$ and $A_u$ are bounded linear operators, hence their adjoints are as well. Now using the boundedness of products of bounded linear maps we can deduce that the given Gâteaux derivatives can be written as bounded and linear operators. This gives us the Fréchet differentiability of $H(u, v)$, hence we have proved assumption 3.

Now we can define the gradient of $H(u, v)$:

$$\nabla_u H(u, v^k) = \gamma A^*_u A_v u,$$

$$\nabla_v H(u^k, v) = \gamma A^*_u A_v v.$$

For fixed and arbitrary $v^k$ calculate:

$$d(\nabla_u H(u, v^k; u)) = \left< \gamma A^*_u A_v, u \right>$$

which is constant and bounded for arbitrary fixed $v^k$, hence the Fréchet derivative of $\nabla_u H(u, v^k)$ exists for fixed $v^k$ and is continuous. So $\nabla_u H(u, v^k)$ is $C^1$ and hence L-Lipschitz continuous with constant $L_1$:

$$L_1(v^k) = \| \gamma A^*_u A_v \|_2. \tag{4.23}$$

For fixed and arbitrary $u^{k+1}$ we get:

$$d(\nabla_v H(u^{k+1}, v; \psi)) = \left< \gamma A^*_u A_v, \psi \right>,
$$

so $\frac{d}{du} \nabla_v H$ is also a bounded and constant and hence the derivative exists and is continuous. So $\nabla_v H(u^{k+1}, v)$ is L-Lipschitz continuous with constant $L_2$:

$$L_2(u^{k+1}) = \| \gamma A^*_u A_v \|_2. \tag{4.24}$$

So we have proved assumption 4.

**Assumption 5**

Assumption 5 is important, since it guarantees that the step sizes $\tau_i$ for $i = 1, 2$ are well-defined. As mentioned by [8] we can always write:

$$L'_1(v^k) := \max\{L_1(v^k), \mu_1^- \}$$

$$L'_2(u^{k+1}) := \max\{L_2(u^{k+1}), \mu_2^- \}$$

Note that $L'_1$ and $L'_2$ are still Lipschitz moduli of $\nabla_u H(u, v^k)$ and $\nabla_v H(u^{k+1}, v)$. Hence $\lambda_i^- = \mu_i^-$, with $\mu_i^- > 0$ for $i = 1, 2$. Using (4.15) and (4.18), we can write:

$$\lambda_1^- \leq \gamma \max |v|^2 \cdot 12$$

$$\lambda_2^- \leq \gamma \max |u|^2 \cdot 8 \tag{4.25}$$

with $\gamma > 0$, which concludes the proof of assumption 5.

**Assumption 6**

Take any $(u_1, v_1)$ and $(u_2, v_2)$ in any bounded subset $B_1 \times B_2 \subset \mathbb{R}^N \times \mathbb{R}^M$. Then we can derive:

$$\left\| \gamma A^*_v A_{v_1} u_{1} - \gamma A^*_v A_{v_2} u_{2}, \gamma A^*_u A_{u_1} v_{1} - \gamma A^*_u A_{u_2} v_{2} \right\| \leq \gamma^2 \left\| (A^*_u A_{u_1} - A^*_u A_{u_2}) u_{1} A^*_u A_{v_1} (v_{1} - u_{2}), (A^*_u A_{u_1} - A^*_u A_{u_2}) u_{1} A^*_u A_{v_2} (v_{1} - v_{2}) \right\|$$

use that for fixed $u$, $A_v$ is linear in $v$ and for fixed $v$, $A_u$ is linear in $u$.

$$\| A^*_v A_{v_1} u_{1} - A^*_v A_{v_2} u_{2} (u_{1} - u_{2}), A^*_u A_{u_1} v_{1} (v_{1} - u_{2}) \| \leq \gamma L_2(u_{1} - u_{2}) (u_{1} - u_{2}), A^*_u A_{u_1} v_{1} (v_{1} - v_{2}) \|$$

use assumption 4,

$$\gamma^2 \max\{L_1(v_1 - v_2), L_2(u_1 - u_2)\} \| (u_1, v_1) \| + \max\{L_1(v_2), L_2(u_2)\} \| (u_1 - u_2), v_1 - v_2 \| \leq \| (u_1, v_1) \| \leq C,$$

$$\gamma^2 \max\{L_1(v_1 - v_2), L_2(u_1 - u_2)\} C + \max\{L_1(v_2), L_2(u_2)\} \| (u_1 - u_2), v_1 - v_2 \|$$

so $M = \gamma^2 \max\{L_1(v_1 - v_2), L_2(u_1 - u_2)\} C + \max\{L_1(v_2), L_2(u_2)\} > 0$, hence we proved assumption 6.
4.5.2 PALM for joint reconstruction and motion estimation

We established that (4.1) satisfies all assumptions necessary for the application of the PALM algorithm, so the next step is to formulate the algorithm for joint reconstruction and motion estimation.

**Algorithm 6: PALM for joint reconstruction and motion estimation**

- Initialize: start with $u^0$ and $v^0$ in $\mathbb{R}^N \times \mathbb{R}^M$.
- For each $k = 1, 2, \ldots$ generate sequence $(u^k, v^k)$ as follows:
  1. Take $\gamma_1 > 1$ and $\tau^1_k = \gamma_1 L_{1}\big( v^k \big)$. Compute:
     
     $$u^{k+1} = (I + \tau^1_k \partial f)^{-1}(u^k),$$
     
     $$v^{k+1} = (I + \tau^1_k \partial g)^{-1}(v^k).$$
  2. Take $\gamma_2 > 1$ and $\tau^2_k = \gamma_2 L_{2}\big( u^{k+1} \big)$. Compute:
     
     $$\overline{u}^k = u^k - \tau^1_k \nabla u H(u^k, v^k),$$
     
     $$\overline{v}^k = v^k - \tau^2_k \nabla v H(u^{k+1}, v^k).$$

**Remark:** Since $f$ and $g$ are convex, the proximal map will be single-valued and therefore we can write an equality.

In order to implement the algorithm, we have to make the updates:

$$u^{k+1} = (I + \tau^1_k \partial f)^{-1}(u^k), \quad v^{k+1} = (I + \tau^1_k \partial g)^{-1}(v^k),$$

(4.26)

explicit. Where (4.26) corresponds to solving the following minimization problems:

$$\min_u f(u), \quad \min_v g(v).$$

(4.27)

Calculating the proximal map of the whole function $f$ and $g$ is difficult, but since these functions are convex we can apply a splitting method to simplify this step. Recall from section 4.1 that applying Douglas-Rachford splitting is equivalent to iteration using the full proximal step. Employing the equivalence between Douglas-Rachford splitting and ADMM and the equivalence between preconditioned ADMM and PDHG, we use the steps of PDHG to rewrite (4.26).

As already mentioned in section 4.3, we could rewrite the minimization problems (4.27) to the saddle-point problems:

$$\min_u \max_p \chi_+ (u) + \langle K u, p \rangle - \frac{1}{2 \alpha_1} \|p_1\|^2_2 - \langle p_1, f\rangle - \alpha_1 \delta_{B(L^\infty)} \left( \frac{p_1}{\alpha_1} \right) - \alpha_2 \delta_{B(L^\infty)} \left( \frac{p_3}{\alpha_2} \right),$$

$$\min_v \max_q \langle \nabla v, q \rangle - \beta \delta_{B(L^\infty)} \left( \frac{q}{\beta} \right)$$

with:

$$K = \begin{pmatrix} F \\ \nabla \Phi \end{pmatrix}.$$

Then we obtain algorithm 7 on the next page.
So the stopping criterion is:

To prove convergence to a critical point they prove that the sequence \((u^k, \mathbf{v}^k)\) for \(k \geq 0\) generated by algorithm 5 is a Cauchy sequence.

The stopping criterion follows naturally from the proof of theorem 7, given in [8]. To prove convergence to a critical point they prove that the sequence \((u^k, \mathbf{v}^k)\) for \(k \geq 0\) generated by algorithm 5 is a Cauchy sequence. So the stopping criterion is:

\[
\frac{|u^{k+1} - u^k| + |\mathbf{v}^{k+1} - \mathbf{v}^k|}{2|\Omega \times T|} < \text{tol.}
\]

Next we will set the parameters. Note that for \(\gamma_i\) we can pick an arbitrary number greater than one, so this means:

\[
\tau_i^k = \gamma_i \frac{1}{L_j} \quad i \neq j
\]

\[
\geq \frac{1}{L_j} \quad i \neq j
\]

for \(i = 1, 2\).
We also found in (4.25) the following bounds:

\[ L_1(\nu^k) \leq \gamma \max|\nu^k|^2 \cdot 12, \]
\[ L_2(\mu^k) \leq \gamma \max|\mu^k|^2 \cdot 8, \]

now we can write:

\[ r_1^k = \frac{1}{L_1(\nu^k)} \geq \frac{1}{\gamma \max|\nu^k|^2} \cdot 12, \]
\[ r_2^k = \frac{1}{L_2(\mu^k)} \geq \frac{1}{\gamma \max|\mu^k|^2} \cdot 8. \]

Hence we choose:

\[ r_1^k = \frac{1}{\gamma \max|\nu^k|^2} \cdot 12, \]
\[ r_2^k = \frac{1}{\gamma \max|\mu^k|^2} \cdot 8. \]

And for \( \sigma_1^k \) we choose:

\[ \sigma_1^k = \frac{1}{r_1^k \|K\|^2} = \frac{1}{r_1^k \cdot 8}, \]
\[ \sigma_2^k = \frac{1}{r_2^k \|V\|^2} = \frac{1}{r_2^k \cdot 8}. \]

since \( \|V\|^2 \leq 8 \), see [15] and for \( \|K\|^2 \) we found:

\[ \|K\|^2 \leq \sup \left( \frac{\|F\|^2}{\|V\|^2}, \frac{1}{1} \right) \leq \frac{1}{8}, \]

see section 4.3.1.

### 4.6 Comparison of optimization methods

To get insight about the difference between the two presented optimization methods, we will compare them for a two dimensional nonconvex optimization problem. Recall from section 3.4.1 the following minimization problem:

\[ \min_{(x,y) \in \mathbb{R}^2} \psi(x, y) = (xy - 1)^2, \quad (4.28) \]

note that this function is nonconvex, but convex for fixed \( x \) respectively \( y \), this function has the KL-property and is \( C^2 \). So we can solve this problem by either alternating PDHG or by PALM. This leads to the two algorithms on the next page.

For Alternating PDHG to converge, we must have:

\[ \tau_x p^{k+1} \rightarrow 0 \quad \text{for} \quad k \rightarrow \infty \]
\[ \tau_y q^{k+1} \rightarrow 0, \quad \text{for} \quad k \rightarrow \infty \quad (4.29) \]

and for PALM we must have:

\[ 2r_1^n (x^n y^n - 1) \rightarrow 0 \quad \text{for} \quad n \rightarrow \infty \]
\[ 2r_2^n (x^{n+1} y^n - 1) \rightarrow 0 \quad \text{for} \quad n \rightarrow \infty. \quad (4.30) \]
To compare both algorithms we will initialize both algorithms with \((x^1, y^1)\). For Alternating PDHG we allow 1000 outer iterations and we will vary the number of inner iterations. For PALM we will allow also 1000 outer iterations.

It is important to realize that for this simple example we are able to explicitly calculate the values for \( \tau_x, \sigma_x \) and \( \sigma_y \). For Alternating PDHG we use \( \tau_x = \sigma_x = \frac{1}{|y^n| + \delta} \) and \( \sigma_y = \frac{1}{|x^{n+1}| + \delta} \) for PALM we use \( \tau_1 = \frac{1}{2(y^n)^2 + \delta} \) and \( \tau_2 = \frac{1}{2(x^{n+1})^2 + \delta} \).

We will perturb the values of the parameters as follows:

\[
\begin{align*}
\tau_x &= \sigma_x = \frac{1}{|y^n| + \delta} \\
\tau_y &= \sigma_y = \frac{1}{|x^{n+1}| + \delta} \\
\tau_1^n &= \frac{1}{2(y^n)^2 + \delta} \\
\tau_2^n &= \frac{1}{2(x^{n+1})^2 + \delta} .
\end{align*}
\]

To compare both algorithms we will initialize both algorithms with \((x^1, y^1) = (3, 2)\). We will set the tolerance to \(10^{-6}\). For Alternating PDHG we allow 1000 outer iterations and we will vary the number of inner iterations. For PALM we will allow also 1000 outer iterations.

It is important to realize that for this simple example we are able to explicitly calculate the values for \( \tau_x, \tau_y, \sigma_x \) and \( \sigma_y \) for Alternating PDHG and \( \tau_1^n \) and \( \tau_2^n \) for PALM. However for the more complicated joint reconstruction and motion estimation model we had to estimate upper bounds for these values. We will here investigate how the quality of this estimation influences the performance of the algorithm.

We will perturb the values of the parameters as follows:

\[
\begin{align*}
\tau_x &= \sigma_x = \frac{1}{|y^n| + \delta} \\
\tau_y &= \sigma_y = \frac{1}{|x^{n+1}| + \delta} \\
\tau_1^n &= \frac{1}{2(y^n)^2 + \delta} \\
\tau_2^n &= \frac{1}{2(x^{n+1})^2 + \delta} .
\end{align*}
\]
In figure 4.1a one can see how the perturbation $\delta$ of the parameters influence the number of iterations needed to converge. We see that for Alternating PDHG the number of iterations grows much faster than for PALM. We also see that Alternating PDHG is sensitive for the number of inner iterations. If we choose this number too low, the subproblems might not converge. This result in a suboptimal approximation for $x_n^{k+1}$, which will give a suboptimal solution to the subproblem for $y_n^{k+1}$. The result of this can be seen in figure 4.1b, here we only allowed 10 inner iterations, which cause Alternating PDHG to ‘wander around’ the energy landscape before converging.

(a) Influence of pertubation $\delta$ of parameter values on number of iterations.  
(b) Plot of energy for Alternating PDHG (red) with 10 inner iterations and PALM (blue). $\delta = 8$.

Figure 4.1

Finally we plotted the value of (4.29) and (4.30) for each iteration, in figure 4.2a and 4.2b. We see that for PALM, (4.30) converges faster and always decreases, which will result in a decrease in energy. For Alternating PDHG, (4.29) oscillates more as $\delta$ increases. This oscillating will also result in an oscillating energy. This indicates why the number of iterations grows more when using Alternating PDHG for increasing values of $\delta$.

(a) Convergence plot for $\tau_1 p^{k+1}$ for different values of $\delta$.  
(b) Convergence plot for $2\tau_1^2 (x^n y^n - 1)$ for different values of $\delta$.

Figure 4.2
Chapter 5

Results and discussion

In this chapter we will present and discuss the results of the joint reconstruction and motion estimation model for dynamic MRI. First we will discuss the developed synthetic datasets for dynamic MRI reconstruction and the used performance measures. Before we can compare both optimization methods we have to define the used subsampling pattern and the motion model for Alternating PDHG. After we defined this, we will use the synthetic datasets to compare the two optimization methods. After comparison of the two methods we will explore how the PALM algorithm performs on an experimental medical dataset.

5.1 Datasets & performance measures

A common challenge is that for real experimental medical data no ground truth for the flow field is available. Having a ground truth at hand gives insight in the quality of the motion estimation. To address this we used the MPI Sintel dataset \[14\] used in computer vision to compare motion estimation methods. This dataset has a ground truth available for the flow field. We will use this dataset to develop a synthetic image sequence for dynamic MRI reconstruction.

We also make use of the 4D XCAT phantom \[49\] which was made available by the Radiotherapy group of the UMC Utrecht. This 4D phantom is developed for medical imaging research and we will also use this phantom to compare the two presented algorithms. Finally the Radiotherapy group of the UMC Utrecht shared experimental medical MRI data, which we will use to show the potential of the presented model for real world scenarios. In the following we will discuss each dataset and its purpose in detail.

5.1.1 Synthetic dataset Hand

The first synthetic dataset is developed using the MPI Sintel dataset. The clean version of the sequence ‘Ambush_7’ was used. We used part of the sequence, were one can see a hand picking up a stick. To create a first easy scenario we took the first frame from the sequence and scaled the magnitude of the optical flow field. Then we created the second frame by using the discretization of the optical flow constraint:

\[
\delta_t u_t + \nabla u_t \cdot v_t = \frac{u_{t+1} - u_t}{\delta_t} + \nabla u_t \cdot v_t, \quad \delta_t = 1
\]

\[
u_{t+1} = u_t - \nabla u_t \cdot v_t.
\]

Then we used the generated frame to generate the next frame, using the scaled ground truth flow field of the second frame. This sequence will satisfy the optical flow constraint, which makes it a good first evaluation.

Next the sequence and the ground truth for the flow field are scaled to a size of 256 × 256 pixels and transformed from RGB to gray values between 0 and 1. In figure 5.1a one can see the whole sequence. The flow field can be seen in figure 5.1c. We will refer to this sequences as the Hand - flow based sequence.

We will also use the original frames of the sequence to create a dataset. Now the image sequence and the flow \[\text{The scaling was chosen such that } \max|v| < 1, \text{ since we have } \delta_x = \delta_y = 1 \text{ (see appendix B).}\]
field will not satisfy the optical flow constraint perfectly, which makes that dataset more challenging. We will refer to this sequence as the Hand - original sequence, this sequence can be seen in figure 5.1b. The difference in magnitude of the flow field can be seen in figure 5.5d.

![Ground truth for the Hand-flow based sequence](image1)

(a) Ground truth for the Hand-flow based sequence

![Ground truth for the Hand-original sequence](image2)

(b) Ground truth for the Hand-original sequence

![Visualization of the flow field for the Hand-original sequence](image3)

(c) Visualization of the flow field for the Hand-original sequence

Figure 5.1: Ground truth Hand sequences, in the red squares we clearly see the difference between the two datasets

### 5.1.2 XCAT 1 & 2

To investigate the influence of both optimization methods on the quality of the reconstruction the XCAT phantom [49] is used. This phantom is specially developed for the evaluation of medical reconstruction methods. We extracted two sequences from the 4D phantom. The first sequence shows the heart beating. In the second sequence a structure will appear over time due to the heartbeat. This results in a source in the flow field, which is challenging. Both sequences can be seen in figure 5.2.

![XCAT sequence 1](image4)

(a) XCAT sequence 1

![XCAT sequence 2](image5)

(b) XCAT sequence 2

Figure 5.2: Ground truth for the XCAT sequences
5.1.3 Experimental medical data

Finally we will use experimental medical data to show the potential of the model for real world scenarios. This data was made available by the radiotherapy group of the UMC Utrecht. The extracted sequence can be seen in figure 5.3.

In this sequence we see a transversal slice of the abdomen. So the back of the person is in the top of the frame. The movement we observe in the sequence is breathing, which is the upward and downward movement. We also see the aorta and the inferior vena cava. The aorta transports oxygen rich blood from the heart to the rest of the body, the inferior vena cava transports oxygenated blood back to the heart. In figure 5.4 we see a schematic overview of the liver, both veins and the cross-section.

![Figure 5.3: Experimental medical data sequence](image)

![Figure 5.4: schematic overview of organs visible in the experimental medical dataset.](image)

5.1.4 Performance measures

To measure the quality of the reconstructed image sequence $u$ and the estimated flow field $v$ we will use the following performance measures.

**Peak Signal to Noise Ratio - PSNR**

The PSNR is defined as:

$$PSNR(u, u^0) = -\log\left(\frac{\|u - u^0\|_2}{\|u^0\|_\infty}\right),$$

were $u^0$ is the ground truth image and $u$ the reconstruction. So the PSNR tells what ratio of the peaks of the signal is noise.
### Structural Similarity Index Measure (SSIM)

The PSNR is easy to calculate and has a clear physical meaning but it will not reflect visual quality well, therefore we will also use the SSIM. In [18], [40] and [48] the SSIM is also used to measure the quality of reconstruction so we can compare our results easily.

In [51] the SSIM is defined. The SSIM compares the luminance, contrast and structure of the reconstructed image \( u \) and its ground truth \( u^0 \). The SSIM is defined as follows:

\[
SSIM(u, u^0) = \frac{(2\mu_u\mu_{u^0} + c_1)(2\sigma_{u,u^0} + c_2)}{(\mu_u^2 + \mu_{u^0}^2 + c_1)(\sigma_u^2 + \sigma_{u^0}^2 + c_2)}
\]

with \( \mu \) the mean of \( u \) and \( u^0 \) and \( \sigma \) the standard deviation of \( u \) and \( u^0 \). Were \( c_1 \) and \( c_2 \) are defined by:

\[
[c_1 \ c_2] = [(K_1 L)^2 \ (K_2 L)^2]
\]

were \( K_1 \) and \( K_2 \) are small constants and \( L \) the range of the image. We use the implementation of [51] with \( K = [0.01 \ 0.03] \) and \( L = 1 \) since all our images are scaled between \([0,1]\).

### Average Endpoint Error - AEE

Finally we use the AEE to measure the quality of the estimated flow field \( v \). The AEE is defined in [41] as:

\[
AEE(v, v^0) = \frac{1}{N} \sum_{n=1}^{N} \sqrt{(v_{x_n} - v_{x_n}^0)^2 + (v_{y_n} - v_{y_n}^0)^2}
\]

with \( N = n_x n_y (n_t - 1) \).

To also visually inspect the flow fields we will make use of two plots. The first one can be seen in figure 5.5a, were the green arrows indicate the direction of the flow, but are scaled in such a way that the arrows are visible. In 5.5b we can see the magnitude of the flow field, scaled between the maximum and minimum magnitude that appears in the figure. So magnitude plots with the same figure number, but a different letter have the same scaling and figures with a different figure numbers have a different scaling.

(a) Plot of the direction of the flow field for the *Hand - flow based* sequence, note that the flow field of the *Hand - original* sequence will have a flow field with a similar direction.

(b) Plot of the magnitude of the flow field, in the upper row we see the magnitude of the *Hand - flow based* sequence, in the lower row the magnitude of the *Hand - original* sequence.

Figure 5.5
5.2 Subsampling pattern and motion model

Before we can compare the two optimization methods, we have to define the subsampling pattern and for Alternating PDHG we have to define the motion model.

5.2.1 Subsampling pattern

Now we will define the subsampling pattern $P$ \cite{2.1}. As pointed out by \cite{36} random subsampling will result in incoherent artefacts. However this randomness is limited by the fact that in practise the subsampling pattern must be feasible. In section 2.1.2 we briefly discussed subsampling patterns and assumed that we will use Cartesian subsampling only. Following \cite{48}, Variable density Incoherent Spatio-Temporal Acquistion (VISTA) of \cite{1} is used.

This method is based on minimizing the Riesz energy, which in its simplest form comes down to determining the position of $N$ samples such that their mutual distance (in a predefined distance measure) is maximized. However it is desirable to subsample the center of the k-space more, since most of the energy of the image is concentrated there. This is incorporated in the distance measure, such that sampling the center results in lower costs. An example of a resulting subsampling pattern can be found in figure 5.6.

![Figure 5.6: Example of a sequence of six frames with a 6 × subsampled VISTA pattern. So for each frame only 1/6th of the data remains, which are the white lines. We see that for each frame the subsampling pattern is different.](image)

5.2.2 Choice of motion model

Recall that in the definition of our model we could choose $p \in \{1, 2\}$ for the motion model:

$$M(u, v) = \frac{\gamma}{2} \| \partial_t u(\cdot, t) + \nabla u(\cdot, t) \cdot v(\cdot, t) \|^p.$$  

When using PALM, $M(u, v)$ had to be smooth and hence we choose $p = 2$. For Alternating PDHG we can use both $p \in \{1, 2\}$. In this section we will compare the result of the motion estimation for both values of $p$ when using Alternating PDHG. This comes down to only solving the subproblem for motion estimation in algorithm 3 \cite{4.17}. We will compare the results for the Hand - flow based sequence, where we take $u$ as the ground truth. $\beta$ was chosen such that the AEE is minimal.

The AEE of the estimated flow field for the Hand - flow based sequence can be found in table 5.1. The flow fields can be seen in figure 5.7. From both the figure and the table it becomes clear that the model with $p = 1$ performs better. Due to the movement of the hand the shadow also has a changing intensity. It is known that using an $L^1$ data-fidelity is more robust to this, as it allows for violations of the optical flow constraint on a sparse set, as explained by \cite{3}.

So we will use $p = 1$ in case of optimization via Alternating PDHG. We see that for $p = 2$ the magnitude of the flow field is underestimated, this we will keep in mind when using PALM.

<table>
<thead>
<tr>
<th>$p$</th>
<th>AEE frame 1</th>
<th>AEE frame 2</th>
<th>AEE frame 3</th>
<th>AEE frame 4</th>
<th>AEE frame 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0190</td>
<td>0.0120</td>
<td>0.0115</td>
<td>0.0109</td>
<td>0.0099</td>
</tr>
<tr>
<td>2</td>
<td>0.2223</td>
<td>0.1881</td>
<td>0.1819</td>
<td>0.1685</td>
<td>0.1547</td>
</tr>
</tbody>
</table>

Table 5.1: AEE of estimated flow field for $p = \{1, 2\}$
Result for choice of motion for Alternating PDHG

(a) Ground truth flow field for direction

(b) Ground truth flow field for magnitude

(c) Estimation flow field with $p = 1$ for direction

(d) Estimation flow field with $p = 1$ for magnitude

(e) Estimation flow field with $p = 2$ for direction

(f) Estimation flow field with $p = 2$ for magnitude

Figure 5.7: Result of motion estimation for $p = \{1, 2\}$
5.3 Comparison of optimization method on synthetic datasets

To compare both algorithms the following experiments are performed:

1. **Hand-flow based sequence**
   Since this sequence is generated using the ground truth flow field, we will use this sequence to verify the joint reconstruction and motion estimation model for both algorithms. All results will be compared to the case when first the image sequence is reconstructed frame-by-frame (so no motion involved) and then subsequently the motion is estimated on the obtained reconstruction.

2. **Hand-original sequence**
   This sequence will not satisfy the optical flow constraint and therefore the motion estimation will be more challenging. We will investigate how this influences both the reconstruction quality and the quality of the motion estimation.

3. **XCAT 1**
   The first XCAT sequence is used to investigate the influence of the joint model on the reconstruction quality since this sequence is simple in the sense that all objects are piece-wise constant, but has realistic motion. We will investigate the influence of the strength of the coupling between the reconstruction and motion estimation and the influence of higher subsampling factors on the reconstruction quality.

4. **XCAT 2**
   In the second XCAT sequence a structure will appear over time, which is realistic in practice, but very challenging for the motion model. We will use this sequence to compare how both algorithms will respond to this more challenging motion estimation.

For comparison we will always use a subsampling factor of 6, so we will use only $\frac{1}{6}$ of the pixels in the ground truth dataset for reconstruction and motion estimation. The values used as stopping criterion of Alternating PDHG and PALM for these experiments can be found in table 5.2.

All variables are initially zero-valued. The values of $\lambda$, $\alpha_1$ and $\alpha_2$ are chosen such that they result in the highest reconstruction quality in case of frame-by-frame reconstruction. $\beta$ is chosen such that we have the best estimation of the flow field in terms of the AEE for motion estimation on the ground truth sequence. We will set $\gamma$ initially equal, unless stated otherwise.

<table>
<thead>
<tr>
<th>Alternating PDHG</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerance alternations</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Maximal number of alternations</td>
<td>100</td>
</tr>
<tr>
<td>Tolerance inner iterations</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Maximal number of inner iterations</td>
<td>5000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PALM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerance iterations</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Maximal number of iterations</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 5.2: Values used as stopping criterion of Alternating PDHG and PALM. We choose for $10^{-4}$ as tolerance because in all cases there was almost no improvement in SSIM or PSNR for the reconstruction if we set the tolerance lower.
5.3.1 Hand - flow based sequence

The results for the Hand - flow based sequence in terms of the performance measures can be found in table 5.3. We see that for both algorithms, on average and for each frame separately, using a joint model improves both the reconstruction quality and quality of motion estimation. So using a joint model is as expected beneficial. Using PALM gives even better results, so it is also beneficial to use a nonconvex optimization method.

In table 5.3 we see that the AEE for the flow field of frame 2 estimated via alternating PDHG is much higher than for the other frames. If we look at this flow field in figure 5.10 (c), we see that the flow fields 'bump into each other'. This creates folding, which we can see in figure 5.8. Note that these artefacts do not appear when using PALM.

In figures 5.9 and 5.10 the full results are given. From these figures we see that the reconstruction is slightly better when using PALM and for the motion estimation we see that PALM underestimates the magnitude of the flow. We already observed this underestimation when using \( p = 2 \) in section 5.2. This underestimation however, still gives lower AEE than the AEE for Alternating PDHG. Which performs better in terms of magnitude. However the direction of the flow field is often completely wrong (hence the folding), this results in a higher AEE, despite a better estimation of the magnitude. Here we see that the AEE punishes errors in terms of direction more than errors in terms of magnitude.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Algorithm</th>
<th>Average</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM</td>
<td>only recon.</td>
<td>0.6608</td>
<td>0.2451</td>
<td>0.4886</td>
<td>0.8385</td>
<td>0.8154</td>
<td>0.8033</td>
<td>0.7739</td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>0.8409</td>
<td>0.8263</td>
<td>0.8720</td>
<td>0.8571</td>
<td>0.8525</td>
<td>0.8453</td>
<td>0.8371</td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>0.8672</td>
<td>0.8808</td>
<td>0.8780</td>
<td>0.8710</td>
<td>0.8657</td>
<td>0.8586</td>
<td>0.8493</td>
</tr>
<tr>
<td>PSNR</td>
<td>only recon.</td>
<td>23.75</td>
<td>11.13</td>
<td>13.04</td>
<td>32.64</td>
<td>30.76</td>
<td>29.34</td>
<td>25.59</td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>33.00</td>
<td>31.55</td>
<td>31.61</td>
<td>34.38</td>
<td>34.10</td>
<td>33.65</td>
<td>32.69</td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>35.02</td>
<td>35.14</td>
<td>35.39</td>
<td>35.41</td>
<td>35.15</td>
<td>34.75</td>
<td>34.28</td>
</tr>
<tr>
<td>AEE</td>
<td>after recon.</td>
<td>1.1865</td>
<td>1.0651</td>
<td>2.8459</td>
<td>0.4865</td>
<td>0.3644</td>
<td>1.1705</td>
<td></td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>0.6594</td>
<td>0.3902</td>
<td>1.5007</td>
<td>0.3144</td>
<td>0.2303</td>
<td>0.8614</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>0.1834</td>
<td>0.2227</td>
<td>0.1887</td>
<td>0.1822</td>
<td>0.1686</td>
<td>0.1549</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Results of joint reconstruction and motion estimation for the ‘Hand - flow based’ sequence

![Figure 5.8](image)

Figure 5.8: Close up of frame 2 were we can see folding artefacts. Left: ground truth, middle: final reconstruction using alternating PDHG, right: final reconstruction using PALM. We see that this folding does not happen in the reconstruction obtained via PALM.
Result of reconstruction for *Hand - flow based* sequence

(a) Ground truth image sequence

(b) Result for only reconstruction

(c) Result for joint reconstruction and motion estimation via Alternating PDHG

(d) Result reconstruction for joint reconstruction and motion estimation via PALM

Figure 5.9
Result of motion estimation for *Hand - flow based* sequence

(a) Ground truth flow field for direction

(b) Ground truth flow field for magnitude

(c) Result direction motion estimation for joint reconstruction and motion estimation via Alternating PDHG

(d) Result magnitude motion estimation for joint reconstruction and motion estimation via Alternating PDHG

(e) Result direction motion estimation for joint reconstruction and motion estimation via PALM

(f) Result magnitude motion estimation for joint reconstruction and motion estimation via PALM

*Figure 5.10*
5.3.2 Hand - original sequence

In table 5.4 one can see the results for the Hand - original sequence. Here the motion estimation is more difficult since the motion does not satisfy the optical flow constraint. We see that on average joint reconstruction and motion estimation gives better results. The quality of the motion estimation dropped, which we expected since it cannot be explained perfectly by the optical flow constraint. This results also in a lower reconstruction quality. So the model for motion estimation is a limiting factor here. If we now compare both algorithms we see that for alternating PDHG the reconstruction quality of frames 3, 4 and 5 drops in terms of SSIM compared to frame-by-frame reconstruction. So when the motion estimation becomes more challenging, errors, for example the folding mentioned earlier, are propagated in the sequence. When using PALM the quality improves for each frame compared to frame-by-frame reconstruction. The full results can be found in the appendix A.1, A.2.

Table 5.4: Results of joint reconstruction and motion estimation for the 'Hand - original' sequence

<table>
<thead>
<tr>
<th>Measure</th>
<th>Algorithm</th>
<th>Average</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM</td>
<td>only recon.</td>
<td>0.6635</td>
<td>0.2450</td>
<td>0.4897</td>
<td>0.8416</td>
<td>0.8228</td>
<td>0.8109</td>
<td>0.7713</td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>0.7971</td>
<td>0.7694</td>
<td>0.7896</td>
<td>0.8161</td>
<td>0.8163</td>
<td>0.8077</td>
<td>0.7866</td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>0.8276</td>
<td>0.8246</td>
<td>0.8369</td>
<td>0.8356</td>
<td>0.8297</td>
<td>0.8257</td>
<td>0.8132</td>
</tr>
<tr>
<td>PSNR</td>
<td>only recon.</td>
<td>23.80</td>
<td>11.13</td>
<td>13.05</td>
<td>32.85</td>
<td>30.95</td>
<td>29.77</td>
<td>25.03</td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>30.98</td>
<td>28.80</td>
<td>30.16</td>
<td>32.49</td>
<td>32.63</td>
<td>31.94</td>
<td>29.87</td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>31.94</td>
<td>30.02</td>
<td>32.22</td>
<td>33.06</td>
<td>32.73</td>
<td>32.35</td>
<td>31.22</td>
</tr>
<tr>
<td>AEE</td>
<td>after recon.</td>
<td>2.27</td>
<td>2.4688</td>
<td>3.5035</td>
<td>1.7320</td>
<td>1.4432</td>
<td>2.1865</td>
<td></td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>1.97</td>
<td>2.1205</td>
<td>2.5730</td>
<td>1.6888</td>
<td>1.4340</td>
<td>2.0121</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>1.83</td>
<td>2.2264</td>
<td>1.8840</td>
<td>1.8208</td>
<td>1.6868</td>
<td>1.5495</td>
<td></td>
</tr>
</tbody>
</table>

5.3.3 XCAT 1 sequence

In table 5.5 we see the results for the first XCAT sequence. Unfortunately we have no ground truth for the motion so we can inspect the flow fields only visually. The flow fields can be seen in figure A.4. We see again a lower magnitude for the flow in the case of using PALM. In the direction plots (a,c) we see that overall the hearts moves in the right direction, so the flow fields do make sense. When using Alternating PDHG we again see the folding artefacts due to mistakes in the motion estimation. The full result for the reconstruction can be found in figure A.3.

Looking more carefully in table 5.5 we see that the joint reconstruction models outperforms the frame-by-frame reconstruction on average. However for frame 3, we see that frame-by-frame reconstruction gives a better results than both joint algorithms. This can be explained by the fact that the XCAT sequence consist of piece-wise constant objects, which makes reconstruction easier. The used subsampling pattern for frame 3 can now still capture enough information for a good reconstruction. Since there are errors in the motion estimation included and this decreases the quality in this case.

Since the optimization method PALM gives better results we will now investigate for this method the influence of the coupling parameter $\gamma$ and the influence of the subsampling factor on the reconstruction quality of the first XCAT sequence.

Table 5.5: Results of joint reconstruction and motion estimation for the 'XCAT 1' sequence

<table>
<thead>
<tr>
<th>Measure</th>
<th>Algorithm</th>
<th>Average</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM</td>
<td>only recon.</td>
<td>0.7547</td>
<td>0.2843</td>
<td>0.4832</td>
<td>0.9751</td>
<td>0.9361</td>
<td>0.9283</td>
<td>0.9211</td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>0.8939</td>
<td>0.8392</td>
<td>0.8633</td>
<td>0.9245</td>
<td>0.9289</td>
<td>0.9265</td>
<td>0.9134</td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>0.9339</td>
<td>0.9523</td>
<td>0.9569</td>
<td>0.9568</td>
<td>0.9554</td>
<td>0.9546</td>
<td>0.9473</td>
</tr>
<tr>
<td>PSNR</td>
<td>only recon.</td>
<td>22.79</td>
<td>7.87</td>
<td>10.86</td>
<td>35.49</td>
<td>29.18</td>
<td>28.16</td>
<td>25.18</td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>28.84</td>
<td>25.24</td>
<td>25.99</td>
<td>31.03</td>
<td>30.89</td>
<td>30.51</td>
<td>29.41</td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>33.44</td>
<td>32.41</td>
<td>33.93</td>
<td>34.35</td>
<td>33.93</td>
<td>33.50</td>
<td>32.53</td>
</tr>
</tbody>
</table>
Influence of coupling $\gamma$ between reconstruction and motion estimation

For joint reconstruction and motion estimation via PALM we will now investigate the influence of the parameter $\gamma$, which influences the impact of the motion estimation on the reconstruction. The results can be found in table 5.6.

We see that on average the SSIM is the highest for $\gamma = 0.25$, but the PSNR is the highest for $\gamma = 0.5$. For $\gamma = 0.1$ we see the PSNR of the first two frames drop in quality, this are the two frames with the lowest reconstruction quality in the case of frame-by-frame reconstruction and hence we see that a stronger coupling between the motion estimation and reconstruction is needed, since this models the temporal information. For a too strong coupling of $\gamma = 1.5$ however, the reconstruction quality drops as well, since then the flow fields dominate the reconstruction.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>Measure</th>
<th>Average</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>SSIM</td>
<td>0.9608</td>
<td>0.9541</td>
<td>0.9653</td>
<td>0.9712</td>
<td>0.9655</td>
<td>0.9595</td>
<td>0.9492</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>30.84</td>
<td>23.03</td>
<td>26.63</td>
<td>35.79</td>
<td>34.47</td>
<td>33.09</td>
<td>32.00</td>
</tr>
<tr>
<td>0.25</td>
<td>SSIM</td>
<td>0.9626</td>
<td>0.9643</td>
<td>0.9666</td>
<td>0.9663</td>
<td>0.9633</td>
<td>0.9615</td>
<td>0.9538</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>33.59</td>
<td>31.20</td>
<td>33.38</td>
<td>35.37</td>
<td>34.62</td>
<td>33.94</td>
<td>33.04</td>
</tr>
<tr>
<td>0.5</td>
<td>SSIM</td>
<td>0.9584</td>
<td>0.9587</td>
<td>0.9620</td>
<td>0.9615</td>
<td>0.9593</td>
<td>0.9583</td>
<td>0.9508</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>33.81</td>
<td>32.81</td>
<td>34.31</td>
<td>34.81</td>
<td>34.25</td>
<td>33.79</td>
<td>32.90</td>
</tr>
<tr>
<td>0.75</td>
<td>SSIM</td>
<td>0.9558</td>
<td>0.9549</td>
<td>0.9591</td>
<td>0.9588</td>
<td>0.9571</td>
<td>0.9563</td>
<td>0.9487</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>33.62</td>
<td>32.68</td>
<td>34.15</td>
<td>34.52</td>
<td>34.05</td>
<td>33.63</td>
<td>32.71</td>
</tr>
<tr>
<td>1</td>
<td>SSIM</td>
<td>0.9539</td>
<td>0.9523</td>
<td>0.9569</td>
<td>0.9568</td>
<td>0.9554</td>
<td>0.9546</td>
<td>0.9473</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>33.44</td>
<td>32.41</td>
<td>33.93</td>
<td>34.35</td>
<td>33.93</td>
<td>33.50</td>
<td>32.53</td>
</tr>
<tr>
<td>1.5</td>
<td>SSIM</td>
<td>0.9494</td>
<td>0.9474</td>
<td>0.9522</td>
<td>0.9526</td>
<td>0.9514</td>
<td>0.9500</td>
<td>0.9429</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>33.03</td>
<td>31.90</td>
<td>33.46</td>
<td>34.01</td>
<td>33.61</td>
<td>33.10</td>
<td>32.08</td>
</tr>
</tbody>
</table>

Table 5.6: Reconstruction quality for different values of $\gamma$ for the XCAT 1 sequence

Influence of subsampling factor

Finally we will investigate the influence of higher subsampling factors on the reconstruction quality. The result can be found in table 5.7. First observation is that the joint approach outperforms frame-by-frame reconstruction for all subsampling factors on average. For the joint approach we see that the quality of the reconstruction up to a subsampling factor of 10 is quite good, however from a subsampling of 12 and higher, the quality decreases.

The reconstruction of frame 5 for each subsampling factor can be seen in figure 5.11 in the case of frame-by-frame reconstruction and in figure 5.12 in the case of joint reconstruction. We see that for $R = 12$ and $R = 14$ the joint reconstruction is blurry, but the shapes in the image are better visible than for frame-by-frame reconstruction.

<table>
<thead>
<tr>
<th>Subsampling Factor</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame-by-frame</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average SSIM</td>
<td>0.8675</td>
<td>0.7547</td>
<td>0.6663</td>
<td>0.6161</td>
<td>0.5575</td>
<td>0.5178</td>
</tr>
<tr>
<td>Average PSNR</td>
<td>29.83</td>
<td>22.79</td>
<td>18.31</td>
<td>16.08</td>
<td>14.99</td>
<td>14.45</td>
</tr>
<tr>
<td>Joint</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average SSIM</td>
<td>0.9752</td>
<td>0.9584</td>
<td>0.9446</td>
<td>0.9250</td>
<td>0.8348</td>
<td>0.8187</td>
</tr>
<tr>
<td>Average PSNR</td>
<td>36.59</td>
<td>33.81</td>
<td>32.06</td>
<td>30.49</td>
<td>23.53</td>
<td>23.03</td>
</tr>
</tbody>
</table>

Table 5.7: Average reconstruction quality for different subsampling factors for the XCAT 1 sequence with $\gamma = 0.5$, compared to frame-by-frame reconstruction.
Figure 5.11: Result of frame-by-frame reconstruction of frame 5 for different subsampling factors $R$.

Figure 5.12: Result of joint reconstruction via PALM of frame 5 for different subsampling factors $R$. 
5.3.4 XCAT 2 sequence

For this sequence we find results comparable to the results of the XCAT 1 sequence, see table 5.8. In this sequence a structure appears over time. We see in figure 5.13 that for reconstruction using alternating PDHG this structure is not present but for PALM it is. The full results can be found in the appendix (A.5,A.6).

![Figure 5.13: Close up of frame 5 were the structure appeared. Left: ground truth, middle: reconstruction via alt. PDHG, right: reconstruction via PALM](image)

<table>
<thead>
<tr>
<th>Measure</th>
<th>Algorithm</th>
<th>Average</th>
<th>Frame 1</th>
<th>Frame 2</th>
<th>Frame 3</th>
<th>Frame 4</th>
<th>Frame 5</th>
<th>Frame 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM</td>
<td>only recon.</td>
<td>0.7542</td>
<td>0.3376</td>
<td>0.4972</td>
<td>0.9797</td>
<td>0.9615</td>
<td>0.9456</td>
<td>0.8038</td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>0.9064</td>
<td>0.8554</td>
<td>0.8894</td>
<td>0.9297</td>
<td>0.9317</td>
<td>0.9255</td>
<td>0.9064</td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>0.9639</td>
<td>0.9581</td>
<td>0.9642</td>
<td>0.9643</td>
<td>0.9665</td>
<td>0.9660</td>
<td>0.9643</td>
</tr>
<tr>
<td>PSNR</td>
<td>only recon.</td>
<td>22.29</td>
<td>7.87</td>
<td>11.61</td>
<td>36.74</td>
<td>31.54</td>
<td>29.33</td>
<td>16.68</td>
</tr>
<tr>
<td></td>
<td>alt. PDHG</td>
<td>29.23</td>
<td>26.05</td>
<td>27.72</td>
<td>31.27</td>
<td>31.21</td>
<td>30.54</td>
<td>28.57</td>
</tr>
<tr>
<td></td>
<td>PALM</td>
<td>34.55</td>
<td>32.98</td>
<td>34.64</td>
<td>35.15</td>
<td>35.16</td>
<td>34.79</td>
<td>34.58</td>
</tr>
</tbody>
</table>

Table 5.8: Results of joint reconstruction and motion estimation for the XCAT 2 sequence

5.4 Application on experimental medical data

To show the potential of the work presented here we will test the PALM algorithm for joint reconstruction and motion estimation on the experimental medical data. We will compare the joint reconstruction and motion estimation model with frame-by-frame reconstruction in terms of the SSIM and PSNR for different subsampling factors. In table 5.9 we see that the joint reconstruction performance is better than frame-by-frame reconstruction and the improvement grows as the subsampling factor gets higher.

![Table 5.9: Average SSIM and PSNR for frame-by-frame reconstruction and joint reconstruction for experimental medical data](image)

In figure 5.14b we can see the reconstruction for $R = 4$. In 5.14c we see the direction of the flow fields. We see a clear breathing pattern, first the flow is mainly upwards, during exhalation, then the flow is downward in the opposite direction during inhalation. Besides the breathing pattern we see also see blood flowing through both veins, which creates sources and sink in the flow fields. This is also reflected in figure 5.14d. So our joint model also results in a meaningful motion estimation on experimental medical data.

The reconstruction for the other subsampling factors can be found in the appendix, figure A.7 till figure A.10. For $R = 8$ the motion estimation is given in figure A.11 and figure A.12. Here we still observe the same motion pattern as for $R = 4$, so for a higher subsampling factor the motion estimation remains meaningful.

![5.14b: Reconstruction for $R = 4$](image)

![5.14c: Direction of the flow fields](image)

![5.14d: Flow fields with breathing pattern](image)
Results for experimental medical sequence for $R = 4$

Figure 5.14: Results of joint reconstruction and motion estimation for experimental medical data
Chapter 6

Conclusion and outlook

Conclusion

To reduce scanning times in dynamic MRI, subsampling of the measurements is needed in practise. With increasing subsampling factors, frame-by-frame reconstruction does in general lead to artefacts and insufficient reconstruction quality. Employing information from neighboring frames in time can offer a way to increase the quality.

To achieve this, we developed a joint reconstruction and motion estimation model for dynamic MRI. Jointly estimating the motion will result in flow fields which explicitly explain the connection between two frames. The motion estimation is based on the optical flow constraint and the reconstruction uses Compressed Sensing as regularization.

We proved the existence of a minimizer, but could not prove uniqueness since the joint model is nonconvex. Due to this nonconvexity the optimization is challenging. In [18], [25] and [35] this is addressed by solving the convex subproblems for reconstruction and motion estimation in an alternating fashion. However no knowledge about the convergence of this approach is known. To address this we developed an algorithm based on the Proximal Alternating Linearized Minimization (PALM) algorithm [8]. The convergence to a minimum of the PALM algorithm relies on the Kurdyka-Lojasiewicz property. We proved that the KL-property holds for the presented joint model. All other properties that must be satisfied to guarantee the convergence of the PALM algorithm to a minimum are proved as well.

To compare both optimization methods we also need a ground truth for the flow field. To address the lack of ground truth for medical datasets, we developed a synthetic dataset from datasets used in computer vision for motion estimation evaluation. These datasets have a ground truth for the flow field available. Combined with the XCAT phantom [49], which is specially developed for the evaluation of medical reconstruction methods, we compared both optimization approaches.

In all our experiments we saw that using a joint reconstruction and motion estimation model instead of a frame-by-frame reconstruction enhances the reconstruction quality. We also observed that using PALM as optimization method gives a higher reconstruction quality than using Alternating PDHG as optimization method in our cases.

It became clear that the quality of the motion estimation is a limiting factor for the overall quality of the reconstruction. We saw that the estimated flow fields reflect the motion in the sequence, but there were some limitations. In section 5.2.2 we saw that using an $L^1$ data-fidelity resulted in better motion estimation. So we used $p = 1$ for the Alternating PDHG algorithm. However in the case of MRI reconstruction, the motion estimation introduced folding artefacts. When using PALM as optimization method these artefacts were not present. For the PALM algorithm we needed $p = 2$ since we needed to satisfy a smoothness requirement. We saw in section 5.2.2 already that using $p = 2$ resulted in a flow field which underestimated the magnitude of the flow, we saw this also in all later experiments.
For PALM as optimization method we also explored the influence of the strength of the coupling between the reconstruction and motion estimation on the reconstruction quality. We saw that in case of a very weak coupling the reconstruction did not benefit from the temporal information the motion offers, in case of very strong coupling new artefacts are introduced due to imperfect motion estimation. We also looked at the robustness for higher subsampling factors, from which we saw that joint reconstruction is beneficial for all subsampling factors. Finally we observed in our cases that PALM is more robust for an appearing structure in the sequence over time than Alternating PDHG.

To show the potential for real world scenarios, the presented joint model optimized via PALM, was applied on an experimental medical dataset of a transversal cross-section of the abdomen. The use of the joint model resulted in higher reconstruction qualities than for a frame-by-frame approach. We also saw that the obtained flow fields reflected the expected motion in the sequence.

**Outlook**

To conclude we will evaluate on choices made in this thesis and give suggestions for further research.

**Forward operator MRI reconstruction**

When we defined the forward operator for MRI reconstruction we made two assumptions. Firstly, we assumed that the phase of the received signal by the MRI scanner is negligible small, and hence the resulting image is real-valued. This assumption is chosen mainly because the motion estimation is defined on real-valued images and since in the joint model the motion is directly incorporated we needed the resulting reconstructed image to be real-valued as well. However, neglecting the complex part of the reconstruction can result in the loss of information which might influence the reconstruction quality. Secondly, we only considered Cartesian subsampling patterns. However the chosen subsampling pattern has a lot of influence on the artefacts. A good suggestion for further research would be to investigate the influence of different types of subsampling pattern (Cartesian, radial, spiral) and what the optimal subsampling patterns would be.

**Motion model**

As mentioned before, the used motion model has some limitations. But using the PALM algorithm no convexity restrictions are imposed on the model. So one possible extension would be to use a non-linear model for the motion estimation, which could better deal with large displacements. Another suggestion is to make the motion estimation also dependent on all available frames. A possible model extension is given by [9] and [10], were the optical flow is modeled in the field of optimal control. In this model we seek for a flow field, which explains the movement in the image sequence over the whole sequence, instead of frame-by-frame. Additionally, in this model we could reconstruct more frames that the number of frames for which we have given measurements. So we could also interpolate.

**Regularization**

For both the image sequence $u$ and the flow field $v$, we made use of simple regularization terms. This choice allowed us to prove the KL-property and to study the optimization in more detail. Using more advanced regularizers will make the presented optimization more involved, but might improve the results. An interesting extension would be to use the Low-rank plus Sparse decomposition of [40] as regularization for the reconstruction. This decomposition is based on separation of the static background and dynamic foreground. Using this regularization in a joint reconstruction and motion estimation model might work quite well as the motion could be estimated only on the sparse dynamic foreground. Then the separation in the low-rank and sparse parts is also motivated by the explicitly modeled motion.

**Adding inertia**

A straightforward extension for the PALM algorithm is to add an inertia term as mentioned in section 4.4. This will lead to the iPalm algorithm [43]. The inertia term can be seen as an explicit finite difference discretization of the Heavy-ball with friction dynamical system. Intuitively, adding momentum to the system makes it possible to ‘jump’ out of a local minimum and seek for a better minimum in a nonconvex landscape. In [43] they show that choosing the right parameters for the initial term gives better results than using no inertial term.
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Appendix A

Full results

Result of reconstruction for *Hand - original* sequence

(a) Ground truth image sequence

(b) Result for frame-by-frame reconstruction

(c) Result for joint reconstruction and motion estimation via Alternating PDHG

(d) Result reconstruction for joint reconstruction and motion estimation via PALM

Figure A.1
Result of motion estimation for *Hand - original* sequence

(a) Ground truth for flow field direction

(b) Ground truth flow field for magnitude

(c) Result direction motion estimation for joint reconstruction and motion estimation via Alternating PDHG

(d) Result magnitude motion estimation for joint reconstruction and motion estimation via Alternating PDHG

(e) Result direction motion estimation for joint reconstruction and motion estimation via PALM

(f) Result magnitude motion estimation for joint reconstruction and motion estimation via PALM

Figure A.2
Result of reconstruction for XCAT 1 sequence

(a) Ground truth image sequence

(b) Result for frame-by-frame reconstruction

(c) Result for joint reconstruction and motion estimation via Alternating PDHG

(d) Result reconstruction for joint reconstruction and motion estimation via PALM

Figure A.3
Result of motion estimation for XCAT 1 sequence

(a) Result direction motion estimation for joint reconstruction and motion estimation via Alternating PDHG

(b) Result magnitude motion estimation for joint reconstruction and motion estimation via Alternating PDHG

(c) Result direction motion estimation for joint reconstruction and motion estimation via PALM

(d) Result magnitude motion estimation for joint reconstruction and motion estimation via PALM

Figure A.4
Results for reconstruction of the XCAT 2 sequence

(a) Ground truth image sequence

(b) Result for only reconstruction

(c) Result for joint reconstruction and motion estimation via Alternating PDHG

(d) Result reconstruction for joint reconstruction and motion estimation via PALM

Figure A.5: Result for 'XCAT 2' sequence
Result of motion estimation for XCAT 2 sequence

(a) Result direction motion estimation for joint reconstruction and motion estimation via Alternating PDHG

(b) Result magnitude motion estimation for joint reconstruction and motion estimation via Alternating PDHG

(c) Result direction motion estimation for joint reconstruction and motion estimation via PALM

(d) Result magnitude motion estimation for joint reconstruction and motion estimation via PALM

Figure A.6
Reconstruction of experimental data for $R = 6$

Figure A.7

Reconstruction of experimental data for $R = 8$

Figure A.8

Reconstruction of experimental data for $R = 10$

Figure A.9
Reconstruction of experimental data for $R = 12$

Figure A.10

Result direction motion estimation of experimental data for $R = 8$

Figure A.11

Result magnitude motion estimation of experimental data for $R = 8$

Figure A.12
Appendix B

Additional definitions and derivations

B.1 Forward difference, central difference and backward difference

Forward differences

\[
\partial_t^+ u_t = \frac{u_{i,j,t+1} - u_{i,j,t}}{\delta t},
\]
\[
\nabla_{x_1}^+ u_{i,j,t} = \begin{cases} 
  \frac{u_{i+1,j,t} - u_{i,j,t}}{\delta x} & \text{if } i > 0 \text{ and } i < n_x \\
  0 & \text{if } i = 0 \text{ or } i = n_x 
\end{cases},
\]
\[
\nabla_{x_2}^+ u_{i,j,t} = \begin{cases} 
  \frac{u_{i,j+1,t} - u_{i,j,t}}{\delta y} & \text{if } j > 0 \text{ and } j < n_y \\
  0 & \text{if } j = 0 \text{ or } j = n_y 
\end{cases}.
\]

Central differences

\[
\nabla_{x_1}^\pm u_{i,j,t} = \begin{cases} 
  \frac{u_{i+1,j,t} - u_{i-1,j,t}}{2\delta x} & \text{if } i > 0 \text{ and } i < n_x \\
  0 & \text{if } i = 0 \text{ or } i = n_x 
\end{cases},
\]
\[
\nabla_{x_2}^\pm u_{i,j,t} = \begin{cases} 
  \frac{u_{i,j+1,t} - u_{i,j-1,t}}{2\delta y} & \text{if } j > 0 \text{ and } j < n_y \\
  0 & \text{if } j = 0 \text{ or } j = n_y 
\end{cases}.
\]

Note that central differences is self-adjoint. The adjoint of the forward differences are the backward differences. Hence for the divergence of \( p_{i,j,t} = [p_{x_1,i,j}, p_{x_2,i,j}] \) we have the following discretization:

Backward differences

\[
\text{div}^{-}\left( p_{i,j,t} \right) = \begin{cases} 
  \frac{p_{x_1,i,j} - p_{x_1,i-1,j}}{\delta x} & \text{if } i > 0 \text{ and } i < n_x \\
  \frac{p_{x_1,i,j}}{\delta x} & \text{if } i = 0 \\
  -\frac{p_{x_1,i,j}}{\delta x} & \text{if } i = n_x \\
  \frac{p_{x_2,i,j} - p_{x_2,i,j-1}}{\delta y} & \text{if } j > 0 \text{ and } j < n_y \\
  \frac{p_{x_2,i,j}}{\delta y} & \text{if } j = 0 \\
  -\frac{p_{x_2,i,j}}{\delta y} & \text{if } j = n_y 
\end{cases}.
\]

Remark: We will set \( \delta t = \delta x = \delta y = 1 \).
B.2 Convex conjugates

B.2.1 Useful identities

From the definition of the Convex Conjugate of proper functional \( J : U \rightarrow \mathbb{R} \):

\[
J^*(p) := \sup_{u \in U} \left\{ \langle p, u \rangle_U - J(u) \right\}
\]

for \( p \in U^* \) we can derive:

\[
\begin{align*}
(J(\cdot + \alpha))^* &= J^*(\cdot) - \langle \cdot, \alpha \rangle, \\
(\lambda J(\cdot))^* &= \lambda J^* \left( \frac{\cdot}{\lambda} \right),
\end{align*}
\]

for \( \lambda > 0 \).

B.2.2 Affine Linear \( L^2 \) norm

The Convex conjugate of \( \frac{1}{2} \| Ku - f \|_2^2 \) is \( \frac{1}{2\lambda} \| p \|_2^2 + \langle p, f \rangle \).

**Proof** Using Example 2.2.23 of [18] gives that for \( J(u) = \frac{1}{2} \| Ku \|_2^2 \) the convex conjugate is \( J^*(p) = \frac{1}{2\lambda} \| p \|_2^2 \).

Combining this result with (B.1) we get:

\[
\left( \frac{\lambda}{2} \| Ku - f \|_2^2 \right)^* = \frac{1}{2\lambda} \| p \|_2^2 - \langle p, f \rangle
\]

\[
= \frac{1}{2\lambda} \| p \|_2^2 + \langle p, f \rangle.
\]

B.2.3 \( L^1 \) norm

For \( J(x) = \alpha \| x \|_1 \) the convex conjugate is \( J^*(p) = \alpha \delta_{B|L^\infty|}(p/\alpha) \).

**Proof** Using Example 2.2.4 of [18] we find that for general norm \( J(x) = \| x \|_1 \) defined on measurable space \( \chi \) the convex conjugate \( J^*(x^*) = \delta_{B|\chi^*|} \). Were \( \delta_{B|\chi^*|} \) denotes the indicator function of the unit ball in \( \chi^* \) defined as:

\[
\delta_{B|\chi^*|}(x^*) = \begin{cases} 0 & \text{if } x^* \in B(\chi^*) \\ \infty & \text{else.} \end{cases}
\]

Hence we need the dual space of \( L^1 \) which is \( L^\infty \). Now employ (B.2), and we obtain:

\[
J^*(p) = \alpha \delta_{B|L^\infty|}(p/\alpha).
\]

B.3 Adjoint operators

B.3.1 Adjoint of Fourier transform

Recall that \( F(\cdot) := \mathcal{F}(\Re(\cdot)) \). The adjoint operator of the Fourier transform is:

\[
\langle \mathcal{F}(f), g \rangle = \int_{-\infty}^{\infty} \mathcal{F}(f)\overline{g}(x)dx
\]

\[
= \int_{-\infty}^{\infty} \frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} f(t)e^{-ixt}dt\overline{g(x)}dx
\]

\[
= \int_{-\infty}^{\infty} f(t)\frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{ixt}\overline{g(x)}dxdx
\]

\[
= \int_{-\infty}^{\infty} f(t)\frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-ixt}\overline{g(x)}dxdx
\]

\[
= \int_{-\infty}^{\infty} f(t)\mathcal{F}^{-1}[\overline{g(t)}]dt
\]

\[
= (f, \mathcal{F}^{-1}(g)).
\]
hence we have proved that for $f, g : L^2(\mathbb{R}^2) \rightarrow \mathbb{R}$ the Fourier transform is a unitary operator, as $\mathcal{F}^* = \mathcal{F}^{-1}$.

The implies:

$$
\|\mathcal{F}\|^2 = \langle \mathcal{F}u, \mathcal{F}u \rangle \\
= \langle u, \mathcal{F}^*\mathcal{F}u \rangle \\
= \langle u, \mathcal{F}^{-1}\mathcal{F}u \rangle \\
= \langle u, u \rangle \\
= \|u\|^2.
$$

hence $\|\mathcal{F}\| = 1$.

**B.3.2 Adjoint of gradient operator**

For $u, p : L^2(\Omega) \rightarrow \mathbb{R}$, with $u$ of compact support:

$$
\int_\Omega \nabla u \cdot p \, dx = \int_\Omega \nabla \cdot (uv) \, dx - \int_\Omega u \nabla \cdot p \, dx \\
= \int_{\partial \Omega} u \cdot p \cdot n \, d\Gamma - \int_\Omega u \nabla \cdot p \, dx \\
= -\int_\Omega u \nabla \cdot p \, dx,
$$

using partial integration and the Divergence theorem, the adjoint operator of $\nabla \cdot (\cdot) = -\text{div}(\cdot)$.

**B.3.3 Adjoint of wavelet transform**

Finally we must determine the adjoint operator for the Wavelet transform $\Phi(\cdot)$.

We used the Daubechies wavelet, which is consist of an orthonormal basis and hence is also a unitary operator. So the adjoint operator is the inverse of the Daubechies wavelet transform. See [17] for more details.

**B.4 Proximal maps**

Recall the definition of the proximal map:

$$
x = (I + \tau \partial T)^{-1}(y), \\
= \text{prox}_{\tau T}(y), \\
= \arg \min_x \left\{ \frac{\|x - y\|^2}{2} + \tau T(x) \right\}.
$$

**B.4.1 Convex conjugate of affine $L^2$ norm**

We have to determine the proximal map of the following functional:

$$
F = \frac{1}{2\lambda} \|p\|^2 + \langle p, f \rangle,
$$

then we must solve:

$$
\text{prox}_F^\lambda = \arg \min_p \left\{ \frac{\|p - \hat{p}\|^2}{2} + \sigma \left( \frac{\|p\|^2}{2\lambda} + \langle p, f \rangle \right) \right\},
$$

simplify the norm and inner product,

$$
= \arg \min_p \left\{ \frac{\|p - (\hat{p} - \sigma f)\|^2}{2} + \sigma \frac{\|p\|^2}{2\lambda} \right\}.
$$
Using the definition of the Gâteaux derivative the minimum must satisfy:

\[ p - (\hat p - \sigma f) + \frac{\sigma}{\lambda} p = 0 \]
\[ p = \frac{\lambda(\hat p - \sigma f)}{\lambda + \sigma}. \]

**B.4.2 Convex conjugate of $L^1$ norm**

We have to determine the proximal map of:

\[ G = a\delta_{B(L^\infty)}\left(\frac{p}{a}\right) = \begin{cases} 0 & \text{if } p \in B(L^\infty) \\ \infty & \text{else.} \end{cases} \]

then we must solve:

\[ \text{prox}^G_{\sigma} = \arg \min_p \left\{ \frac{\|p - \hat p\|^2}{2} + \sigma a\delta_{B(\chi^+)\left(\frac{p}{a}\right)} \right\} \]

If \( \|\frac{p}{a}\| \) is greater than \( a \), then \( \delta_{B(L^\infty)}\left(\frac{p}{a}\right) = \infty \), else \( \delta_{B(L^\infty)}\left(\frac{p}{a}\right) = 0 \). So we find that:

\[ p = \frac{\hat p}{\max(a,|\hat p|)} \]

is the minimum. In case we have to determine the proximal map of:

\[ G = a\delta_{B(L^\infty)}\left(\frac{p}{a}\right) - \langle p, f \rangle, \]

we find:

\[ p = \frac{\hat p + \sigma f}{\max(a,|\hat p + \sigma f|)} \]

since we can write:

\[ \text{prox}^G_{\sigma} = \arg \min_p \left\{ \frac{\|p - \hat p\|^2}{2} + \sigma a\delta_{B(\chi^+)\left(\frac{p}{a}\right)} - \sigma \langle p, f \rangle \right\} \]
\[ = \arg \min_p \left\{ \frac{\|p - (\hat p + \sigma f)\|^2}{2} + \sigma a\delta_{B(L^\infty)}\left(\frac{p}{a}\right) \right\}. \]

**B.4.3 $\chi+$**

Finally we need to determine the proximal map of:

\[ H = \chi_+(u_{i,j,t}) := \begin{cases} 0 & \text{if } u_{i,j,t} \geq 0 \quad \forall i, j, t \\ \infty & \text{else,} \end{cases} \]

so we must minimize:

\[ \text{prox}^H_{\sigma} = \arg \min_u \left\{ \frac{\|u - \hat u\|^2}{2} + \sigma \chi_+(u) \right\}. \]

If \( \hat u \geq 0 \), then \( u = \hat u \) will give: \( \text{prox}^H_{\sigma} = 0 \). If \( \hat u < 0 \) then \( \chi_+(u) = \infty \), so then we choose \( u = 0 \) and accept the difference \( \|u - \hat u\|^2 \). Hence we find:

\[ u = \max(0, \hat u). \]