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MANAGEMENT SUMMARY

Although multiple definitions of the DevOps concept exist, DevOps is generally considered to be an Agile software development approach with the goal of combining development and operations and emphasizing frequent and fast software deployment. Four main aspects of DevOps are collaboration, automation, measurement and monitoring. While the DevOps approach offers great benefits, many companies are struggling with the implementation of DevOps and with maintaining control of their processes due to the required autonomy of the DevOps teams and the high degree of automation. At the same time, they struggle with demonstrating this control towards external auditing parties. This study therefore seeks to identify which types of risks companies using DevOps are generally exposed to and to develop a framework that helps companies control their processes and manage risks without hindering the speed and efficiency of the DevOps approach substantially.

The literature review suggests that many risk management controls concerning access management, change management, compliance and security can be automated. However, research on DevOps is still scarce and specific risks applicable to DevOps are hardly mentioned. Furthermore, we conducted case studies in nine companies using DevOps which show that manners of implementing DevOps differ widely and that many companies in practice use a combination of traditional and automated controls to manage their DevOps environment. This study also shows that soft aspects such as organizational culture, communication and team responsibility are of integral importance for effectively mitigating risks in DevOps.

Risks associated with DevOps can be grouped into five categories which are transitional, organizational, project, team and product risks. It is further argued that there is no best way to implement DevOps and that the DevOps concept rather needs to be tailored to the needs of the company in question. Two main factors that influence companies in their decision how to manage their processes are the DevOps maturity and risk appetite. Based on these factors, a framework is developed that suggests four strategies with suitable controls to manage risks in DevOps.

The findings of this study implicate that companies first have to find a way to establish a solid DevOps culture before relying on automation practices. Likewise, auditors will have to find a way to assess these so-called "soft controls" in order to reliably give assurance on internal control. This thesis presents some first suggestions on how this can be done.

This study has both scientific and practical value:

- **scientific**: The study is one of the first of its kind and contributes to the scarce field of research about risk management in DevOps.
- **practical**: We provide guidelines for companies on how to integrate risk management practices into their DevOps processes.
- **practical**: We provide insights for auditors who want to provide assurance on internal control on how to audit DevOps processes.
The main research methods applied were a structured, multivocal literature review and multiple case studies that draw from semi-structured interviews as main input. The framework has been validated with four experts in the fields IT Risk, IT Audit and DevOps and with six of the case study participants.

The findings are mainly limited by the fact that some case studies draw from only a single interview as source of information and that the validation techniques applied were artificial instead of naturalistic. Directions for future research include implementation and auditing of soft controls, assessing DevOps maturity and general success factors for DevOps transitions.
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### ACRONYMS

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS</td>
<td>Amazon Web Services</td>
</tr>
<tr>
<td>CAB</td>
<td>Change Advisory Board</td>
</tr>
<tr>
<td>CD</td>
<td>Continuous Deployment</td>
</tr>
<tr>
<td>CI</td>
<td>Continuous Integration</td>
</tr>
<tr>
<td>COBIT</td>
<td>Control Objectives for Information and related Technology</td>
</tr>
<tr>
<td>COSO</td>
<td>Committee of Sponsoring Organizations of the Treadway Commission</td>
</tr>
<tr>
<td>DTAP</td>
<td>Development-Testing-Acceptance-Production</td>
</tr>
<tr>
<td>ERM</td>
<td>Enterprise risk management</td>
</tr>
<tr>
<td>GITC</td>
<td>general IT controls</td>
</tr>
<tr>
<td>IaC</td>
<td>Infrastructure as Code</td>
</tr>
<tr>
<td>SAFe</td>
<td>Scaled Agile Framework</td>
</tr>
<tr>
<td>SOx</td>
<td>Sarbanes–Oxley Act</td>
</tr>
</tbody>
</table>
INTRODUCTION

DevOps is often used as an umbrella term to describe software development approaches with the aim of increasing the pace of software development processes and improving software quality [12]. Important practices often found in DevOps teams are the shared responsibility for software development and operations and sometimes at least partly automated software delivery pipelines and infrastructure.

Formerly known for its use in more technologically advanced companies such as Netflix, Etsy and Spotify, DevOps has also become interesting for more traditional companies [24] and is nowadays continuously gaining popularity [39, 10]. While many companies are enthusiastic about the opportunities that DevOps offers and are keen to implement it, they are struggling to maintain control of their processes due to the high degree of automation as well as the required autonomy of the DevOps teams and decentralized decision making structures. It is therefore beneficial to adopt a more tailored and risk-management based approach when designing the DevOps processes for a company. A second struggle for companies as well as for their auditors is to demonstrate this control in IT audits. Traditional control frameworks that stress aspects such as change control, access management and security are no longer compatible with DevOps and Agile ways of working and need to be adjusted.

Despite the obvious need for more rigorous investigations of these problems, academic research is only recently picking up on the DevOps trend with publications having increased significantly over the past three years. However, much of the available literature is still concerned with defining what DevOps is in the first places or focuses only on the technical aspects of automation. The research at hand aims at setting a first step towards more structured risk management and process design in DevOps with the goal to increase internal control while remaining as agile as possible.

1.1 THESIS STRUCTURE

This thesis is structured as follows:

• Chapter 2 gives a detailed overview of the DevOps concept and attempted definitions by scholars as well as a short description of risk management and internal control terminology.

• Chapter 3 describes the design of this research and the steps to be undertaken during the course of its execution.

• Chapter 4 summarizes the academic literature available in the context of DevOps and risk management.

• Chapter 5 explains the empirical research methodologies in detail.
• Chapter 6 summarizes the empirical case study results.

• Chapter 7 synthesizes the results of the literature and empirical studies and introduces the final risk management framework.

• Chapter 8 summarizes the validation of the initial draft framework and accounts for the adjustments that were made to this.

• Chapter 9 discusses the implications of the results for scholars and practitioners and evaluates their validity, reliability and limitations.

• Chapter 10 sums up and concludes the thesis.
**BACKGROUND**

2.1 WHAT IS DEVOPS?

DevOps is a combination of the words *development* and *operations* and was first used during a presentation by Patrick Debois and Andrew Clay Shafer at the 2008 Agile Conference [27]. The central philosophy of DevOps which scholars and practitioners agree on is that DevOps aims to bridge the gap between development and operations by assigning DevOps teams shared responsibility for both processes [26, 44]. DevOps has been referred to as many different things among which a movement, a philosophy, a (development) practice, a mindset or a culture. Furthermore, there are tensions as to whether DevOps is mainly about culture or is more of a technical solution [26]. Lichtenberger [24] explicitly warns his readers that DevOps is no framework or standard that could be looked up in a codified book, but is rather a movement with the goal of becoming "better" and "faster". Literature reviews have also shown that there is no uniform definition of DevOps [12, 25] although various studies have defined some general patterns that DevOps processes usually share. In the following we will first name some definitions of DevOps as encountered during a literature review. We will then elaborate on some practices that are often associated with DevOps.

<table>
<thead>
<tr>
<th>Capabilities</th>
<th>Continuous planning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Collaborative and continuous deployment</td>
</tr>
<tr>
<td></td>
<td>Continuous integration and testing</td>
</tr>
<tr>
<td></td>
<td>Continuous release and deployment</td>
</tr>
<tr>
<td></td>
<td>Continuous infrastructure monitoring and optimization</td>
</tr>
<tr>
<td></td>
<td>Continuous user behavior monitoring and feedback</td>
</tr>
<tr>
<td></td>
<td>Service failure recovery without delay</td>
</tr>
<tr>
<td>Cultural Enablers</td>
<td>Shared goals, definition of success, incentives</td>
</tr>
<tr>
<td></td>
<td>Shared ways of working, responsibility, collective ownership</td>
</tr>
<tr>
<td></td>
<td>Shared values, respect and trust</td>
</tr>
<tr>
<td></td>
<td>Constant, effortless communication</td>
</tr>
<tr>
<td></td>
<td>Continuous experimentation and learning</td>
</tr>
<tr>
<td>Technological Enablers</td>
<td>Build automation</td>
</tr>
<tr>
<td></td>
<td>Test automation</td>
</tr>
<tr>
<td></td>
<td>Deployment automation</td>
</tr>
<tr>
<td></td>
<td>Monitoring automation</td>
</tr>
<tr>
<td></td>
<td>Recovery automation</td>
</tr>
<tr>
<td></td>
<td>Infrastructure automation</td>
</tr>
<tr>
<td></td>
<td>Configuration management for code and infrastructure</td>
</tr>
</tbody>
</table>
Lwakatare et al. [25] defined collaboration, automation, measurement and monitoring as the four main dimensions of DevOps. In another paper they added a fifth dimension called culture [26]. Similarly, Smeds et al. [44] defined DevOps as a set of capabilities, cultural enablers and technological enablers which are shown in Table 2.1. Jabbari et al. [20] found that “DevOps is a development methodology aimed at bridging the gap between Development and Operations, emphasizing communication and collaboration, continuous integration, quality assurance and delivery with automated deployment utilizing a set of development practices”. According to Nielsen et al. [33], DevOps incorporates three main principles which are working according to agile principles with continuous and frequent software delivery, collaboration with a culture based on trust, respect and communication and integration of practices and tools. The software delivery process is divided into the four stages: plan & measure, develop & test, release & deploy, as well as monitor & optimize. A literature review by Erich et al. [12] showed that research papers about DevOps emphasized the aspects culture of collaboration, automation, measurement, sharing, services, quality assurance and governance.

A model that is commonly used by DevOps practitioners is the competence model from the DevOps Agile Skills Association (DASA) [8] which emphasizes twelve skill and knowledge areas that should be present in DevOps teams. These areas are summarized in Table 2.2. In the following, the four original dimensions of Lwakatare et al. are used to summarize the most common DevOps practices.

### 2.1.1 Collaboration

DevOps teams have shared goals, shared incentives and shared responsibilities for development and operations [20]. Collaboration is enforced through information sharing and broadening of team members’ skillsets [25]. Due to this new way of working, DevOps requires a complete shift in culture. DevOps culture is based on trust, respect and communication [33] and is one of the most difficult parts to implement for companies when moving towards DevOps [2].

Furthermore, DevOps is considered by many authors to be an extension of agile software development that aims to apply the agile principles not only to the development but also the operation of software [20, 27]. Some authors see

<table>
<thead>
<tr>
<th>SKILL AREAS</th>
<th>KNOWLEDGE AREAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Courage</td>
<td>Business value optimization</td>
</tr>
<tr>
<td>Teambuilding</td>
<td>Business analysis</td>
</tr>
<tr>
<td>DevOps leadership</td>
<td>Architecture and design</td>
</tr>
<tr>
<td>Continuous</td>
<td>Programming</td>
</tr>
<tr>
<td>improvement</td>
<td>Continuous delivery</td>
</tr>
<tr>
<td></td>
<td>Test specification</td>
</tr>
<tr>
<td></td>
<td>Infrastructure engineering</td>
</tr>
<tr>
<td></td>
<td>Security, risk and compliance</td>
</tr>
</tbody>
</table>
2.1 WHAT IS DEVOPS?

agile as an enabler for DevOps while only few authors see agile as a separate development methodology with similarities to DevOps [20]. Both focus on rapid and incremental releases, gathering feedback quickly and correcting problems [27].

2.1.2 Automation

According to Lwakatare et al. [25], increased automation of testing and deployment processes is necessary to keep up with the increased pace of agile software development. Three terms that are repeatedly mentioned in combination with DevOps but are often used interchangeably are Continuous Integration, Continuous Delivery and Continuous Deployment [46]. Continuous Integration (CI) is a development practice where team members integrate their work [46] by constantly merging working copies to a shared main branch [22]. Changes in code are directly tested and merged in order to continuously validate the code and detect problems as early as possible. As soon as a developer commits a change, the system detects this automatically and triggers a build, conducts automated tests and posts the build to a repository [52]. Continuous Delivery builds on this concept by additionally preparing the software for release. In order to do so, automated acceptance tests are conducted and the code is deployed to a staging environment. The software can then be deployed with a single manual click on a button [36]. Finally, Continuous Deployment (CD) extends the two principles by also conducting an automated release process following the extensive testing [46]. In this case, no human interaction is needed in order to deploy a change once a piece of code is checked in by a developer and passes all automated tests. Figure 2.1 visualizes the described activities and differences between these three principles. While many companies organize their delivery process and corresponding environments according to the Development-Testing-Acceptance-Production (DTAP) approach, the exact order in which the described activities are conducted may vary per company. In order to build these automated toolchains, developers can use automation software like Jenkins which connects and triggers the necessary applications.

DevOps is generally agreed by scholars to be based on Lean thinking and aims to make processes more efficient and effective throughout the entire IT value stream [27]. In order to implement Continuous Deployment efficiently, parts of the development and deployment chain that do not add value should
therefore be eliminated and features that are ready for delivery can be released immediately [22].

Another important principle that is frequently used within DevOps is known as *Infrastructure as Code (IaC)* and is often used for configuration management of servers that will run the applications. The desired state of infrastructure and configurations is defined in a domain-specific language [7]. This configuration information is then stored in source code repositories. Tools such as such as Chef, Puppet, Salt or Ansible allow developers to treat these configurations as code which can be versioned and tested and ultimately rolled out by ensuring that all systems have the defined configurations [40, 43]. This can for example be used to ensure that the acceptance environment in which code is tested is the same as the actual production environment to which the changes will be deployed once they pass the tests successfully.

A similar technique that is gaining popularity in DevOps are containers like Docker. These containers are quick to set up and provide a separate environment for applications to be tested and developed in. They are often used to create virtual development, test and production environments in DevOps [26]. Docker containers are launched from images that contain information about their content such as applications and processes to be run once the container is launched. They can be distributed via registries which makes Dockers very portable. Different to virtual machines, Docker runs on top of the host operating system and does not require installment of another operating system. They are therefore very resource efficient [41]. However, configurations in Docker containers cannot be changed since containers cannot be updated. Updated software or configuration therefore requires a new image build [40].

### 2.1.3 Monitoring

Monitoring allows for fast detection and correction of problems which is central to DevOps. Systems and the underlying infrastructure should therefore be continuously monitored by operations personnel. Furthermore, continuous monitoring allows for appropriate assignment of resources [25]. Monitoring is conducted by implementing automated monitoring tools and logs. However, it can be difficult for development personnel to search the large amount of available logs to detect anomalies if the systems are not designed to show errors automatically. Furthermore, Continuous Deployment somewhat challenges monitoring due to its focus on speed and effectiveness. DevOps addresses these problems by emphasizing collaboration between development and operations personnel so systems are designed to expose relevant information quickly [25].

### 2.1.4 Measurement

Quality assurance is mentioned as an important part of DevOps by multiple authors [20, 25]. Integrating measurement into the DevOps pipeline ensures that performance of development and quality assurance is based on quantitative data. Measurement should be based on real time performance and usage data [25]. The metrics to be measured should always focus on business value of
the operations and production data should drive decisions, improvements and changes to the system [26].

2.2 RISK MANAGEMENT AND INTERNAL CONTROL

The international risk management standard ISO31000 defines risk management as a set of principles, frameworks and processes for managing risk [45]. However, the Committee of Sponsoring Organizations of the Treadway Commission (COSO) [4] has shifted the focus to a more holistic view of risk management with the establishment of its Internal control and Enterprise risk management (ERM) frameworks. In these frameworks, COSO advocates for the implementation of appropriate risk-based controls throughout the enterprise to ensure the achievement of organizational objectives. This infers that risk management impacts organizational management as a whole instead of only applying to risk management processes [45]. Risk management therefore is also no longer just a function focused on financial and accounting risks but on management control throughout the whole enterprise [45]. Furthermore, internal control is an integral part of ERM according to COSO [4].

2.2.1 The Sarbanes–Oxley Act

Corporate scandals in the early 2000s have lead to the establishment of the Sarbanes–Oxley Act (SOx) which requires companies to regularly report on their internal control structure and procedures concerning financial reporting together with independent auditors [1, 49]. In order to do so, companies often adopt frameworks such as COSO which help them to structure their control processes. Although COSO is one of the most popular frameworks used for SOx compliance, one of its limitations is that it does not explicitly name any control concepts [42]. Another framework which is often used and does provide specific controls and processes is the Control Objectives for Information and related Technology (COBIT) framework [42]. Rubino et al. [42] advocate that COBIT can be a useful internal control framework for companies which overcomes some of COSO’s limitations.

2.2.2 IT audit and controls

The audit committee oversees the financial performance of the enterprise and ensures the reliability of its financial reporting [49]. Internal control is therefore important in IT Audits which are conducted as part of the financial statement audits but also for achieving (security) certifications. According to Gantz [15], IT Audit can help organizations ensure that assets are governed effectively i.e. they operate as intended and work in a way that complies with applicable regulations and standards.

IT controls are items that are tested and analyzed during an IT audit and thus form the substance of auditing [15]. There are various approaches to categorizing IT controls: They can be preventive, detective or corrective towards the risks they address and can be of administrative, technical or physical nature [15]. Administrative controls concern policies, procedures or plans to ensure the
integrity of the organizations operations and assets while technical controls are designed to achieve the organizations control objectives. Physical controls concern the access to facilities and assets. Auditors also distinguish between general IT controls (GITC) and application controls [19]. Application controls are integrated into applications which support the financial control objectives such as financial applications. Application controls for example include completeness and accuracy of the working of an application. The GITC are integrated into IT processes which ensure a reliable operating environment and support the application controls. Examples for these controls are access to programs and data and changes to programs [19].

### 2.2.3 Three lines of defence model

Many companies arrange their corporate governance according to the "Three lines of defence" model. The model is particularly popular in financial institutions but also used in other sectors [47]. The exact origins of it are unknown and there are multiple subtly different version of it in which the boundaries between the three lines differ slightly [5]. The model divides organizational risk management activities into three "lines of defence". The first line of defence is designed to reduce operational risk in day-to-day activities. It contains management and internal controls and is performed by the individual employees and their superiors. The intention of this first line is to capture risks early and prevent them from happening [47]. The risk ownership is maintained by the business. The second line contains overseeing and supporting functions. Most importantly, this includes the central risk management organization but also supporting functions like compliance, legal and HR [5]. This line sets the company-wide rules and policies and provides risk owners from the first line with information about risks across the organization [47]. The third line of defence is the internal audit which provides assurance on the effectiveness of first two lines. As shown in Figure 2.2, the lines of defence are overseen by the senior management and governing bodies and are assessed by external auditors.

Section 2.1 of this chapter was adapted from a previously issued report by the same author [37]
This research project contains a descriptive research part and design research. The descriptive research is conducted in form of literature reviews and case studies and aims to answer knowledge questions whose understanding will ultimately aid in designing an effective risk management framework. Throughout the whole project we will follow the design science methodology by Wieringa [54] which is aimed at conducting design research but also gives room for answering supporting knowledge questions. According to Wieringa, the goal of a design project is to (re)design an artifact so that it better contributes to the achievement of a goal. The design cycle describes the process of such a design research project and encompasses the phases problem investigation, treatment design and treatment validation. The design cycle is part of a bigger engineering cycle which also incorporates the steps of treatment implementation and implementation evaluation. Depending on the outcome of the treatment validation phase, the cycle potentially has to be iterated several times until the designed artifact produces the desired effects. The design cycle and the question corresponding to each phase are shown in Figure 3.1. Question marks represent knowledge questions while exclamation marks indicate design problems.

As demonstrated by Wieringa himself, the design cycle follows essentially the same steps as the design science research methodology by Peffers et al. [34]. In this research it was decided to use the methodology by Wieringa because his approach encompasses a complete conceptual framework including classification of research problems, research questions and research methods that can be applied in every step of the design cycle.

### 3.1 Research Objective and Questions

Using the template for defining design problems (also known as technical research problems) by Wieringa in Figure 3.2, the objective of this research can be formulated as to improve risk management in DevOps by designing a framework...
that satisfies agility requirements in order to help companies demonstrate control over their processes and create valid audit trails.

Improving a problem context by redesigning an artifact that satisfies some requirements in order to help stakeholders achieve some goals

Figure 3.2: Template for design problems [54]

The main research question results from this design research objective and is formulated as follows:

What is a suitable framework that allows companies to mitigate risks and exercise control over their DevOps environment while remaining agile?

In order to design an effective risk management framework and the desired interaction with the problem context, two descriptive knowledge questions have to be answered first and suitable implementation strategies have to be designed. Firstly, the risks that companies are dealing with have to be identified. Understanding these will aid in designing effective response strategies and controls. However, the risks are expected to differ per company and their respective environment. This research therefore aims at identifying risk categories and will investigate whether these categories differ per context. The first research sub-question is therefore defined as follows:

1. What types of risks are companies using DevOps exposed to?

The second sub-question aims at identifying specific practices that ensure an adequate management of risks in DevOps. This includes IT controls as well as existing strategies and frameworks. As indicated in the main research question, the goal of these practices is to mitigate the risks identified in research sub-question one while hindering the efficiency and agility of DevOps as little as possible. It is therefore necessary to not only consider whether these controls sufficiently mitigate risks but also to assess the impact they have on the efficiency of the process.

2. Which practices exist that can be incorporated into a DevOps process to demonstrate control and ensure the creation of valid audit trails?

Lastly, a suitable strategy for implementing these practices and addressing the identified risks has to be designed based on the outcome of the knowledge questions above.

3. Which strategy should companies drive in order to identify risks and implement suitable controls?

Research sub-question one aims at establishing a better understanding of the problem context while questions two and three are designed to illustrate the content of the risk management framework. The first two sub-questions are descriptive knowledge questions and the third question is a design problem [54].
3.2 RESEARCH MODEL

Combining the research design and questions leads to the research model presented in Figure 3.3 according to the notation by Verschuren and Doorewaard [51]. Data will be gathered both through a structured literature review as well as through case studies. This type of research was selected due to the evident lack of empirical research concerning risk management in DevOps. The individual outcomes of these studies will be synthesized to a conceptual model explaining the problem context, as well as risk mitigation strategies and controls which can be implemented in DevOps. This draft framework will then be discussed with risk management, audit and DevOps experts and will be presented to the interviewees of the case studies who will evaluate the use of the model for their company. Their input will be used to create the final DevOps risk management framework and guidelines. The arrows at the bottom of the diagram indicate the phase of the design cycle that corresponds to the particular actions. The application of the design cycle to this research is also demonstrated in Table 3.1 in more detail.
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Figure 3.3: Research model
Table 3.1: Design cycle phases applied to this research

<table>
<thead>
<tr>
<th>Research Focus</th>
<th>Method</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Problem investigation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>State of the art of risk management in DevOps research</td>
<td>Literature review</td>
<td>4</td>
</tr>
<tr>
<td>RQ1: What types of risks are companies using DevOps exposed to?</td>
<td>Literature review, Case studies</td>
<td>4, 6</td>
</tr>
<tr>
<td><strong>Treatment design</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ2: Which practices exist that can be incorporated into a DevOps process to demonstrate control and ensure the creation of valid audit trails?</td>
<td>Literature review, Case studies</td>
<td>4, 6</td>
</tr>
<tr>
<td>RQ3: Which strategy should companies drive in order to identify risks and implement suitable controls?</td>
<td>Literature review, Case studies, Framework design</td>
<td>4, 6, 7</td>
</tr>
<tr>
<td><strong>Validation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk mitigation effectiveness</td>
<td>Expert opinions</td>
<td>8</td>
</tr>
<tr>
<td>Case study respondents</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agility requirements</td>
<td>Expert opinions</td>
<td>8</td>
</tr>
<tr>
<td>Case study respondents</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.1 LITERATURE REVIEW METHOD

In order to gain an overview of all relevant literature concerning risk management and DevOps, a structured literature review following the procedure suggested by Kitchenham [21] was conducted. An important part of structured literature reviews is the search protocol which can be found in Appendix A. This protocol provides details of search terms and inclusion and exclusion criteria in order to ensure a coherent and non-biased selection of relevant literature. The search keys were created based on an exploratory literature review. The papers were selected by first scanning the titles of all results and excluding obviously non-relevant papers. Subsequently, the abstract of papers that seemed to meet the inclusion criteria was scanned and non-relevant papers were again excluded. Lastly, the full text of the remaining papers was read before deciding which papers should be included in the review. These steps were carried out conservatively, meaning that if it was doubtful whether a paper met inclusion criteria, it was taken to the next step and was only excluded once it was certain that it would not contribute to our research. This process as well as the amount of papers left after each step of the review is shown in Figure 4.1. A more detailed overview is given in the search protocol.

In order to assure the quality of the literature, only academic databases where researched in the first place and only journal articles and conference papers where considered for inclusion in the review. However, according to Garousi et al. [16] it is important to also include so called “grey literature” (non-peer reviewed literature) in software engineering research, especially if the field of research does not provide a substantial amount of literature like it is the case with DevOps. Grey literature can provide the researcher with state-of-the-art concepts that might not be mentioned in academic literature and may help
4.1 Literature Review Method

avoiding publication bias. Since there was only very little academic literature available focusing specifically on risk management in DevOps, it was therefore decided to conduct a multivocal literature review for this item following the guidelines of the aforementioned authors [17]. However, it is important to pay special attention to the quality of the papers when conducting a multivocal literature review. We therefore only included first tier grey literature with a high credibility like whitepapers and books. During the database search only literature from 2014 onwards was selected in order to gain an overview of the state of the art research. However, during the reference searches older literature was included to gain a deeper understanding of the background of the papers. This review process resulted in a list of 16 papers. Another exploratory literature search conducted for verification purposes in Google Scholar yielded no new results so the final list is deemed to be complete.

Of the selected papers, nine papers are conference papers and five papers are white papers. Only one journal paper and one book chapter were included. Notably, a large amount of the papers (especially white papers) are solely based on expert opinions which are in many cases the personal opinions of the authors. Furthermore, some papers were based on literature studies. Only few researchers conducted empirical research like interviews and case studies or validated their models. However, according to Kitchenham [21], software engineering research usually has little empirical evidence and scholars in this domain often have to rely on expert opinions.

In order to structure the literature review and to put the available information in the context of risk management, the literature review follows the categories of the original COSO Enterprise Risk Management Framework [4] as shown in Figure 4.2. The ERM framework was chosen because it is generally considered to be the most high-level risk management framework available and spans risk management categories throughout the whole enterprise. Although DevOps is not necessarily implemented throughout the whole enterprise, implementing DevOps in a department creates a separate entity with separate governance and risk management mechanisms which are comparable to those of an enterprise.

![Figure 4.2: COSO Enterprise risk management Framework [4]](image-url)
4.2 INTERNAL ENVIRONMENT

According to COSO [4], the internal environment is the basis for all other components of the ERM framework. It encompasses the culture within an organization and influences the risk consciousness and -appetite of its people. Relevant factors include risk appetite, ethical values and assignment of authority and responsibilities.

An important aspect of the internal environment within DevOps which is often mentioned in literature is the culture. Traditionally, development and operations have different cultures which need to be replaced by a common mindset and values. The adoption of the DevOps culture is essential for a successful implementation of DevOps and will lead to failure of the transformation if not achieved [2]. A good DevOps culture is based on respect, trust and open communication and reinforces collaboration between team members [33]. These cultural changes towards DevOps can best be achieved by promoting learning and experimentation [2]. Farroha and Farroha [13] also stress that DevOps teams should treat failure as a learning experience “not to be learned more than once”. Teams should therefore focus on recovering fast from mistakes instead of not making any.

Other important aspects of the internal environment within DevOps are mentioned by Wiedemann [53] who researched general governance mechanisms in the form of structures, processes and relational mechanisms that lead to successful implementation of DevOps. She concluded that DevOps teams should be given the freedom to be able to take over all the tasks of a given software delivery cycle and should have great autonomy with regards to decision making. Since DevOps is a very decentralized concept, teams also need highly implemented communication and knowledge sharing opportunities. Within an organization using DevOps, the IT team moves from being a service provider towards being a partner of the business. Another important mechanism is therefore the assignment of a product owner who interacts regularly with the business side and is responsible for the generation and validation of requirements. In order to ensure a successful transition towards implementing DevOps, the employment of an agile coach has proven successful for organizations.

The importance of governance mechanisms in the context of DevOps is also supported by Muñoz and Díaz [32] who implemented DevOps in a Mexican datacenter in order to achieve a development that reduces the time of release. They considered governance to be a supporting mechanism of quality assurance which was based on the OWASP Software Assurance Maturity Model. Furthermore, they divided the employees into teams and assigned them specific strategic roles and responsibilities. The teams that were needed in this process are the development team, a revision control system team, a quality assurance team and a release management team. The teams were responsible for different stages of the deployment process. Wiedemann [53] supports the importance of clear roles by stating that assuming agile roles and responsibilities are essential in effectively governing DevOps teams.

Due to the focus of DevOps culture on experimenting and recovering fast from failure instead of not failing at all, DevOps culture somewhat encourages
risk taking and increases risk appetite in the internal environment. However, DevOps culture can also potentially decrease operational risks due to the close collaboration of development and operations. Within DevOps, the team usually shares responsibility for development and operations of a system. Developers are therefore more likely to build a system with operational risks in mind and preventing them as much as possible.

4.3 OBJECTIVE SETTING

Setting objectives is a prerequisite to risk identification, assessment and response. Without objectives, no risks that threaten the achievement of these objectives can be identified. The COSO framework defines four objective categories which are strategic objectives, operations objectives, reporting objectives and compliance objectives. Besides describing these objectives, we also name some strategies to achieving them in this section.

4.3.1 Strategic objectives

Companies should start by setting their business goals at a strategic level based on the organization’s mission and vision. Furthermore, the objectives should also reflect the risk appetite determined by the organization [4]. The identified literature does not explicitly mention strategic objectives in combination with DevOps since these vary heavily depending on the company setting the objectives. The only generic strategic objective is mentioned by Farroha and Farroha [13] who state that the overall strategic DevOps objective is “to maximize investment outcome and ensure that customers continuously get increased service quality and features in a manner that satisfies their needs”.

4.3.2 Operations objectives

Operations objectives relate to the effective and efficient use of the entity’s resources [4]. Due to the increased speed, quality and agility which DevOps brings about if implemented correctly [9, 53], implementing DevOps processes can contribute significantly to achieving these objectives. The identified literature does not mention operations objectives explicitly; however, multiple authors suggest the use of CMMI maturity model and ITIL best practices in combination with DevOps which are helpful frameworks to implement and improve IT processes and services and subsequently ensure achievement of operations objectives [33, 32, 35]. Phifer [35] shows how ITIL processes and the CMMI engineering lifecycle fit into the DevOps process as shown in Figure 4.3. However, he also notes that implementing the CMMI and ITIL processes does not necessarily mean that a company will not encounter operational problems, the result is mainly an alignment of processes and IT needs and therefore helps realizing enterprise objectives.
4.3.3 Reporting objectives

Reporting objectives refer to the creation of reports that facilitate management’s decision making and monitoring but also external reports such as financial statements. Multiple papers mention the integration of logging applications into the delivery pipeline in order to ensure adequate reporting of events [43, 28]. This way, DevOps can facilitate the creation of operational reports that inform management about the quality of their processes. Reporting activities that do not concern operations directly are not mentioned in the literature and do not seem to be affected by the implementation of DevOps.

4.3.4 Compliance objectives

The objectives which are most heavily impacted by DevOps and which are mentioned by far most often in the identified literature are compliance objectives. Companies are often required to achieve compliance with standards and laws that intend to reduce risks and create a traceable development process. Many of these compliance frameworks are designed for the traditional waterfall development process and do not fit naturally into a DevOps environment. Compliance is therefore often seen as an obstacle to employing DevOps because of required tests and controls that do not seem to fit into an automated process. Highly regulated environments usually demand segregation of duty, separated work groups and strict confidentiality as well as security measures. This contrasts DevOps where communication, collaboration and automation are central [56]. One of the main problems that characterizes this misfit is the merging of development and operations in DevOps. Developers are assigned operational responsibilities such as debugging running production systems but traditional compliance controls
restrict access to production environments for developers [28]. Multiple scholars therefore advocate for a hybrid environment in which the DevOps process is integrated into the specific environment as much as possible but stays restricted by applicable regulations [56, 28].

While the examples mentioned above show compliance as an obstacle to deploying an efficient and automated DevOps process, Laukkarinen et al. [22] use the example of medical device and health software IEC/ISO standards to show that DevOps can in certain cases also be used as a helpful tool to ensure compliance. They found that DevOps was beneficial for implementing most requirements. For example, clause 5.8.6 of IEC 62304 for medical device software requires that the procedure and environment of the software creation has to be documented. In DevOps, this can easily be done with development tools such as the project management tool JIRA, source code repositories like GIT and automation software like Jenkins. Furthermore, using invariable Docker containers allow for a repeatable installation and release process which is required by clause 5.8.8. However, the authors also identified three obstacles that slow down the CI and CD procedures. Firstly, software units have to be verified which means that Continuous Integration can only happen after all units have passed unit testing. Secondly, all tasks and activities such as unfinished documentation have to be completed before the release of a software unit. Lastly, Continuous Deployment through remote updating to customer is not possible with IEC 82304-1 because the responsibility has to be transferred explicitly to the customer when taking the software into use. Whether DevOps is a benefit to achieving compliance or compliance is an obstacle to realizing DevOps therefore heavily depends on the regulations itself. In order to ensure compliance, the DevOps process in some cases needs to be slowed down or put on halt until other tasks are completed.

Laukkarinen et al. [23] concluded in a follow up paper on DevOps in regulated software environments that tighter integration between development tools, requirements management, version control and the deployment pipeline would aid the creation of regulatory compliance development practices. However the authors also note that regulations and accompanied standards could be improved to better relate regulations with DevOps practices.

4.4 Event Identification, Risk Assessment and Risk Response

Event identification and risk assessment are processes which management conducts in order to identify and evaluate events that have an impact on the enterprise. While some events represent opportunities, other events have a negative impact on the achievement of priory defined enterprise objectives and therefore represent risks. Risk assessment aims at identifying to which extent these events can harm the enterprise objectives. After identifying relevant risks, companies have to decide whether to avoid, reduce share or accept these risks [4].

While some scholars claim that traditional risk management frameworks can still be used in combination with DevOps, others argue that the DevOps environment needs a new approach to risk management. Diaz and Muñoz [11] propose to add a separate risk management phase to the DevOps process in which the
ISO/IEC 2005 norm and the OCTAVE Allegro methodology are used to identify, assess and respond to risks.

Bierwolf et al. [2] argue that due to the dynamic and uncertain environment in which DevOps is mostly deployed, companies should employ a risk dialogue approach instead of a risk log, meaning that a constant conversation between employees and management about observations and information is necessary in order to identify risks. A generic risk which is often mentioned in literature to which DevOps does not yet pay sufficient attention is that of security. Some practitioners therefore advocate for the integration of security principles into DevOps which is known as DevSecOps or SecDevOps. These preventative measures are discussed in the next section.

While multiple authors suggest approaches and frameworks on how to assess risks in DevOps and argue that control activities should be implemented based on these risk analyses, risks itself are hardly named. The few risks that are mentioned are usually only listed as a justification for implementing controls, however, no complete risk analysis is conducted. There is therefore no assurance that the proposed risk responses are sufficient or on the other hand unnecessary because their corresponding risks are already covered by another control. Only DeLuccia IV et al. [6] show an example audit procedure in which a company bases its controls on three main risks to information systems which are availability, integrity and confidentiality.

4.5 CONTROL ACTIVITIES

Control activities are the activities which ensure that the risk responses are carried out. Although research has not defined many specific risks and responses until now, various general controls were mentioned in literature with the aim of controlling and securing the DevOps process.

Bierwolf et al. [2] use a framework to define and compare management and control measures which divides controls into four categories being culture, content, relations and process. They note that in DevOps, control measures concerning culture and collaboration are much more important than in the classical waterfall approach in which management and controls are usually focused on content and process. Because these so-called "soft controls" are already covered in the other categories (e.g. internal environment and information & communication), this section will mainly focus on the “hard controls” as means to implementing risk responses. The controls encountered in literature were grouped into six broad categories which are discussed in the following.

4.5.1 Change control

The DevOps Enterprise Forum [9] identifies change control as one major concern when it comes to DevOps practices and compliance with SOx and PCI regulations.

Change control practices intend to reduce the risk of implementing changes that lead to more failures, poor processing and unreliable systems [9]. Implementing change control is often considered to be an obstacle to running an efficient
DevOps process by many companies since manual approvals block the rapid rate of change and delivery processes. However, the DevOps Enterprise Forum claims that many of the change approvals and verifications that are usually done manually (e.g. performance testing, security scan, verification of change sets) can also be automated by defining thresholds and automated controls throughout the delivery pipeline. Furthermore, delivering smaller changes more frequently as it is the case with DevOps, reduces risks compared to large releases with many changes as it is done in traditional waterfall development. However, this claim is disputed by other scholars who claim that the high rate of delivery poses a security problem that needs to be handled accordingly [30]. In order to quickly roll back deployments and trace changes, companies should always integrate version control into their DevOps processes. This can be done by using version control systems such as Git or Subversion [33].

4.5.2 Identity and access management and separation of duties

Secure authentication and access management are essential to controlling the critical systems [43, 32, 28]. Another concern that auditors often mention in combination with change control and access management is the separation of duties principle which is seemingly violated in DevOps since changes can be made by a single person. The DevOps Enterprise Forum [9] however notes that it is generally inefficient to employ a strict separation of duties where two separate human beings have to make and approve changes. In some cases it is sufficient to give DevOps engineers two accounts for the different environments e.g. with administrator rights in the development environment and restricted user level rights in the production environment. It is suggested to automate the production deployment process so no person can execute the deployment without passing the automated controls first. The same procedure should be used when deploying to non-production environments. Similarly, DeLuccia IV et al. [6] show, based on a fictitious audit procedure, that the underlying concerns that lead to the implementation of separation of duty can often be solved otherwise by defining the business objectives, identifying corresponding risks and mitigating these. In order to ensure that no single person has end-to-end control of a process without a separate check point, code that is checked-in should always be peer-reviewed [6, 9, 28]. This can be enforced by signing it with personal cryptographic signatures of the developers. When the code moves through the deployment pipeline it should be automatically checked after every step of the process that both signatures are still valid and that the code has not been tampered with [9].

Multi-person authorization should be implemented in case an approved developer needs access to a specified system when he needs to fulfill operational responsibilities like troubleshooting problems. He should be able to request access via a web form and his access should then be authorized and granted temporarily by a third party, for example via a timed password or a temporary access certificate. Subsequently, an event report must be generated in which the details of this event are recorded [9, 28]. Although a strict separation of duties is therefore mostly not necessary, some traditional controls still demand this.
In this case another multi-person authorization approach has to be used when making and approving changes.

4.5.3 Compliance

As mentioned earlier, compliance is often seen as hindering the DevOps process. However, multiple controls have been suggested in literature to achieve compliance while automating as many functions as possible. Firstly, Farroha and Farroha [13] stress the importance of enforcing regular audits to discover irregularities early. Furthermore, the testing and development systems should be connected to a network that is separate from the production network [32, 28]. Applications that automatically test for and report compliance violations should be integrated into the process. They should terminate access if a threshold is exceeded and initiate alarms if a policy is not accepted [13].

Many norms demand that software items can be traced back to the requirements based on which they were developed. Laukkarinen et al. [23] therefore propose to introduce item tracking from requirement to the final product as a standard practice in DevOps. Software items related to requirements should be traced over the complete version history and at every point of its lifecycle. In order to enable this, workflow tools, version histories and CI tools have to form automatic connections. In order to achieve further compliance, tools should include standard templates that comply with regulations. These tools should work hierarchically by linking requirements, subsequent items and their test items and reports to each other. Lastly, the tools should guide the developer to follow the regulated workflow.

4.5.4 Security

Multiple papers have mentioned the integration of security aspects into DevOps in order to reduce (cyber) risks. Security is a common concern which limits the adoption of DevOps [30] and security experts have therefore investigated how to implement security practices into the DevOps process which is known as SecDevOps or DevSecOps. Mohan and Othmane [30] have performed a literature review on these terms and found that important aspects which are often mentioned in DevSecOps literature are definition, security best practices, compliance, process automation, tools, software configuration, team collaboration, availability of activity data, and information secrecy.

In order to ensure quality and information security, Muñoz and Díaz [32] implemented phases from the OWASP Software Assurance Maturity Model (SAMM) to structure their DevOps process and implement the right controls. The OWASP SAMM covers the phases governance, construction, verification and operations and therefore spans the complete DevOps life cycle. The governance phase is concerned with how the overall software development activities are managed. It includes security aspects like strategy, metrics, education, guidance, policy and compliance. The construction phase focuses on identifying threats and defining and building a secure architecture. The validation phase deals with testing the produced artifacts and the operations phase involves activities related to securely deploying and operating the software.
Furthermore, companies should keep an inventory of authorized and unauthorized devices and software in order to ensure platform security and version-and software management [40] and have a controlled environment for production and pre-production that separate applications from databases to protect data in case an application is hacked [32]. During the development process, incremental changes can be made directly to components if the security impact is minimal. If this is not the case, security specialists and architects have to be involved. It is therefore important to integrate automatic checks into the deployment pipeline that halt the process if necessary. Changes to untrusted data processing for example require that updated data validation code has to be developed and integrated, before the changes can be deployed [28]. Once the code is checked in, a static code analysis should be executed [6, 9]. This can for example be triggered using Jenkins. During the CI build, code should be screened for security vulnerabilities [30]. However, engineers should already pay attention to security issues during code design and peer-reviews by giving special attention to handling of unencrypted sensitive data and ensure secured access to application interfaces [9]. As a general rule, all threats meeting the security criteria must be fixed or mitigated before deployment can take place [28]. The automated deployment process should then be followed by automatic test execution [9].

The control that is mentioned most often are automated security tests [6, 9, 28, 30, 40, 43] which have to be integrated into the deployment pipeline. The testing phase of DevOps should not only focus on performance testing but should include security tests like penetration testing, and network testing and scanning [28]. Mohan and Othmane [30] refer to a presentation which advocates that companies should consider the depth of their dynamic and static security scans in the CI build chain as well the intensity of the scans and the consolidation which is the effectiveness of handling the findings. Another important control is configuration management. Hardware and software on servers should have secure configurations by using configuration management services that help rolling configurations of operating systems and application components out to all systems and keeping them in sync [40] (see Section 2.1.2). Shackleford [43] adds to this that companies can implement applications that detect whether configurations have been changed and automatically roll them back to the desired state. He demonstrates how these controls can be integrated into the DevOps process for example by using automated configuration management tools and IaC. Robinson [40] also mentions container technologies like Docker as a secure way of ensuring correct configurations in testing environments. Companies however have to pay special attention to whether the containers they use contain outdated software or other vulnerabilities when using images from publicly available repositories.

4.5.5 Monitoring and logging

Multiple papers mention the integration of process monitoring tools into the deployment pipeline in order to minimize risk and create reliable reporting which can be used by auditors. In case of a problem or if compliance conditions are not fulfilled, these tools can halt the deployment process and alert the
developers. Nielsen et al. [33] even define monitoring as an integral part of the DevOps concept. Continuous monitoring is not just a measure to reduce risk but also allows the team to continuously improve their processes. Farroha and Farroha [13] suggest that metrics such as \textit{mean time to repair (MTTR)} and \textit{mean time to restore service (MTRS)} are more important to track than the \textit{mean time between failures (MTBF)} in most cases because DevOps teams should focus on learning and moving on from mistakes instead of not making any. Other metrics they suggest are \textit{overall process quality, cost of development, cost of maintenance, accessibility, reliability, interoperability, and availability for audits}. Moreover, security measures such as unauthorized exposures and the capability to automatically prevent unauthorized access from internal and external sources should be taken into account. However, companies should also consider user friendliness metrics like \textit{ease of use, automation of processes, speed, and continuity}. Lastly, tools should not only monitor and automatically report incidents such as compliance breaches [13] but should also continuously perform logging to create traceable processes and valid audit trails.

4.5.6 Others

Controls that could not be assigned to one of the previous aspects were classified as “Others”. In order to allow for rollbacks and ease the release process of software, a “BlueGreenDeployment” pattern can be applied: Companies should have two production environments (a “blue” and a “green” one) of which one is live. During a release, the software is deployed to the other production environment. Once it is running there, this environment including the release should go live and all incoming requests are routed to this production environment. In case of problems, a rapid rollback can be performed by just putting the first production environment live again [9]. Furthermore, Michener and Clager [28] advise that companies should organize their development activities around a threat model which they maintain. This threat model has to be updated if the threat landscape changes which can happen for example if changes with impacts on security or data processing are implemented. Lastly, companies should have backup policies and contingency plans for restoring lost data [32].

4.6 INFORMATION & COMMUNICATION

Within enterprise risk management it is essential that relevant information about events and activities is delivered to personnel in order to allow them to carry out their risk management and other responsibilities. DevOps has an inherent emphasis on communication. Nielsen et al. [33] acknowledge this importance and developed a DevOps knowledge sharing framework which increases awareness about the different ways in which knowledge can be shared and which helps companies assess their fulfillment of important DevOps elements. They see the main challenge of DevOps as closing the gap between development and operations which requires a detailed implementation framework. A crucial element of this framework is the collaboration and knowledge within and between DevOps teams. Sharing knowledge happens through \textit{socialization, externalization, combination and internalization}. It is important to note that this framework does
not only focus on sharing explicit information about activities and events for better risk management but also focuses on knowledge sharing which leads to more skilled employees in general. Furthermore, Muñoz and Díaz [32] mention Scrum as a suitable methodology for DevOps that allows regular interaction between team members. Wiedemann [53] supports this statement by noting how a product owner can also bridge the communications gap between the Scrum team and the IT department.

4.7 MONITORING

The monitoring category encompasses ongoing monitoring activities of the other components and separate evaluations. COSO [4] suggests to do this using internal and external auditors. While DevOps has a strong focus on monitoring operations and continuous improvement, no paper suggested monitoring the effectiveness of risk management processes such as risk responses and controls itself.

4.8 DISCUSSION

As identified by Bierwolf et al. [2], DevOps has a strong focus on soft controls. It is therefore not surprising that DevOps inherently contributes to the “softer” categories of ERM such as the internal environment and information & communication. However, DevOps can also substantially contribute to achieving operational objectives and minimizing operational risks through automated testing and continuous monitoring. DevOps can either be a benefit or an obstacle to achieving enterprise objectives, especially compliance objectives. In certain cases the DevOps process needs adjustment or has to be molded into a hybrid environment in order to remain compliant which potentially slows the process down and causes DevOps to lose some of its benefits [28, 56]. During the literature search it became evident that much of the available literature views DevOps as a purely technical approach focused on automating the development process as much as possible but substantially less research has been conducted taking the central philosophy and cultural dimension of DevOps into account.

DevOps is often said to minimize software development risks through better communication and more frequent delivery. However, especially the last claim is disputed. Although companies using DevOps seem to be generally positive about the approach [12], no empirical research including quantitative data was encountered during this review showing that companies which use DevOps have reduced their amount of failures. Furthermore, risks are not always considered and dealt with accordingly. Little attention has been given to explicit risk management in DevOps until now because traditional risk identification, assessment and response actions are not usually a part of DevOps. However, one case study has shown that risk management can still be conducted in DevOps using existing frameworks like the ISO/IEC 2005 norm and the OCTAVE Allegro methodology. Nevertheless, management should be aware of the dynamic and uncertain environment it operates in and should engage in a continuous dialog with employees to identify changes in the threat landscape [2].
Although literature has shown that it is possible to conduct risk analysis in DevOps, only few risks have been named explicitly. The controls that were mentioned by authors are often not based on earlier identified risks but are rather suggested with the intention of bringing some kind of structure and control to the process or trying to achieve compliance with norms that do not always fit a DevOps process. Risks are only named occasionally to justify certain controls which gives no assurance that the whole process is secured. Furthermore, no attention has been given to monitoring these controls and risk responses so far.

The second issue that was identified in this review is the achievement of compliance objectives. Researchers have suggested various measurements to achieve compliance with software development norms and operational frameworks, some of which hinder the DevOps process. The real problem however, seems to be that the norms and laws are not designed for DevOps and agile ways of working. While the objectives of these frameworks are clear and important, the controls they demand are designed for traditional software development methods. It has been shown how DevOps can achieve many of these objectives using a different set of controls for example by letting developers peer review their code and implementing automated, secured controls instead of demanding a strict separation of duty. Institutes such as ISO and IEC but also best practices like ITIL should therefore consider adjusting their requirements to suit more contemporary ways of software development.

4.9 Conclusion

The multivocal literature review has shown that there is a lack of empirical and validated research on risk management in DevOps which emphasizes the relevance of this study. While most papers have not conducted thorough risk analyses for DevOps, literature has provided a substantial amount of automated controls that can be used by companies to control their processes. However, no elaborate strategies for addressing risks and choosing controls were presented. The literature review has therefore contributed foremost to assessing the current state of research in this domain and to answering research sub-question 2. The empirical component of this research will have to give a more detailed impression of types of risks that companies using DevOps are dealing and whether these or other controls can be used to mitigate these risks.

The content of this chapter was adapted from a previously issued report by the same author [37]
5.1 CASE STUDIES

In order to address the lack of empirical research in the field of risk management in DevOps, it is imperative to conduct an empirical investigation in the context of this research. This will increase the reliability of conclusions and allow us to base the risk management framework in a real-world context. It was therefore decided to analyze processes related to DevOps in multiple companies and to incorporate the results into the framework design. The case studies took a multiple-case, holistic design, following a replication logic [57]. This means that the DevOps risk management process was the global unit of analysis per company and that multiple companies were analyzed in order to see whether the observations and conclusions were comparable. Evidence was collected through multiple sources:

- **Semi-structured interviews**: Interviews served as the main input for the case studies. In every case study at least one interview was conducted. This amounted to 12 interviews with in total 17 employees. Interviewees were selected based on their experience with DevOps processes in their company and their position. Both low-level views from developers as well as high-level views from managers or auditors were included. Interviews were held either individually or in sessions with multiple people. One interview was conducted via telephone. After the first part of the interview, respondents were shown important results from the literature review and were given the opportunity to give their opinion about these. This was done at the end in order to not influence their answers in the first part of the interview.

- **Additional documentation**: In two cases additional documentation was used for a deeper understanding of the organization and organizational processes.

- **Observations**: Five case studies included a guided tour through the company. Striking observations were written down after the visit and included in the analysis.

- **Informal Conversations**: Remarks made from employees or people connected to the company during lunch breaks, before or after the interviews as well as during exploratory meetings were taken in to account as long as these remarks did not concern confidential information or personal opinions that were made off the record.

5.1.1 Analysis of evidence

All interviews were recorded with permission of the respondents. After the sessions the recordings were transcribed manually aiming to be as complete as
"The underlying intention is that it has to be possible to trace back who developed something and who pushed the button. As far as I know we are also required by our supervisory organs to be able to demonstrate this."

"With automation you just write infrastructure as code and then it becomes a bit easier [...] I am really happy with this because that means that I can just look back in the code like 'Hey, who did this change, where does it come from'? That is kept in the change logs."

Figure 5.1: Coding of interview quotes and mapping of relationships

possible. In some cases, in-between conversations that did not directly contribute to answering the research questions were omitted; however, the rest of the transcript was verbatim. This amounted to an average transcript length of 8 pages per interview. The transcripts were then sent to the interviewees who were given the opportunity to give feedback. Interviews mostly lasted between 40 and 50 minutes although some interviews were longer than this. In one company where multiple employees were interviewed, additional interviews took only about 20 minutes.

The interviews and some additional documents were analyzed with the qualitative data analysis software ATLAS ti following the concept of open coding [3]. Paragraphs and sentences were assigned one or multiple codes that summarized the topics discussed in this section (see Figure 5.1). We followed the concept of deductive coding described by Miles and Huberman [29] by using the controls derived from the literature review as a starting point for creating codes. However, many more codes were added during the analysis of which not all of them directly related to IT controls or risks but aimed at capturing contextual information which might have an influence on risks and controls. During and after the open coding process, the codes were rearranged, in some cases merged or deleted if they were redundant and classified into categories. These categories served to identify the high-level processes that were important in managing risks in DevOps. The total amount of codes left was 86. Atlas ti also allows the researcher to define relationships between codes, e.g. by defining whether one factor causes another factor as shown in Figure 5.3. This process of creating broader conceptual categories based on identified relationships between codes is also known as axial coding [3]. In special cases, a code was assigned to more than one category if the concept contributed to multiple categories. Some large categories were divided into subcategories.

The relationships between code categories were inherited from the relationships between singular codes within their group using inductive reasoning (see Figure 5.2; the code compliance requirements was not assigned to a larger group). These categories, concepts and relationships were then put into a concept map [29] which is presented in Chapter 6. However, it is important to note that due to
the nature of inductive reasoning, it is possible that not all relationships between categories are completely defined. In the example given in Figure 5.2, this could for example mean that there are other DevOps practices that do not support or even hinder the implementation of controls. The relationships can therefore only be assumed to be partially true. For this reason, the nature of the relationships between code categories was not included in the concept map.

Information obtained from other sources was processed after the first coding process and added to the codes they fit best.

### 5.2 Validation

Venable et al. [50] describe two ways to categorize validation methods based on which they suggest different strategies for validating design science research. The first distinction is made between *formative* and *summative* evaluations. The goal of formative evaluations is to improve the artifact based on the outcome while summative evaluations intend to create an understanding of the artifact in different contexts. The second distinction Venable et al. [50] mention are *artificial* and *naturalistic* evaluations. Artificial evaluations include simulations and laboratory experiments whereas naturalistic evaluations intend to explore the artifact in its real life environment.

The validation strategy applied to this design science research is based on the "Technical Risk & Efficacy" strategy suggested by Venable et al. [50]. This strategy is especially suitable for validating artifacts whose major design risk is technically oriented as it is the case with a risk management framework. The Technical Risk & Efficacy strategy emphasizes artificial, formative evaluations in the early stages and moves to more naturalistic, summative evaluations near the end of the design process. In our research, the artificial, formative evaluations are conducted through interviewing IT Risk and DevOps experts, who help to improve the artifact. A more naturalistic evaluations is done by presenting an improved version of the artifact to the case study respondents who can then give feedback on the expected effectiveness and efficiency of the framework in their own company. The main evaluands to be tested during evaluation where the effectiveness in terms of risk mitigation as well as the frameworks ability to allow for an efficient DevOps process.

#### 5.2.1 Expert opinions

The first validation of the risk management framework was by expert opinions from experts in the fields of IT Risk management, IT Audit and DevOps. According to Wieringa [54], this validation method comprises that the designed
artifact is submitted to experts “who imagine how such an artifact will interact with problem contexts imagined by them and then predict what effects they think this would have”. The experts were selected based on their affinity with IT Risk and/or DevOps. None of the experts were priory involved in the research so they could give their unbiased view on the results.

All interviews were recorded. After the sessions, a summary with all feedback given by the expert was written down. The sessions mainly consisted of a series of discussions evolving around the concepts presented in a slide show. Because the interviews merely served to validate existing findings instead of identifying new concepts, no coding process was conducted.

Due to the formative nature of the evaluations, the process took an iterative approach: During the interviews, experts were presented with slides summarizing the research process and the available results. After the interview, the framework was improved according to the received feedback. The improved version was then presented to the next respondent.

5.2.2 Case study respondents

16 case study respondents were sent a survey with a version of the risk management framework which was created towards the end of the validation process. The survey contained questions regarding the usefulness of the artifact as well as the effectiveness in terms of risk mitigation and in how far the proposed strategies would hinder an efficient DevOps process. The survey consisted of open questions and closed questions that could be ranked on a five point scale. No questions were obligatory and respondents were asked to only give feedback where they deemed necessary. The respondents could decide whether they wanted to disclose their company or remain anonymous. The survey was answered by six employees from at least four different companies.
Figure 5.3: Defining relationships in ATLAS ti
6.1 SUMMARY OF CASE STUDY COMPANIES

In the following section we will shortly describe each case study company. Most respondents mentioned that the DevOps teams in their company had varying levels of maturity, the analysis in this chapter will therefore focus on the processes at team level as much as possible. A summary of all companies described in the following is given in Table 6.1.

**FinTech**

FinTech is a large bank which is currently running pilot projects using DevOps. The interviewee is a DevOps consultant that assists teams that want to transition to DevOps in doing so. Besides the development teams, FinTech also employs infrastructure teams.

**SmartIndustries**

SmartIndustries is a multinational company that builds high-tech electrical systems. Among others, it provides services to the Dutch government because of which it is subject to many security requirements. The case study team at SmartIndustry provides business applications. It is currently not using any automated practices like testing or deployment but has assigned team members both development and operational responsibilities.

**GeoTech**

GeoTech is an infrastructure provider for a type of public transportation. The case study team builds applications providing maps with geo-data of relevant terrain and maintains the database with this information. The analyzed teams have been using DevOps for one and a half years. Software teams are separate from infrastructure teams at GeoTech. The infrastructure teams are again separated based on the the type of infrastructure they maintain such as Windows teams, Linux teams or Oracle teams. The interviewees were the solution architect, a product owner and a DevOps engineer.
Table 6.1: Overview of case study companies and interviewees

<table>
<thead>
<tr>
<th>Pseudonym</th>
<th>Description</th>
<th>Interviewees per session</th>
</tr>
</thead>
<tbody>
<tr>
<td>SmartIndustries</td>
<td>High-tech manufacturer</td>
<td>- Manager Competence Center</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Scrum Master</td>
</tr>
<tr>
<td>FinTech</td>
<td>Bank</td>
<td>- DevOps Consultant</td>
</tr>
<tr>
<td>InsuranceInk</td>
<td>Insurance company</td>
<td>- Manager Software Development and Infrastructure &amp; Operations</td>
</tr>
<tr>
<td>GovTech</td>
<td>Governmental agency</td>
<td>- Project Manager &amp; QA Officer</td>
</tr>
<tr>
<td>GeoTech</td>
<td>Infrastructure provider for public transport</td>
<td>- Solution Architect</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Product Owner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- DevOps engineer</td>
</tr>
<tr>
<td>PublicServices</td>
<td>Independent regulatory agency</td>
<td>- Internal Auditor, Software Engineer, Product Owner &amp; Security Manager</td>
</tr>
<tr>
<td>WebSales1</td>
<td>E-Commerce company</td>
<td>- Security Engineer</td>
</tr>
<tr>
<td>WebSales2</td>
<td>E-Commerce company</td>
<td>- Risk &amp; Compliance Officer</td>
</tr>
<tr>
<td>WebTech</td>
<td>Internet Agency</td>
<td>- DevOps Engineer</td>
</tr>
</tbody>
</table>

GovTech

GovTech is a governmental agency. The analyzed team maintains the website of this agency. It works according to the Scaled Agile Framework (SAFe) and is responsible for both developmental and operational tasks. The platform on which the website is hosted is maintained by a third party which deploys a release package that GovTech has prepared for production every two weeks. The interviewees were a quality assurance officer and a project leader.

PublicServices

PublicServices is an independent governmental agency that is licensed by the Dutch government to provide specific services to the public. The interviewees were a software engineer of a team providing digital services to the public (in the following referred to as Team External), a product owner of a team providing software tooling to the other teams (in the following referred to as Team Internal), an internal auditor and briefly, a security officer. The services of Team External are partly run in Amazon Web Services (AWS), other services are run on an internal platform which is maintained by infrastructure teams.
WebTech

WebTech is a small digital services agency with about 100 employees. It provides digital services such as websites, dashboards and calculators to multiple clients. The interviewee is a DevOps engineer at WebTech. WebTech uses continuous deployment.

InsuranceInk

InsuranceInk is a large Dutch insurance that is currently transitioning to DevOps. The interviewees were a manager of software development and a manager of infrastructure. InsuranceInk is currently working on automating their deployment and uses tools like Azure DevOps to check in code and run some automated tests. It also uses Octo Deploy for automating deployment.

WebSales1

WebSales1 is a Dutch e-commerce company that is known for its successful development processes and strong company culture. It has been using DevOps for five years. The interviewee is a security engineer who supports the DevOps teams in ensuring the security of their products. For this he serves as a contact person for security related questions, is involved in early design stages and conducts security audits. The systems of WebSales1 run in AWS and it has automated most of its production completely.

WebSales2

WebSales2 is a Dutch e-commerce company that operates worldwide. It has been using DevOps for many years. The interviewee at WebSales2 is a risk & compliance officer who ensures that suitable IT controls are present and are correctly implemented. The company separates between development groups and administrators of assets whereby administrators are people that run the platform underneath the application. However, this is only a separation of responsibilities since both groups have the same access rights. The company is currently transitioning from one way of working DevOps to another DevOps process since it is implementing a microservices architecture. This means that teams now work with more fragmented code on which they can enforce a full review when it is to be deployed which opens up new opportunities in terms of automated testing and authorizations. WebSales2 has also automated its deployment.

6.2 Overview of concepts

According to the process described in Section 5.1.1, a concept map was constructed. This map entails the high level categories and their codes or names of code groups and is shown in Figure 6.1. The map does not only show the risks, risk mitigation mechanisms and control categories but also includes some categories that were identified as being indirectly related to these concepts.
Furthermore, the map shows the relationship between these contextual concepts and the core concepts. The contextual concepts will be elaborated shortly in the following before we describe the findings of the analysis that are directly related to the research questions.

6.2.1 DevOps practices

During the first part of the interviews, respondents were asked to describe their understanding of DevOps and to which extent they implemented DevOps in their company. This was done to understand the maturity of their DevOps processes and the experience the company had in applying this practice. Multiple companies indicated that they were still in the implementation phase and were currently running pilot projects. The maturity of the DevOps practices showed to have a significant influence on the nature of controls and risk mitigation mechanisms that were integrated into the process. For example, multiple companies indicated that they were not experienced enough to employ continuous delivery techniques or to rely on automated testing which made the implementation of manual change controls and deployment activities necessary. When designing a control framework, it is therefore important to consider the DevOps maturity
of the respective company. There is no explicit relationship defined between DevOps practices and risks because the risks were already defined as being risks within a DevOps environment and do not seem to be further affected by the extent to which the practices are implemented.

6.2.2 Compliance requirements

The case study companies were subjected to various levels of compliance. In at least two cases the compliance requirements influenced the nature of controls directly. The risk & compliance officer at WebSales2 explained that PCI regulations demand a set of change requests and an approval at the deployment stage. The security officer at PublicServices mentioned that the ISO security norm they were following demands that roles are sufficiently separated and access is given according to the principle of least privilege. Other companies were subject to strict internal compliance. At SmartIndustries, every new employee needs to undergo strict security screening that takes four to twelve weeks and makes it impossible for the manager to quickly hire new people when more employees are needed.

Although some case companies seemed to be subjected to compliance requirements much more than others, not all respondents thought that these requirements were hindering their process. Some respondents even stated that DevOps allowed them to be more compliant because new work items that were derived from compliance requirements could be put on the backlog and be picked up directly in the next sprint. As shown in Figure 5.2, some DevOps practices also supported compliance requirements e.g. through automated logging and version control. Many respondents also stressed that due to the General Data Protection Law they had to be very careful with the protection of personal data, however, they did not think that this was related to the DevOps process.

6.2.3 Inhibitors

Two factors were categorized as inhibitors because they were mentioned by respondents as hindering an effective implementation of controls or as increasing risks. Firstly, an employee mentioned that they had too much work for the amount of employees in the team which leads to a large backlog and certain work like patching being done less frequently. He also mentioned that this made it difficult for them to employ a strict separation of duties or peer reviews. The second inhibitor that was encountered were old systems. Several respondents indicated that their mainframe was still running with COBOL which for example made it difficult to perform rollbacks. Naming these inhibitors does not necessarily imply that companies facing these problems will not be able to conduct effective risk management. However, having scarce resources or systems that do not sufficiently support automation and agile working does likely require the implementation of additional controls that are not desirable in a DevOps environment since they will slow the process down. Addressing these inhibitors is therefore seen as a prerequisite to our framework.
6.2.4 Success indicators

Before identifying risks and controls in the analyzed processes, it was necessary to identify the particular outcomes that a company had achieved with their DevOps process. This was required so that one may identify those controls that would burden the process as little as possible. Respondents were therefore also asked to elaborate on the influences that the DevOps implementation had on their organization and operation. While negative influences were mostly categorized as organizational risks, positive influences were rated as indicators of a successful DevOps implementation. Not surprisingly, it was shown that many of the success factors related to codes in the DevOps practices category. For example, an increased rate of deployment was mostly due to the automation of processes. These success factors were included in the concept map and served as a reference to identifying which controls would still allow for a successful DevOps implementation. All companies reported some positive outcomes of their DevOps transition.

The success indicator Less incidents was added because a case company provided quantitative data to demonstrate that they had managed to lower their number of incidents significantly by implementing DevOps. However, a risk and compliance officer at another company disputed this finding by stating that a company in which she worked earlier that did not work agile had much less incidents than her current company because this company used change requests and stages. A manager at the first company made the remark that the incidents in DevOps are not comparable to incidents in waterfall since they are of a different nature. Teams will usually notice malfunctions in their systems much earlier due to extensive testing and monitoring and will likely fix them before users can create tickets and officially declare them incidents. The remaining occurrences that are escalated to incidents therefore relate to larger issues that are already known in the team. Besides an increased rate of deployment, respondents reported that they were saving time due to the automation of manual tasks and were more flexible because of the agile way of working and less dependencies on other teams. They also thought that they could implement customer wishes better in DevOps as well as involve them in the process and inform them early in case of problems or delays. The success indicator that was mentioned by far most often was that developers were now writing code while already considering how it could be maintained best because they have to fulfill the operational tasks themselves. This ultimately leads to better code and documentation.

Although we acknowledge and define some success indicators that will aid in the creation of the risk management framework, it is important to note that conducting risk management and implementing effective controls will not directly lead to a successful DevOps process. Controls mainly serve to eliminate or mitigate the negative relationship between risks and DevOps success. Indicators that are directly related to DevOps success (besides the identified DevOps practices) are not within the scope of this research.
6.3 IDENTIFIED RISK CATEGORIES

Since risks vary per company and environment, it is not possible to create a complete list of all risks in DevOps. The risks mentioned by respondents or encountered during the case studies therefore had to be grouped and put into a wider context of risk categories to allow for a complete overview of risks that need to be considered. The risk categories will be elaborated in the following.

6.3.1 Team risks

Team risks were mentioned most often and seem to be the biggest risk category applicable to DevOps. Many respondents acknowledged the risk that the teams could prioritize the wrong items of the backlog for example by choosing development tasks over operations tasks. They also mentioned that less important items would probably stay on the backlog for a very long time and would not be picked up which can lead to faulty or insecure products. Furthermore, teams are sometimes pressured to take quick decisions because of short delivery dates and stakeholder expectations. This can lead to taking unwise decisions that increase the technical debt or deployment of products that are not yet entirely finished or secure (see Section 6.3.2). Due to the high degree of autonomy and the required access and authorization rights, DevOps teams can work very independently. This can lead to such a high degree of team autonomy that the team activities and systems become completely intransparent to the rest of the organization and teams start to close off their products from other employees because they feel that it is their own product. This also means that other teams would not be able to intervene or even notice in case the subject team does not maintain their system properly. As one respondent put it, teams could also become so independent that their start “reinventing their own wheel”. One group of respondents also mentioned the risk that teams will not stick to the schedule they agreed upon at the beginning of a sprint because they start working on other small tasks which they deem important or help out other teams for a few hours. Lastly, many controls that were mentioned relate to the general risk of internal fraud. Many organizations grant their employees access to production which means they could potentially deploy malicious code without having to show it to a second person first. Furthermore, many employees have access to databases which enables them to steal confidential data.

6.3.2 Product risks

Product risks are risks to the confidentiality, availability and integrity of the product. Since DevOps focuses on frequently deploying small, incremental changes, the deployed product might not be completely compliant or secure at all times. One respondent mentioned in this context that agile teams often call the first deployed versions “minimum viable product” in order to legitimize a potential lack of features like compliance or security. Nevertheless, security and compliance were not mentioned as key risks which are specific to DevOps, although almost all of the respondents stressed the general need for being compliant and secure. Moreover, multiple respondents addressed the risk of
poor system continuity. This risk is an output of risks addressed earlier like deploying products that are still under development or because DevOps teams tend to prioritize developing tasks above operational maintenance tasks, which might compromise the system availability. One respondent also mentioned that due to the flexible and fast way of working there were risks that the product would not always comply with internal guidelines such as communication policies or the house style. For example, his company usually expects that the communications department is involved in a new product from the beginning on which is not always possible because their scheduling is less flexible than that of the DevOps teams (also see Section 6.3.3).

6.3.3 Organizational risks

Organizational risks refer to risks that originate from the structure of the organization and the organizational processes. Several respondents mentioned that they had difficulties working with other teams or departments in their organization which were working in a non-DevOps way. One interviewee mentioned that the other departments on their side of the organization still works with traditional project methods and that it costs his team a lot of time to justify their own way of working. He gave the following example:

"[...] the risks to me are primarily in the people around it [DevOps]. Of course everybody has a good intention why they want to or don’t want to use it but that creates the risks. The moment someone comes along with a traditional planning following a waterfall method and they start putting pressure on the agile teams their processes become disorganized. And that for me is the biggest risk."

This experience was shared by another respondent who mentioned that the higher levels of his organization work with traditional methods like PRINCE2 while his team works according to business priorities instead of a traditional planning which do not always complement each other. This is especially problematic when the top management wants to obtain resources from the DevOps teams for their own projects while the DevOps teams face other priorities.

6.3.4 Project risks

This category encompasses risks that relate to plannings and agreements made with clients. Multiple respondents mentioned predictability as a risk of DevOps projects. Due to the agile way of working, deadlines and delivery dates are less predictable and sometimes hard to realize. This agile risk is amplified by the shared responsibility of the teams for both development and operations. Operational incidents cannot be planned at the beginning of the sprint but sometimes have to be resolved immediately once they occur. This can impact the sprint planning and lead to teams lagging behind their planning. However, other respondents mentioned that their overall predictability had increased since transitioning to DevOps because they are less dependent on other teams. This risk was mainly mentioned in combination with larger projects.

Furthermore, one respondent lamented a lack of structure and clarity in large projects which are managed in an agile way. According to this respondent, he
misses parts of the traditional project management methodologies like PRINCE2 which make use of impact analyses, steering committees and resonance groups. These responsibilities are less defined and visible in agile projects which makes it difficult for employees to escalate concerns and observations that could potentially threaten the success of the project. He suggested integrating some traditional project management elements into large DevOps projects.

"We are currently in quite a large project [...] and because it is so large I can see a lot of risks impacting the chances of success of the project and I notice that I cannot just go somewhere with this easily. Normally you have steering committees, resonance groups, you name it, but now you don’t have this. In this case I do miss the steering of this."

6.3.5 Transitional risks

Transitional risks only apply to organizations that have recently started implementing DevOps and still have a low DevOps maturity. Some respondents such as a security manager stressed that it was difficult for teams to realize what is meant by the idea of "end-to-end responsibility" of a product. According to him, teams were not yet fully aware of all security and compliance standards they had to fulfill and it was difficult to communicate them from an organizational perspective. Another respondent noted that the DevOps transition created a lot of stress among his employees because of their increased responsibility which not all of them were happy with. A third respondent found that operational engineers often felt redundant after teaching development teams how to do operational tasks which could lead to unmotivated employees. As evident, all transitional risks also fall into one of the other risk categories (in this case all identified risks are team risks; nevertheless, it cannot be ruled out that more transitional risks exist that fall into another category). However, the difference between transitional risks and the other categories is that transitional risks disappear once the company has successfully implemented DevOps and employees have become accustomed to it.

6.4 General risk mitigation mechanisms

This section introduces some general risk mitigation mechanisms for addressing risks in DevOps that have not yet been translated to specific controls.

6.4.1 Product owner

In order to address problems relating to the prioritization of backlog items, respondents stressed the importance of a capable product owner who carries the overall responsibility for the realization of tasks and connects the team to the rest of the organization and the clients. The product owner has to monitor the execution of operational and development tasks and can determine the urgency of an unexpected incident as well as when it should be solved. In multiple companies, the product owner was also the role deciding whether an item fulfilled the stakeholder requirements and could authorize it to be deployed into production.
6.4.2 Agile practices

All companies used an agile working process. One company had specifically implemented the SAFe framework and claimed it helped them maintain an overview of risks and create countermeasures. A risk management approach was integrated into the process starting with risk evaluation sessions and documenting and refining user stories. Risks were then considered in writing user stories and Definitions of Done.

6.4.3 Quality assurance

One case company demonstrated the use of a Quality Assurance officer who was supporting and monitoring the DevOps process from a high-level view. While the teams are mainly responsible themselves for the quality of their products, the QA officer checks general quality criteria such as whether the Definition of Done is correctly defined. He is also involved at the beginning of each project where he participates in a risk evaluation session with various other disciplines and ensures that other roles such as architects are sufficiently consulted. The QA department also ensures compliance and other quality aspects of the products. Once the high-level requirements of a new project are made sufficiently transparent, responsibility is transferred to the DevOps teams who can then start defining epics and user stories from these. They also used the code quality tool SonarQube to ensure quality.

6.4.4 Project management

As mentioned in Section 6.3.4, one respondent addressed the need for traditional project management elements in complex agile projects. These project might benefit from appointing steering committees, project leaders and assigning risk officers whom people can approach with concerns. An example of how this could be done was demonstrated by SmartIndustries: Large projects that exceed a certain number of hours are divided into gates for which a plan is created. For these large projects a steering group and a program manager are assigned and risks are defined and explicitly monitored.

6.4.5 Frameworks

Frameworks that were encountered in combination with DevOps were as follows: One company used the DASA model which was introduced in Section 2.1. Few companies used ISO 27001/2, SDL or NIST for information security. Some respondents also mentioned using ITIL and wanting to maintain the ITIL processes when switching to DevOps. One company explicitly mentioned using COBIT, however, they only used it for critical applications that are relevant for requirements from the Sarbanes–Oxley Act. As mentioned in Section 6.4.2, one company used the SAFe framework for general process management.
6.4.6 Organizational culture

Another general mechanism that was encountered was the organizational culture. As also found during the literature review in Chapter 4, this element is the most difficult to implement, yet one of the most important elements. The organizational culture is connected to many controls and risks that are influenced by this. The case company with the most mature processes also had the most visible culture, which is also known outside of the organization. According to the respondent, most teams felt responsible for their own product and wanted to continuously improve it. Furthermore, he stressed the importance to create a culture in which people welcome change and dare to speak up if they made a mistake:

"We have something here which we call 'failure-treats' [...]. You take them to people to talk about your failure. Funny enough, in IT you mostly see people saying 'Yes, I did that once too [...] That is really stupid but I can think of three places where that could happen to us too'. And then everybody can laugh and it's all great. [...] It creates a much friendlier, open atmosphere. Because the ugliest thing from a security point of view is if people don't dare to speak up. If there's a taboo about that, especially if it's about the reputation of people. That can stand in the way of openness."

6.4.7 Management support

The last factor that was identified in the context of risk mitigation mechanisms was the importance of management support for DevOps. Teams require a great deal of autonomy and decision making capabilities (see Section 6.5.7) in order to work effectively and act quickly upon incidents which requires management to give this control to the teams. Management support was shown to not just be a very important risk mitigation mechanism but should rather be viewed as a prerequisite for using DevOps effectively. A lack of management support can even lead to team and organizational risks.

6.5 Identified controls

The identified controls were again grouped into categories. For this we used the categories encountered during the literature review in Section 4.4. A category "soft controls" was added to this list.

6.5.1 Change control

Team responsibility and communication

In general, companies that deployed frequently gave teams more autonomy when deploying these changes. Especially companies where changes had a relatively low overall impact like WebSales1 and 2 as well as WebTech gave teams a lot of freedom in assessing the impact of a change themselves and taking appropriate measurements. A frequent expectation mentioned was that teams should communicate themselves with other teams if they were about
to implement a change that might impact other systems. Some companies let their team deploy small changes themselves if they fulfill a set of criteria. For example, InsuranceInk requires them among others to have a plan for rollback, assess the impact and talk to the product owner.

Change approval

Most teams have integrated some form of change approval into their process. The rigidity of this approval process however varies per company: At SmartIndustries, most changes have to be registered for authorization of a Change Advisory Board (see next section). Only very small changes such as patches can be installed directly by the team themselves. In many companies the product owner is the last person authorizing a change because he needs to validate whether the requirements he designed are implemented correctly. GovTech has outsourced its platform to a third party that does not want to grant the developers access to production which is why all deployment activities are still conducted by the hosting organization. The official approval is also given by the product owner before changes are prepared for a release. FinTech has recently designed a new change approval process in the light of their DevOps transition: While changes previously had to be approved by a separate department, changes that solely affect the DevOps team itself, now only have to be approved by the product owner of the team. Changes that also affect other applications and teams have to be approved by another person from the affected team. The respondent stressed the importance of chain alignment in this context as teams have to be aware which other systems are impacted by changes to their own system.

WebSales2 previously deployed changes directly to production after a minimal amount of testing. The official approval was then given after deployment by another team member (see section Post-deployment testing). The new process to which WebSales2 is currently transitioning allows more automatic testing upfront and also enforces an authorization by another developer before deployment. At WebTech, changes are also mostly approved by a more senior developer.

Change advisory boards

Multiple companies use a Change Advisory Board (CAB) in which representatives of different business units are involved. The CABs however take varying roles in the companies: At PublicServices and WebSales1, the person committing the change himself decides whether a CAB is necessary. The CAB then takes an advisory role by determining risks and impacts of the change and decides which actions need to be undertaken before deploying a change. According to the respondent at WebSales1, the involved people will especially look at risks such as privacy and security. InsuranceInk employs a change manager who guards the change process and facilitates it with a technical change advisory board (tCAB) which is involved with technical changes. Besides the tCAB, InsuranceInk also has a regular CAB. At SmartIndustries, the CAB meets every two weeks and takes an authorization role. When submitting a change, developers then have to fill in an Excel Sheet in which they answer some questions and include a fallback plan. The CAB then estimates the risks of the change and makes a change calendar which it publishes.
6.5 Identified controls

Categorizing changes

In order to find a balance between giving teams autonomy and still keeping control over changes, companies like GeoTech, FinTech and InsuranceInk categorize their changes and treat them differently depending on their category. At GeoTech, developers have to assign a change category to the change themselves when registering it whereby 0 is the lowest category. Changes of category 1 and higher are checked by a CAB that authorizes all changes on an organizational level. The teams can then deploy the changes themselves.

Different to GeoTech, teams at FinTech cannot determine the category of the change themselves. The interviewee expressed the intention to automate changes of a lower category in the future. Higher category changes will always have to be approved by people inside or outside of the team depending on the impact. InsuranceInk distinguishes between categories like quick releases (small changes), standard releases and speed releases (changes that have to be deployed immediately). Standard releases have to be assessed for impact and in some cases have to be authorized by a CAB. Changes of a technical nature are always checked by a technical CAB because they have a bigger impact. Many of the regular software changes are currently left to the team responsibility. SmartIndustries does not officially use change categories. However, the manager noted that in their JIRA Scrum board, requirements are broken down into items like sub-task, task, story or epic which naturally gives the developers an indication of the size of the change.

Version control

All companies stated to use version control. SmartIndustries has recently deployed Git as a version control system while WebTech uses Gitlab. The software engineer at WebSales stated that version control made it very easy for him to trace back who conducted a particular change. He was particularly positive about versioning configuration sets that were written down as code. Furthermore, one respondent mentioned that they also versioned their Docker containers in which the applications were running which demonstrates the use of IaC and containers for versioning both infrastructure and applications.

Change registration

Besides using regular version control, some companies still require changes to be registered by the developers. Multiple tools were mentioned for documenting the process. While FinTech uses ServiceNow, SmartIndustries used JIRA. Although documentation is still necessary, most companies stressed that the overall amount of documentation had significantly decreased since using DevOps and that changes can be deployed much faster now. According to a respondent at PublicServices, the change request forms in their company are nowadays more used for communicating changes with each other than for documenting the process. GovTech also uses JIRA and saves documentation in an internal wiki when deploying changes. When making a change, teams have to fill in a release form which is saved to this wiki. After this, automated tests are deployed and the test reports are also saved in the wiki. The wiki is generally used for administrative documents and comments while JIRA documents the agile process. GeoTech
uses a central changesystem called ICD which is produced by IBM. This is also required for operational changes such as creating accounts.

Automated testing

As part of automating the process, many companies are currently aiming to automate the testing process. This eliminates manual tasks and increases the deployment process but also ensures that crucial tests are always run when making a change. While companies like WebSales1 and WebTech already use CD with extensive automated tests, other companies created a hybrid environment with partly automated and partly manual tests or used CI. Team External at PublicServices still employs testers but also uses automated regression tests that run every night. Furthermore, a piece of code can only be checked in when a change meets the requirements. This means changes cannot be committed if the code coverage of tests is less than 70% or the build is broken. GovTech and GeoTech have also automated substantial parts of their testing process although.

Post-deployment testing

WebSales2 had the least amount of preventive controls. Changes in their old change process were previously directly deployed after a minimum amount of automatic testing without the approval of another person. Traffic to this new production environment was then limited to a small percentage until another team member (usually a more senior developer) conducted a peer review on the change and approved it. The traffic to the new production environment was then extended to 100%. This way of A/B testing provides WebSales2 with metrics that help them to decide whether they want to extend the change or roll back. However, the authorizing developers also reviews the code in terms of security and compliance. WebSales2 also was the only company that indicated having some automatic change notifications in the most critical parts. These controls can assess the impact of a change based on the dependencies of the system. However, these change controls only take place the moment a change is deployed which does not give the developer enough time to react before the change goes live. In other parts that are not covered by automatic change controls, teams are expected to assess the impact themselves and communicate with other teams if necessary.

6.5.2 Identity and access management and separation of duties

Access to production

Most questions concerning access management evolved around the question who should gain access to the production environment. Whether companies gave employees this access to production or not depended on the circumstances. WebSales2 grants its team member complete access to production in order to fulfill operational tasks like troubleshooting; however, they do have different privileges in production than in development. Concerning companies that fully automate their deployment and don’t grant employees access to production, the respondent noted:
“You need to trust your system you need to trust all this deployment, the pipeline and the tests you perform before. And also it is very hard to troubleshoot if you don’t know the application. So let’s imagine for a moment we trust our administrators or the platform owners to troubleshoot, it is really hard. Now if you think about new technologies like containers where they don’t really have privilege access but they can still troubleshoot or even trigger new versions of the pictures of applications very fast. Then again the risk becomes lower.”

Developers at WebSales2 do not have default privileges to access to configure the tools in the pipeline. WebTech also gives developers access to production but still uses more traditional role descriptions and only grants this access to specific roles. On the other hand of the scale was WebSales1 which uses continuous deployment. This high degree of automation allows them to restrict developers access rights to production substantially. Employees are granted as little access as possible which effectively leads to most employees not having access to production. Teams however do maintain the pipeline themselves by adding and changing tests. The respondent at FinTech mentioned that not having to give developers access to production anymore was their ultimate goal for the DevOps transition:

“In the end of course you want everything to go into the pipeline automatically so that you don’t have to give access to anybody but in the mean time we will have to come up with some intermediate solution.”

Timed passwords

Between giving employees complete access to production and none at all were companies like FinTech and GeoTech who used timed access rights. FinTech stated that it wants to keep the separation of duties principle after its DevOps transition and therefore doesn’t want to give developers unlimited access to production. It is currently running pilots with the software “CyberArk” which allows developers to request timed passwords. GeoTech grants developers restricted access once a change is authorized by the CAB. The access then is logged and a standard notification is sent to the security department. While this control seems like an effective compromise, it depends on the circumstances whether this is practical. The interviewee at WebTech noted that he needed access to the production about twice per week and that requesting timed passwords for this frequent access would be rather impractical and not add much security since he had the regular opportunity to tamper with the production environment if he really wanted to.

Separation of duties

All companies said that they wanted to use some kind of separation of duties principle, although not all companies enforce this. Many case companies work with peer reviews, although the manner in which they were conducted varied. At WebSales1 and Team External of PublicServices, code reviews are technically required because developers cannot check in a piece of code if his merge request is not approved by another developer. Furthermore, at Team External the product owner is the person ultimately deploying the change.
In other teams, respondents trusted that another person would see the code automatically because people are working together in DevOps projects and have access to the same code base. This is also the case with Team Internal at PublicServices where all team members are able to deploy code to the next stage. Although it does make use of a reviewing role, the review is not technically enforced. According to the product owner, it does not happen that a piece of code is deployed that only one or two people saw because of the way in which the teams collaborate. The respondent at WebTech had a similar reasoning. Furthermore, WebTech also uses code reviews by encouraging developers to create merge requests and assigning those to a more senior developer who has to check the code and merge it. This is not necessarily done for small projects.

SmartIndustries also demands peer reviews, however, these are not enforced. Developers only have to check a to-do list in JIRA which includes a code review, although this list is not connected to the system. One of the respondents noted that access rights are not regularly reviewed and that some employees still have old access rights which they don’t need anymore. At GeoTech, teams have access to all accounts because of the varying tasks they do. Access to production however has to be requested on a temporary basis after a change has been authorized.

Because GovTech has outsourced its platform to a third party which manually deploys changes every two weeks, a separation of duties principle is integrated into the process. Furthermore, the product owner needs to approve each release package. As mentioned earlier, the product owner is also responsible for approval at FinTech and Team External. InsuranceInk is currently still in transition and has not yet decided how to handle the separation of duties principle. The respondents however did note that they do not necessarily want to stick to a traditional segregation of duties principle. According to one manager, the underlying goal of this principle is to prevent team members from conducting fraud. If there is another way to prevent them from doing to they would also be willing to try this. Currently, the technical application managers deploy changes which effectively means that the separation of duties is still available.

The respondent at WebSales2 noted that although the company requires a change authorization before the code goes live in the new process, code could technically be changed again once the code is live since developers have access the production in order to troubleshoot. This demonstrates that even the most effective separation of duties controls will not mitigate the risk of internal fraud if access to production is not restricted.

Separate roles and access rights

Some companies still worked with specific roles and assigned access rights per role. A manager at InsuranceInk stated that they were considering the possibility to grant employees dynamic access rights per sprint by assigning them specific responsibilities and access rights every sprint.

Team External at PublicServices also divides roles strictly. The team still uses specific role descriptions like developers, testers and operational employees who are responsible for a specific part of the deployment process. The process follows the common DTAP principle where no employee is able to deploy a piece of
code to the next environment if he deployed it to the previous one. WebTech grants employees required access to servers by using public and a private SSH keys. Employees that need access to production servers are granted those on the basis of their public key. In case they leave the company or their private key is compromised, access can be easily revoked by removing the public key from the central access list. WebTech however does not make use of temporary access rights.

Others

GeoTech has created a selfservice portal for one of its platforms in which the team can grant access rights to people to view data that is visualized in their application. However, the organization has defined data owners that have to give their consent if someone wants to access their data. Most companies also said to use separate accounts where every employee has one or more accounts to access parts of the deployment chain.

6.5.3 Security

On a high level, GeoTech has divided security into three main components which are privacy, security and company risks such as application failures. SmartIndustries distinguishes between three similar types of security which are physical, information security and cybersecurity.

Team responsibility

Many companies stressed the responsibility of the teams to ensure the security of their own product. InsuranceInk follows the SDL framework level 2 and holds teams responsible for executing it correctly. As mentioned in Section 6.4, the respondent at WebSales1 thought that it was very important that team members feel responsible and dare to step up if they have any security concerns because no security auditor would be able to find all security issues. The respondent at WebTech also noted that it was necessary to rely on the goodwill of employees to some extent because too many security controls would hinder the process:

"Of course we have NDA's, we have contracts with [WebTech], we have agreements [...]. [But] you have to be able to deal with each other in good faith. Security is always a consideration between usability and security, the more usability the less security and the other way round."

Another respondent mentioned in this context that very strict systems with a lot of security checks will inhibit the efficiency of the workflow which leads to team members developing workarounds that again compromise security.

Some companies even gave the teams a dedicated moment where they could mention security risks. At GovTech this happened during so-called "pokersessions" where the user stories were evaluated in terms of effort and time they cost to implement. The risks that have to be dealt with are then considered when assigning a story a "pokervalue". Large stories are split up into smaller sub-tasks to make them more manageable. WebTech also stated to conduct sessions in which security concerns as well as other risks could be raised. A respondent at
GeoTech stressed that they treat the security department as an internal customer that provides requirements which are put on the backlog and prioritized by the product owner.

**Security department**

Most case companies have a dedicated security department. The tasks of this department often covered monitoring activities and high level security tasks that ensured that the teams would implement security properly in their products. For example, the security department at InsuranceInk handles security exceptions like temporary authorization and monitors whether the teams meet the requirements of the SDL framework. Furthermore, security officers provide advice and organize the execution of penetration tests. The security department at Govtech also conducts regular security awareness campaigns and encourages employees to think about security. Similarly, the respondent at FinTech stated that the company was currently busy developing security trainings for DevOps teams.

A respondent at GeoTech pointed out that the security department makes agreements with other departments so if his team request a server from the infrastructure team they can be assured that it is secure because of the agreements the infrateam made with security. Their security department also serves as a contact point in case the teams have questions. Multiple companies also involve their security departments in the design process of new systems or when choosing suppliers. At InsuranceInk the security manager is also involved in the steering committee of the DevOps transition.

In some companies the security department also conducted lower-level tasks. The security engineer at WebSales1 is responsible for auditing the teams from a security perspective and conducting PCI audits. He is also the contact person for advice and participates in CABs in case complex changes are submitted. The security department at WebSales2 conducts monitoring activities and reacts to threats e.g. by blocking traffic. The security departments at GeoTech equally conducts strong monitoring. At SmartIndustries, information security is covered by a group of people in the IT department who conduct internal audits and tests. They try to hack existing applications and are involved in designing new ones. There is also a cybersecurity business unit although the case study team is not involved with them very much. PublicServices also divided their security tasks across multiple departments. Security advisors think about infrastructure and appliances whereas security officers handle security policies such as ISO27001.

**Outsourced platforms**

Companies that had outsourced their platform to an external party stated that the hosting provider conducts extra monitoring activities. One respondent also stressed that they had service level agreements with their hosting provider that ensured security.

**Security tests**

Multiple tools were mentioned that aid the teams in developing secure products. Some teams at PublicServices use the security tool Fortify, however, one engineer
of Team External noted that Fortify was not fast enough for his team. His team uses a static code analysis tool SonarQube but wants to move back towards Fortify in the future. The respondent at WebTech stated that one of their clients uses the open source OWASP scanner to check whether the microsites which WebTech produces for them are secure. GovTech and PublicServices hire third parties to conduct additional security testing like pentests in case they deem this necessary.

Most case study companies have only partly automated their security tests so far. Notable exceptions were WebSales1 who uses security testing software like pentesting software and specialized products for websites and webservices and WebSales2 who implemented automated security tests in their new way of working. Generally, companies automated more of the functional tests than security tests.

**Security operations centers**

PublicServices and SmartIndustries both had an internal security operations center (SOC). During a visit to the SOC at PublicServices, it was demonstrated that it did not only monitor logs but also monitored Twitter feeds that related to their work and associated instances so that the public opinion and external events could be detected quickly. The SOC also coordinates the Security Information and Event Monitoring (SIEM) which is partly conducted by an external party. Besides conducting monitoring, the SOC can also scan the infrastructure. At SmartIndustries, the SOC was located in another city and monitored running applications for which the case team requested this.

6.5.4 **Compliance**

In order to ensure and verify compliance, multiple companies had employed compliance officers or internal auditors. In the case of WebSales2 this was a risk & compliance officer whereas PublicServices had internal auditors. WebSales1 had employed a security officer who is partly responsible for security related audits. As the risk & compliance officer at WebSales2 pointed out, the company separates between critical applications that fall under the SOx regulations and less critical applications. Only for the SOx applications did the company use the COBIT framework. One team at PublicServices was building a so-called "audit robot" that would check in the logs associated to a committed piece of code whether it was first analyzed with the security tool Fortify. This would then allow the company to identify code that was potentially not sufficiently tested for security issues and call the responsible teams to account. Many companies are also regularly audited by third parties in terms of security, e.g. because they followed the ISO 27002 norm or use the identity management service DigID. None of the companies that already had some experiences with external audits such as security or financial statement audits reported particular difficulties due to their DevOps processes. Some respondents even mentioned that they were now able to handle concerns which the auditors mentioned faster due to working DevOps. SmartIndustries was the company with the strictest compliance requirements. One of the respondents mentioned that every time
they want to implement a new application which is connected to the internet they have to let another party check this application.

Some controls found during the literature review in Table B.2 were also employed by the case study companies; however, this was not done because of specific compliance requirements but rather because companies viewed them as a good practice. All companies separated their testing and production environments from each other, mostly following the traditional DTAP pattern. Item tracking was often done in tools like JIRA by starting with epics and refining them to more specific user stories, tasks and sub-tasks. Controls that were implemented due to compliance requirements as described in Section 6.2.2 mostly related to change and access management. No company had automated compliance testing to monitor whether these compliance requirements were fulfilled. This was mainly done by internal auditors that were specialized in security or legal issues. The security manager at WebSales1 mentioned that, although general compliance checks are more difficult to deploy than security checks, it is e.g. possible to automatically check whether employees use suitable encryption algorithms that ensure data privacy. He also pointed out that it is in some cases still necessary to conduct manual checks especially when someone raises the suspicion that something is not right. It is therefore not effective to completely rely on the automatic compliance and security controls without critical thinking.

Another aspect that was often mentioned in order to ensure compliance requirements was to increase transparency and traceability of actions. This was mostly done by logging actions.

### 6.5.5 Monitoring and logging

While logging was acknowledged as important by all participants, the focus of logging varied slightly. While GovTech stressed that they conducted technical and functional logging, SmartIndustries stated to mainly focus on technical logging. According to the risk & compliance officer at WebSales2, strong monitoring is also a way to compensate for a potential lack of preventive controls of which they implemented less because they did not want to slow the process down:

"This is something very natural in DevOps that they [the developers] will also do the troubleshooting and deployment and everything. So they still have this access and the code can still change. So I think that would be one of the main remaining risks. It is not 100%. So usually companies would try to limit this level of access or put strong monitoring into that. Which is a way to compensate the missing piece of control there."

The security engineer at WebSales1 pointed out that the DevOps teams are innately encouraged to monitor because they also have to provide operational services for their applications. Without the feedback they receive from monitoring these systems it is more difficult for them to detect problems. Encouraging the teams to do so is important because the teams are responsible for building the logging tools for their applications themselves, which create important audit trails. At GeoTech, at least one of the case teams uses the tool Splunk for monitoring operations. They have also created rule-based alarms, e.g. if the CPU is
higher than 5%, an automated alarm is sent to the team mailbox. The adminis-
trator of a sprint is responsible for checking this mailbox as well as checking
Splunk itself regularly to ensure that no other incidents happened which did
not trigger rule-based alarms. Furthermore, multiple teams were observed to
have large screens in their department that reflect real-time testing results and
other important KPIs or logs. This was for example the case at GovTech and
GeoTech. Seeing these test results continuously allows the teams to react fast to
potential incidents and continuously improve their tests and code.

Besides holding the teams responsible for monitoring their own applications,
many companies charged the security department with high-level monitoring
tasks of network traffic or activities (also see Section 6.5.3). At some compa-
nies the security department also monitored internal processes: Every time a
developer at GeoTech conducts an action that is not normally allowed for him,
an alarm is sent to the security department. This also happens every time a
developer deploys something into production. In case a change is registered
and was previous authorized by the CAB, security conducts no further action.
Otherwise, the notification is followed up. The security department at GeoTech
also has dashboards with flags in their office in order to recognize incidents
as fast as possible. At the companies that had outsourced their platform, the
external hosting provider also conducts substantial monitoring activities. As
mentioned earlier, two companies also had an inhouse security operations center
which monitored logs and applications.

Various metrics were mentioned to be suitable for monitoring. The respondent
at FinTech mentioned that the teams in her company get to decide themselves
which KPIs they want to monitor. Examples for KPIs she gave were mean
time to restore service or change success rate. An interviewee at InsuranceInk
also stressed that it is important to conduct a zero measurement before the
teams implement DevOps in order to track improvements through the use of
DevOps. He also noted that his company currently uses old KPIs that should
be changed to efficiently support the DevOps processes. FinTech also extracts
monthly reports from their administration software ServiceNow that shows
configuration management, incidents and changes. Similarly, SmartIndustries
stated to regularly create reports for auditors but also to monitor their internal
effectiveness.

Other controls that have been previously mentioned but are also important
in the context of logging are change registrations, version control tools and
logging access to production in order to trace who checked in, approved or
deployed a piece of code. The respondent at Webtech also stressed the use of
Docker containers in the context of logging: Containers do not only enable
developers to update applications much easier but also allow them to trace
application-versions more easily with a version number.

6.5.6 Others

Risk evaluation sessions

Many companies have risk evaluation sessions in which potential risks of a
project or a new work item were discussed. WebSalesz calls this a threat anal-
ysis and conducts this during the design stage of every new project. In most companies, these meetings involve experts from different domains such as audit, legal, compliance and security but in some companies also customer centric disciplines like UX are involved. GovTech, FinTech and PublicServices do this on a regular basis or before every large project, similar to WebSales2. FinTech also mentioned to have additionally planned this for their DevOps implementation project. WebTech has also conducted a similar workshop a while ago in order to identify security risks.

**Risk log**

SmartIndustries explicitly defines and monitors risks in large projects. GovTech stated that they incorporate risks into user stories which are documented in JIRA. WebTech also mentioned that they started being aware of potential risks some time ago but are not yet explicitly managing them or writing them down.

**Rollout and rollback strategies**

Most companies expect teams to have rollback plans in case a deployment does not perform as desired. How these are conducted varied per team. At InsuranceInk, teams are among others required to have a rollback plan in place when independently deploying quick releases that do not have to be approved by a CAB. GeoTech conducts rollbacks by making snapshots of the virtual servers and deploying the older version again. This has the advantage that no traces of the old, replaced application are left behind. The respondent stressed that this is only possible because they separate their databases from the applications which means that the databases are untouched if the applications are reset to an older version.

Team External at PublicServices uses a BlueGreen deployment strategy (see Section 4.5.6). The Microsoft Azure platform which they use enables the team to roll out versions to different regions like Northern Europe or Western Europe. Furthermore, they have a production and staging slot which they can swap in case the production version does not work as expected. The product owner of Team Internal mentioned that this strategy was not possible for teams using COBOL which only allows them to do rollforwards. These teams usually first check whether they can handle the issue in production and then deploy a better version. In case this is not possible, they have to roll out the old version again.

**6.5.7 Soft aspects**

As already evident, DevOps strongly emphasizes soft controls. During the interviews, various soft controls were identified that supported the implementation of above mentioned controls or mitigated risks identified in Section 6.3. Most of these controls were not mentioned explicitly by respondents but were identified from examples the respondents gave about how their teams behaved. While some of these aspects were already addressed in the previous sections, we will give a comprehensive overview of these controls in the following.
Clearly communicated responsibilities

Some companies demonstrated that they had clearly communicated responsibilities, authorizations and procedures in place. These clearly communicated responsibilities were found within the teams as well as when the team had to interact with people outside of the team: Within the teams, members knew very well what was expected from them in terms of development, maintenance but also security and compliance of their products. Multiple interviewees stressed that it was very important that teams are aware that they were end-to-end responsible for their product. As one respondent put it:

"Everyone has to be able to operate the run, if the system is in lock-down it could also be a developer who is called out of his bed."

Outside of the teams, members also knew which person they should approach in case of incidents, questions or if a certain process needed to be authorized. Examples of these clearly communicated responsibilities include the appointment of data owners who need to authorize access to particular data sets and information security officers.

Team autonomy

In most companies, teams were given the freedom and authority to take independent decisions concerning their systems. If teams do not have the autonomy to take decisions and react quickly, this can increase security issues. Teams evidently need to receive this autonomy from their superiors which requires strong management support. Team autonomy is also strongly related to the concepts of organizational culture, continuous improvement and team responsibility. A manager at Insurancelnk illustrated this in the following example:

"I sometimes say as a joke that I would like to go back to the basics. Of course we are a corporation, but really I would like to go back to the basics in the sense that a team feels as if they were eight nerds in an attic. Like, you have your own company, your own responsibilities, that’s clear, and the moment you don’t have a product…well you have to put food on the table, the chimney has to smoke. Then you get this kind of spirit that teams really go for the very best. And that is were we want to go, really towards small, autonomous teams with a high degree of automation and efficiency."

Communication

Teams were encouraged to communicate among each other as well as with managers at all times. This was mentioned very often in the context of change management when respondents gave examples of change deployments that also impacted systems of other teams (see Section 6.5.1). However, communication was also expected if teams had problems they could not solve themselves or had questions. One product owner mentioned that he consciously chooses not to participate in the daily stand-up meetings of his team but rather waits until the team approaches him with questions or problems. Teams should also feel responsible for their product and step forward in case of concerns as demonstrated in Section 6.4.6.
The teams at GeoTech transitioned to DevOps one and a half years ago. Prior to this, they were working with an external supplier while GeoTech created the requirements and also internally operated the applications. However, changes involved an extremely high amount of documentation, multiple contracts and slow communication between all parties involved:

"It became completely unworkable with an external supplier and an internal operating department and another IT party in between. It went over too many levels with too much documentation. Of every change 80% was documentation of which only 20% finally became a change. Effectively we only did a few changes per three months, almost nothing."

As part of the DevOps transition, the external supplier was transformed into consultants that worked on a hiring base and the functional and technical application management teams were merged and transformed into DevOps teams. All team members are now encouraged to perform both functional as well as technical tasks. The teams are responsible for the applications as well as maintaining the database behind their applications. Reaction times are now much faster because client requests are directed at the teams directly and are solved within the teams.

The DevOps teams have already automated some small tasks such as data extraction, transformation and loading. According to one respondent, the ultimate goal is to completely automate the process and to integrate all operational tasks into a CI/CD pipeline. Since the teams are responsible for both development and operations, they have administrator rights on all DTAP environments. However, team members do not have access to production by default but receive temporary access once a change is formally approved by the company which makes sure that changes do not clash with other scheduled changes. Small changes that are categorized as low impact changes can be performed directly by the teams which makes the process more efficient. All actions are logged and are therefore fully traceable. Version control is performed both on code and data as well as on configuration sets. Snapshots of the virtual servers enable the teams to perform quick and clean rollbacks. GeoTech also has a large security department which monitors the security logs. Security requirements from this department are treated like client requests and are added to the backlog and prioritized by the product owners.

GeoTech also has procedures in place in order to enforce communication and detect problems early. Team leaders have to inform their team members within an hour if they run into a problem which they haven’t solved yet. If the problem is still not solved within a specified period, it is scaled up by informing the product owner, solution architect and other relevant actors. This way, serious problems are scaled up to an organizational level within less than a week.

The transition has led to significant performance increases as shown in Figure 6.2. The represented team transitioned to DevOps in 2017 whereby the statistics clearly show decreased numbers of incidents and shortened resolution times within the three quarters after the transition. Most strikingly, the teams have
managed to significantly increase their numbers of changes and to shorten the
throughput time of these.
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Figure 6.2: Incident and change statistics GeoTech
THE DEVOPS RISK MANAGEMENT FRAMEWORK

The following chapter introduces the final risk management framework and strategies as designed after the validation interviews. For information on the draft framework and adjustments to the same refer to Chapter 8. The risk management framework introduced in this chapter consists of a classification of risks (Section 7.1.1), a summary of risk management practices that are compatible with DevOps (discussed in Section 7.1.2, complete overview in Appendix D), an overview of DevOps risk governance components (Section 7.2) and a risk management matrix that suggests four different risk management strategies for companies (Section 7.3).

7.1 SYNTHESIZING LITERATURE AND EMPirical FINDINGS

7.1.1 Risks

As concluded in Chapter 4, risks were hardly mentioned in literature, although they have been identified plenty by practitioners. Furthermore, literature mainly focused on inherent risks that were directly related to the concept of DevOps (such as a high deployment rate or developers having access to production) while practitioners also mentioned practical risks that were related to the consequences of using DevOps e.g. planning and communication problems or teams becoming too autonomous. Moreover, literature mainly mentioned risks as a justification for suggesting specific controls instead of conducting thorough risk analyses.

Since the risks encountered in literature were much more generic than the risks mentioned by practitioners, it is not possible to compare these findings without identifying the root problems behind these generic risks. For example, the risk of frequent deployment in reality concerns the risk of deploying faulty products that do not meet security or compliance standards or lead to system downtime. This risk therefore falls into the product risk category as described in Section 6.3. Developers having access to production was a risk that was also mentioned by practitioners and was classified as a risk of internal fraud which again belongs to the team risks. The risks of security and compliance as mentioned in literature also concern the product that is deployed.

Analyzing the risks encountered in literature this way supports the classification of risks as designed during the case study analysis, whereby the risks mentioned in literature exclusively fall into the team and product risk categories. Figure 7.1 visualizes these risk categories and indicates a top-down approach that organizations can use when examining risks relevant to their situation.

The definitions of the categories adhere to the descriptions developed in Section 6.3 with the following additions: The product risk category does not only encompass the obvious products and services of an organization but more specifically the product the team is working on. This for example also includes the infrastructure and the CD pipeline since the infrastructure is nothing more
than a product maintained by the infrastructure teams while the pipeline either belongs to the product of the DevOps teams or is a separate product of a dedicated team maintaining the pipeline. Furthermore, the project risk category might seem counter-intuitive at first sight since projects are a traditional concept. However, the category describes any activity that is bound to a schedule and budget and involves multiple actors. This can refer to development activities within a team or to organizational wide activities. Because many companies still use this term in combination with the described activities, it was decided to keep this category with the given name.

Naturally, these categories are interconnected since a problem in one category can lead to risks in another category. Furthermore, some categories might overlap as one risk could be assigned to multiple categories. Nevertheless, the overview is deemed to cover all important risks and can therefore be a useful tool which aids organizations in conducting a complete risk assessment for their DevOps processes.

### 7.1.2 Risk management practices

A comparison of risk management practices in literature and practice shows that literature suggests many technically advanced, automated controls while companies in practice still rely on more traditional practices because they are not yet mature enough in their processes to rely on the other controls. Most controls in literature were also recognized in practice, although the technically advanced controls were only found in very mature companies. Furthermore, controls from literature were mainly focused around the operational processes regarding software delivery and were less concerned with supporting mechanisms such as the role of the security department.

While literature suggests compliance as a goal in itself, respondents from the case studies made clear that compliance for them is not a goal that needs to be achieved but rather viewed it as a basic condition they need to fulfill from where they design their operations. Furthermore, many compliance controls that were mentioned usually fall into one of the other categories such as security controls...
(when following security frameworks) or change and access controls (e.g. when applying ITIL or COBIT). Nevertheless, we will keep compliance as a separate category in our framework to cover controls that ensure general compliance and controls that may be required in terms of compliance and not fall into one of the other categories.

7.1.3 Mapping controls to risks

Table 7.1 summarizes the identified risks and suggests some controls that can be applied to mitigate these. Besides mapping controls found in literature or during the case studies to the risks, some controls had to be newly designed or specified more in depth to cover the risks sufficiently. This mainly concerns controls about awareness trainings as well as the specifications of soft controls and general risk mitigation mechanisms. As evident, some controls were also used in a different context than originally specified. For example, the control reporting is not only useful for reporting to auditors but can also be useful as a monitoring tool in which DevOps teams have to issue these reports to the management in order to demonstrate and justify their actions and choices.

The table also clearly demonstrates the importance of soft aspects such as communication and culture. Since soft aspects in DevOps are no longer just useful for improving business processes but are rather integral controls to mitigate important business risks, it is essential for companies to create more measurable and verifiable approaches to soft controls. Being able to demonstrate the effectiveness of their soft controls will also allow companies to prove their internal control to auditing parties. For example, culture could be demonstrated through the existence of a code of conduct or by conducting regular trainings while communication could be demonstrated through the establishment of effective communication channels and communication protocols.

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>RISK</th>
<th>CONTROL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transition</td>
<td>1.1 Teams don’t understand and carry out their responsibilities which affects security and quality of work</td>
<td>1.1.1 Regular awareness trainings 1.1.2 Clearly define and communicate team responsibilities 1.1.3 Regular audits of teams and code by relevant departments (e.g. security, compliance)</td>
</tr>
<tr>
<td></td>
<td>1.2 Stressed or frustrated employees lead to less productive work</td>
<td>1.2.1 Clearly define and communicate team responsibilities 1.2.2 Appoint contact people outside of teams for questions and support (e.g. security and compliance departments)</td>
</tr>
<tr>
<td>CATEGORY</td>
<td>RISK</td>
<td>CONTROL</td>
</tr>
<tr>
<td>----------</td>
<td>----------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| Organization | 2.1 Collaboration of DevOps and non-DevOps teams leads to scheduling and resource problems | 2.1.1 Communication  
2.1.2 Apply some project management principles to ensure proper time and resource planning  
2.1.3 Limit contact between DevOps and non-DevOps teams  
2.1.4 Team autonomy |
|          | 2.2 Management and DevOps teams have differing priorities which leads to scheduling and resource problems | 2.2.1 Management support  
2.2.2 Communication  
2.2.3 Team autonomy |
| Project | 3.1 DevOps teams don’t meet customer deadlines because of Agile working or unforeseen incidents | 3.1.1 Use agile frameworks that help to structure the process (e.g. SAFe)  
3.1.2 Use some traditional project management mechanisms  
3.1.3 Train product owner to prioritize backlog items and incidents |
|          | 3.2 Project fails because of too little overview | 3.2.1 Use some traditional project management mechanisms (e.g. quality gates, project board, risk officer)  
3.2.2 Clearly define and communicate responsibilities |
| Team | 4.1 Wrong prioritization of work items leads to critical items not being carried out | 4.1.1 Train product owner to prioritize backlog items and incidents  
4.1.2 Clearly communicate responsibilities |
|          | 4.2 Team member conducts internal fraud by stealing data or manipulating systems | 4.2.1 All Identity and access management controls  
4.2.2 All change controls  
4.2.3 Logging  
4.2.4 Monitoring for unauthorized actions  
4.2.5 Soft controls (e.g. team responsibility, non-disclosure agreements) |
The main elements that constitute effective DevOps risk governance are visualized in Figure 7.2 in the form of a house. The roof represents the risk categories and compliance requirements that apply to a company and which should govern all organizational design choices. Clearly assigned roles, responsibilities and policies are the overarching requirements for effectively dealing with these risks and compliance requirements. These general mechanisms are supported by four pillars: The first three pillars represent the three lines of defence model (which was previously described in Section 2.2.3) in a DevOps context. The first line addresses operational processes around software delivery and operations and contains the automated and manual controls. The DevOps teams themselves are the risk owners and are responsible for the implementation and execution of the first line controls. The second line contains supporting and overseeing functions.
that actively manage the risks. This includes departments that have been established as important for supporting the DevOps teams as well as frameworks and methods they provide. Besides the security, legal and QA departments mentioned in this figure, other departments may have to be involved in the DevOps process depending on the exact activities of the teams. The last line of defence provides assurance in form of internal audit. Although not all case study organizations conducted explicit internal audits, we have incorporated this practice to represent the necessary recurring assessment of the efficiency of risk management activities in the model. The DevOps processes add business value and operational efficiency. Some DevOps processes naturally overlap with the proposed controls. DevOps can e.g. contribute to effective monitoring, logging, conducting quality assurance through automated testing and conducting version control. The continuous improvement aspect is also reflected in the internal audit and the culture. A strong DevOps culture emphasizing integrity, trust and communication is the foundation of all other components in the house, clearly demonstrating that a lack of culture will lead to a collapse of the DevOps organization.

The blocks are based on the concept map in Figure 6.1. However, some elements have been rearranged due to their priorities. The case studies and literature review have made clear that culture is one of the most important elements in DevOps risk management and cannot simply be seen as an interchangeable risk management process. It has therefore been moved towards the bottom of the
house. The identified soft controls match with the elements Culture and Roles, responsibilities, policies and are therefore not mentioned separately in the operations pillar anymore. Lastly, the product owner who was identified as one of the main actors in mitigating product and team risks is also incorporated in Roles, responsibilities, policies and in Agile practices which represents the importance of his function better.

While this figure represents all important elements of risk governance, it does not give information about the design of the risk management strategy that companies should drive nor the specific practices which it should implement. During the literature review, many controls and mechanisms have been identified; however, not all of them are suitable for every situation. The following sections will address this issue and aim at establishing guidelines for how the elements and processes represented in this house should be designed and executed.

7.3 THE DEVOPS RISK MANAGEMENT MATRIX (DRMM)

As identified in Section 6.2, two main factors which predominantly influence the nature of risk management practices are the compliance requirements to which a company is subdued as well as the DevOps practices which it implemented. Extending these concepts to broader categories which they represent leads to the proposition that two main factors which influence companies in the design of their controls are Risk appetite as well as DevOps maturity. Risk appetite is based on the impact that the occurrence of a risk will have on the company and on the teams’ choice whether it wants to carry these consequences. A higher risk impact as well as many compliance requirements often lead to a lower risk appetite: While e-commerce companies like WebSales1 and 2 chose to value the speed of deployment over not making smaller mistakes such as bugs, the same choice was not reasonable for companies operating in high-risk or high-compliance environments like FinTech and SmartIndustries. However, risk appetite was also found to vary heavily per team. Teams that were providing internal services to their company could usually afford to make more mistakes than teams providing services to customers.

Mapping these two factors on a matrix will give us the figure represented in Figure 7.3a with four basic situations in which teams can find themselves. We will call this matrix the DevOps risk management matrix (DRMM) in the following. The figure includes a basic description of a risk mitigation strategy that is suitable for each situation. While companies cannot completely control their position on the risk appetite dimension, they can change their DevOps maturity. The background colours in the matrix represent the agility which teams can achieve at each stage of their DevOps journey while remaining in control: Light background colours represent high agility and dark colours low agility (see Figure 7.3b). This division also explains the main driver why teams want to become more mature in their processes: Increasing DevOps maturity leads to an increase in agility and lets them reap more benefits of DevOps (some of which have been identified in Section 6.2.4 earlier). While teams with a higher risk appetite and a high maturity can fully automate their process, transfer most of the responsibility to the teams and thus achieve the maximum possible speed and agility, the same degree of automation is not suggested for teams with a
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Figure 7.3: Demonstration of DevOps risk management matrix

low risk appetite, even if they are very mature in their processes. This is due to the need of extra manual preventive controls that ensure compliance and risk mitigation before deployment.

While risk appetite and DevOps maturity seem like two different factors, it is important to note that the two axes are not entirely independent from each other. Teams that operated in a lower risk environment (and thus often had a higher risk appetite) were in general more mature in their DevOps processes than teams in higher risk environments. It is therefore likely more difficult for teams who are less capable of taking some risks to move from a low maturity of DevOps processes to the high maturity quadrant. This is likely because teams with a low risk appetite somewhat challenge the idea of DevOps as suggested by Farroha and Farroha [13] who claim that it is more important to recover quickly from mistakes instead of completely preventing them from happening.
7.3.1 Relationship risks and DevOps risk management matrix

After examining the basic risk-mitigation strategies demonstrated in Figure 7.3a it becomes clear that the risks identified in Section 6.3 have varying priorities in the different quadrants. While companies should of course always consider all types of risks and identify whether they apply to their specific situation, it is evident that some risks like transitional risks only apply to companies with a low DevOps maturity while others like team risks are mainly due to a high degree of team autonomy which is a characteristic of higher DevOps maturity. Product risks are generally higher in teams with a high risk appetite since these may employ less checks before deploying a product and prioritize speed and ultimately continuous delivery over (calculated) risks. Especially teams that deploy relatively often but have not yet implemented many functional tests are at risk of deploying faulty products. Organizational and project risks were not found to be related to risk impact or DevOps maturity but depend on the nature of the organization and the type of work that the teams conduct.

Companies have to pay special attention to implementing extra mitigating controls that arise from the risks mentioned in their teams’ quadrant. These controls will therefore be integrated in the strategies that are introduced in the next section. It is important to note that companies which still have a low DevOps maturity and employ some traditional development methods naturally still have to be aware of risks specific to traditional software development which are not discussed in this thesis.

7.3.2 The DRMM strategies

As shown in Table 7.1, multiple controls can be used to mitigate the same risks. The controls a company chooses should therefore depend on its position in the DRMM and the corresponding strategy it should pursue, as well as on the risks that are of particular importance to the team’s situation. Figure 7.4 suggests some controls that support the respective strategies. The strategies are discussed in more detail in the following.

High DevOps maturity - low risk appetite: Continuous delivery

Teams in the low risk appetite half of the matrix have to focus much more on designing preventive controls than teams in the other half because they can afford fewer mistakes than the prior group. Nevertheless, teams with a high DevOps maturity can automate much of their process and leverage DevOps to their benefit. Enforcing critical functional and security tests before every deployment can increase product quality and safety because it eliminates the possibility of human mistakes. On the other hand, in order to eliminate the possibility of technological malfunctioning or not testing important parts of a new feature, manual approval should be always required right before deployment. This can for example be done by the product owner of the team who verifies that the user requirements are fulfilled or through another DevOps engineer who can run some technical tests that verify safety and compliance. The exact design of these controls depends on the company’s wishes and its particular circumstances. Large changes should always be approved by a CAB. Generally, developers
should not gain access to production. Furthermore, teams need to be responsible enough to reach out to the security department and the CAB in case they have questions or concerns instead of just pushing critical changes to production. The security department should furthermore take a strong monitoring role in this strategy, both internally and externally. This means that on one hand it should support the teams with monitoring their systems and infrastructure and by taking appropriate action such as blocking traffic if required. On the other hand, security should also monitor for internal incidents such as unauthorized actions by developers. These monitoring activities can be supported by triggering rule based alarms in case of predefined events. In very high risk environments that require extensive monitoring it is recommended to establish a dedicated security operations center either in-house or by contracting a third party that conducts strong and continuous monitoring activities. The company should also conduct regular internal audits to ensure the controls are still up-to-date and effective. Despite the large amount of preventive and detective controls, it is very important for these companies to train the team responsibility and awareness as well as to establish a culture of continuous improvement in which team members dare to speak up in case of concerns. Only if such a culture is created
the company can trust their operational DevOps processes. On a general note, since approval in continuous delivery can be given with one single click on the button, this strategy does not lose much of its speed compared to continuous deployment, if the responsible person authorizes important changes right away.

**High DevOps maturity - high risk appetite: Continuous deployment**

This quadrant is undoubtedly the most desirable for teams to be in because it allows them to achieve the maximum possible speed and agility and lets them automate as many manual tasks as possible including the deployment of the product. However, this strategy is only responsible if the consequences of deploying a partially faulty product or a team not carrying out its responsibilities are relatively low and the company is willing to carry them. Companies operating this strategy can give their teams great autonomy and responsibility and can emphasize the use of detective controls (monitoring) over preventive controls. Teams are mainly responsible for security and compliance related issues themselves which increases speed and eliminates unnecessary bureaucratic processes. Since the deployment is fully automated, it is not necessary to give all developers access to production which lowers the risk of internal fraud. Furthermore, frequently deploying small releases also lower risk to some extent and lets these teams detect problems early. The security department takes an advisory role which the teams can approach if they have questions and audits the processes in regular intervals. In order to maintain a separation of duties principle and prevent internal fraud, peer reviews for approving merge requests before entering the deployment pipeline are recommended. However, in order to compensate for the lack of preventive controls, teams should always have a rollback strategy in place and conduct strong monitoring activities that detect and escalate incidents quickly. Teams in this quadrant can also consider making use of platforms such as Microsoft Azure or AWS which do not inhibit their continuous deployment capabilities.

**Low DevOps maturity - high risk appetite: Experimental learning**

The third quadrant describes companies or teams that are willing to take some calculated risks but are not yet very mature in their processes and actions. Due to their willingness to accept the impact of small mistakes, teams in this quadrant are free to experiment with different controls and techniques to find out what works best for their situation. Teams in this half of the matrix typically prioritize speed over perfection which is why controls such as post-deployment approval are acceptable here. Obviously, once a company matures in their processes it can still implement more automated tests which don’t take away any of the speed but lowers the possibility of product risk (see Section 7.3.2). The team might also benefit from BlueGreen deployment strategies and A/B testing to test customer responses to different versions of their product. Since the risk impact is presumably lower for teams with a high risk appetite, it is generally acceptable (although not desirable) to give developers access to production e.g. to troubleshoot, although companies will then have to implement strong monitoring and logging instruments to ensure traceability. If the teams want to focus on building their core capabilities and focus less on infrastructure, they can also benefit from outsourcing their platform to a third party or using
cloud services such as Microsoft Azure or AWS. Nevertheless, teams should conduct thorough risk analyses and not refrain from using manual controls to compensate for missing automated tests, even though these might inhibit their agility to some extent. Since the teams are still in the starting phase of their DevOps transition and might not be accustomed to their responsibilities and the DevOps culture yet, management should review their actions regularly, for example by asking for updates and reports from the teams. Teams should also receive extensive coaching on their responsibilities to prepare them for working more independently once they reach a higher DevOps maturity.

**Low DevOps maturity - low risk appetite: Agile teams responsible for Dev and Ops**

Teams that are not yet mature in their DevOps processes but cannot or do not want to take many risks are operating in a rather perilous environment. They therefore have to be extremely careful when implementing new features and methods. A suitable starting point is to implement an Agile framework like Scrum or SAFe that structures their processes and to give teams responsibility for both development and operations. Automation does not yet play a (big) role at this point because it is more important for teams to become accustomed to the DevOps culture and their broadened responsibilities. Controls are therefore rather traditional and can be replaced by automated controls during the growth process (see Section 7.3.3). Changes should generally be approved by a change advisory board, except for very small changes with minimal impact, and should always be registered beforehand to improve traceability and inform other teams. Teams however should be extensively trained in their responsibilities in order to prepare them for a more autonomous way of working. Developers should only gain temporary access to production in order to deploy changes, e.g. by requesting timed passwords. In order to assess and ensure compliance, the company should also employ internal auditors or risk & compliance officers.

### 7.3.3 How to move from one quadrant to another

The risk appetite of a company or team will likely not change through the implementation of DevOps which means that teams are operating on a vertical scale in the DRMM, aiming to achieve a higher DevOps maturity. The main drivers for this desired maturity growth has been identified above as increased agility and generally reaping more benefits associated with the DevOps concept. As mentioned earlier, it is easier for teams with a higher risk appetite to move to a higher maturity than for teams with low risk appetite.

Figure 7.5 gives a basic indication how teams should approach their maturity growth process based on the available strategies. While teams with a higher risk appetite are rather free to experiment with different deployment strategies and automated controls, teams that don’t want make mistakes have to think much more about the applicable risks and mitigating controls beforehand. The risk assessment approach suggested in Figure 7.1 and the complete summary of controls in Appendix D can be of help when doing so. Teams in this situation also need to identify and involve critical actors in the design of their DevOps processes from an early stage on. Most importantly, this concerns the security department but could also apply to departments such as quality as-
surance, infrastructure and legal & compliance. While this overview gives a basic indication on achieving maturity growth in DevOps, more research on DevOps maturity stages and growth strategies needs to be conducted to give more specific instructions.

Figure 7.5: Basic growth strategies
This chapter summarizes the validation interviews and the results of the validation survey and the adjustments that were made to the draft framework based on the received feedback. As shown in Table 8.1, four experts working in the fields of DevOps and/or IT Risk and audit were interviewed during this phase. The interviews are summarized in the following sections. Finally, Section 8.5 summarizes the results of the survey sent to the case study respondents.

### Table 8.1: Experts interviewed for artifact validation

<table>
<thead>
<tr>
<th>POSITION</th>
<th>EXPERTISE</th>
<th>EXPERIENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Senior Manager - GRC Technology</td>
<td>Governance, Risk &amp; Compliance, IT Audit, DevOps</td>
<td>9 years</td>
</tr>
<tr>
<td>Senior Manager - Digital Enablement</td>
<td>Agile, DevOps</td>
<td>11 years</td>
</tr>
<tr>
<td>Senior Consultant - Enterprise Agility</td>
<td>Agile, DevOps, Change Management</td>
<td>10 years</td>
</tr>
<tr>
<td>Director - IT Assurance &amp; Advisory</td>
<td>IT Audit, IT Risk</td>
<td>12 years</td>
</tr>
</tbody>
</table>

### 8.1 Senior Manager - GRC Technology

The first expert to be interviewed was a senior manager in the Governance, Risk & Compliance Technology department of a Big4 audit- and consultancy company. The interviewee had almost nine years of experience in IT risk consulting as well as IT audit and IT assurance engagements and is currently also consulting some companies on how to keep control over their DevOps processes. The respondent said that he experienced a shift of DevOps from more experimental web applications towards critical core systems over the past years which makes DevOps also a relevant topic for auditors nowadays. Nevertheless, he stated that his department is still exploring how to control DevOps and that not everything is completely clear to them yet. Since the respondent had extensive knowledge about both DevOps and IT Risk, the interview served to receive broad feedback on the whole research and to improve the framework based on this.

#### 8.1.1 Risks in DevOps

The expert thought that risks can be viewed from many different angles: While auditors during the financial statement audit will look at the integrity of the systems processing the data, other others might look at to effectiveness, privacy and continuity. Looking at the classification of risks as done in this research, he noted that many of the categories were interconnected and that many risks...
such as problems in the organization or transition would eventually lead to product risks. Generally, he thought that the categories represented different levels in which the risks would manifest themselves but if one looked at the root problems, the categories did make sense to him. Furthermore, he also thought that one risk could fall into multiple categories. While the exact category of a risk is therefore not always clear, he agreed that the combination of categories did cover all risks he could think about. On a side note, he mentioned that the term "project" represented a rather traditional concept which implies that a product is specified, designed and finished at some point.

The interviewee also thought that it was important to stress that not all specific risks that were listed in Table 7.1 belonged exclusively to DevOps. For example, the risk of a team member conducting internal fraud applies to all companies and not only to DevOps teams. Nevertheless, the risk is obviously also important to consider for companies using DevOps. While the risk did not change by implementing DevOps, he noted that the controls to mitigate this risk did change in nature. He also pointed out that the DevOps practices such as faster and more frequent deployment brought new risks to the process. These were mainly classified as product risks.

8.1.2 DevOps risk governance

The first versions of the risk governance house consisted of three pillars being control processes, DevOps and risk management practices, similar to the concept map introduced in Figure 6.1. However, the interviewee thought that the division between controls and risk mitigation mechanisms was not entirely clear since they seemed to represent similar concepts. Furthermore, he noted that the use of frameworks, which were classified as a risk management concept, also influences other factors such as the roles, responsibilities and policies in the organization. Nevertheless, he overall agreed with the approach which the framework represented.

8.1.3 DevOps risk management and controls

The draft risk management matrix originally contained the axis "risk impact" instead of "risk appetite". The respondent thought that these were two very suitable factors to use for the matrix. However, in order to make the meaning of the risk impact axis clearer, he proposed to rename the same to "risk appetite". The main reason for this was that the respondent argued that a company can choose its position on the horizontal axis to some extent itself, by deciding whether it wants to carry the consequences of a risk occurring or not. This contradicted the original assumption made during the design of the draft framework that companies cannot influence their position on the risk impact dimension since this purely depended on external factors. Renaming the "risk impact" axis to "risk appetite" also implied that the matrix had to be mirrored vertically. The interviewee also agreed that the two axes are not entirely independent from each other and wondered whether a company in the high risk impact/high DevOps maturity segment even existed. He agreed with the strategies presented but did not recognize the difference between the lower two quadrants at first. The
low maturity/high risk appetite quadrant was therefore renamed from "Manual Controls only for non-Automated Tests" to "Experimental Learning" to stress the experimental part of the strategy as opposed to the low maturity/low risk appetite strategy which was more controlled.

8.2 SENIOR MANAGER - DIGITAL ENABLEMENT

The second interviewee was a senior manager in the Digital Enablement department of the same company as the first interviewee. He had worked for the company for eleven and a half years and has extensive experience with software development teams. In the past he has worked on software testing, software design and as a team lead for development teams. Due to the interviewee’s specialization in agile methods and DevOps and his technical knowledge, the validation interview focused on the technical aspects of the proposed solution as well as how they could contribute to managing risks. The interview also addressed DevOps implementations on a general level and suitable strategies for conducting these.

8.2.1 Risks in DevOps

The expert agreed with the presented categorization of risks and thought that these covered all important aspects. He also agreed with the statement of the first interviewee that the risks were overlapping since e.g. problems within a project could affect the team and ultimately the product. He stressed that there would always be some overlap between the categories because one problem often causes another one. However, he thought that this didn’t matter as long as the framework helps companies to identify the relevant risks. He particularly liked the mentioning of transitional risks which he deemed to be very important. He furthermore pointed out that infrastructure and the CD pipeline (which fall into the product category) were important elements to consider when assessing risks. He agreed with the first respondent that the term "project" is a rather traditional concept and that in DevOps this concept was often called "release trains" or "value streams". However, he also acknowledged that many companies were still using the word "project" and thought that this was rather a semantic discussion. On a general note, he thought that the risks in DevOps were not very different to risks in traditional software development although the controls did change and engineers now rely much more on automation. This supported the statement made by the first interviewee.

8.2.2 DevOps risk governance

The expert confirmed that "roles, responsibilities and procedures" were an important element when asked about this. He stressed that it was very important to have clear agreements in order to operate effectively as a team. However, he also noted that team members should have these roles and responsibilities internalized instead of just documenting them. When asked about the division between the risk mitigation mechanisms and controls pillars, he answered that he understands why the first respondent thought that this was confusing but also sees why
they were set apart in the model since they were more of a basis or a starting point for companies to enforce effective risk management. Generally, the risk mitigation mechanisms were less tangible than the controls.

8.2.3 DevOps risk management and controls

The respondent agreed with renaming the "risk impact" axis to "risk appetite" and added that the concepts were related since the risk appetite of a company is heavily influenced by the impact of a risk on the company. He also agreed with the general strategies designed and pointed out that the low risk appetite/low maturity quadrant represented more of a Scrum way of working than a real DevOps team. However, he thought that the most important element was the culture of combining development and operations which was also included in this strategy. He also agreed with the mapping of risks to the matrix. Looking at the controls suggested for each strategy he agreed with the structure and pointed out that the controls in the lower half were more traditional while the ones belonging to higher maturity strategies were rather automated. He also stressed that automating the infrastructure e.g. by using containerization was also a kind of risk management control because teams would generally not have to access the product in the CD pipeline or production anymore. Looking at the risks and controls table, the expert added that pair programming, as for example done in Extreme Programming (XP), is also a method to ensure peer reviews.

The expert agreed that the role of auditors will change in the near future through the implementation of DevOps: whereas auditors in the past have sought assurance in documents and procedures, they will now have to look at toolstacks and logs to obtain the necessary information about automated controls. He also mentioned that he was surprised by the little amount of research that was done on DevOps until now, although many companies were already using it in practice.

8.3 senior consultant - enterprise agility

The interviewee was a senior consultant in the enterprise agility line of a large technology company. This line specializes in transformations towards Agile, including Lean, DevOps, SAFe, LeSS and similar principles. The interviewee has worked at the company for about 10 years and worked in healthcare before this. Due to this background he had a specialization in human and organizational behavior and change management which according to him was the most important factor in Agile transformations. The interview therefore had a particular focus on the human and cultural aspects of the proposed strategies and their expected implications.

8.3.1 Risks in DevOps

Concerning the overview of risks he added that quality risks were also important to consider. These were considered a valuable addition and were added to the product risk category. The respondent did not agree with the project risk category
because he thought that organizations using DevOps should not conduct projects anymore. According to him, the main risk was that organizations were still thinking in projects which hinders agility. Nevertheless, he thought that it was recognizable that many companies were still using projects although they were working DevOps but said that this category will ultimately not exist anymore once the organizations grow in maturity and stop doing so.

8.3.2  DevOps risk governance

The respondent agreed with the DevOps risk governance overview. While he thought that some of the names given to the elements in the house sounded somewhat traditional, he agreed with the description he was given about these. He proposed moving the culture block from the roof of the house to the bottom to symbolize that it was the most important element and that the house would collapse without the foundation. Similar to the first respondent, he had some difficulties seeing the difference between the general risk management practices and control processes.

8.3.3  DevOps risk management and controls

Generally, the interviewee felt that many of the suggested controls were still too traditional and would only describe the first steps of a DevOps transformation instead of the ultimate goal. He did however fully agree with the suggested continuous deployment strategy since this did not make use of traditional controls. The interviewee was convinced that companies should also consider completely automating their delivery pipeline if they were operating in a high risk environment because he thought that people would make more mistakes than technology. The concept of continuous delivery was therefore redundant to him because it should not be necessary that a person authorized deployment if the company had already ensured that the scripts and tests were of sufficient quality. Again, he noted that it was logical that companies at this point in time still had the desire to use manual controls but that this should only be a first step and not the ultimate goal.

For the same reason the respondent did not agree with the project risk category, he did also not agree with the project management controls. Generally, he thought that it would be rather inefficient to try and create a mixture of PRINCE2 and Agile management methodologies and said that transitioning to DevOps required a completely new way of working that requires the company to drop old habits. In this context he also pointed out that employees transitioning to DevOps have to learn to trust the technologies instead of wanting to add manual checks that are not necessary.

The expert stated that he did not particularly like the term “DevOps maturity” because he did not like the idea of maturity models. However, since the term was used on the matrix he thought that users should receive some instructions on how to assess their DevOps maturity and risk impact since the advice they receive from the framework depended on their position on the matrix. This problem was already partially addressed by renaming the “risk impact” axis to “risk appetite” which demonstrates that this is a choice that should be made
by the company. Furthermore, our framework does not aim to prescribe the exact controls a company should implement depending on their position on the matrix but rather show them possibilities which controls they can use depending on whether their teams are independent enough and have automated parts of their delivery pipeline. The choice whether a company should pursue a high or low DevOps maturity strategy is therefore also up to the company. The company will however be limited naturally in its choice of controls if it has not automated their pipeline yet or if teams are not yet trained enough to take on extra responsibilities.

8.4  

**Director - IT Assurance & Advisory**

The last interviewee was a director of the IT Assurance & Advisory department in the same company as the first two respondents. He was specialized in IT assurance and audit engagements as well as IT Risk advisory projects and had worked in the field for over 12 years. The interview was therefore focused on how the different strategies could be assessed from an auditing perspective and whether the controls mitigated the risks sufficiently.

8.4.1  

*DevOps audit and controls*

Similar to most other respondents, the expert acknowledged that the DevOps transition will lead to new ways of working for IT auditors. Instead of auditing the change process and particular objects, auditors will have to audit the automated scripts that ensure the testing and movement of the code through the pipeline. He also pointed out that these scripts need to be updated regularly once the system is changed and that the scripts also require the design of new general IT controls (GITC) around them to ensure that they are always up to date.

When asked about the importance of soft controls in Agile and DevOps, the interviewee pointed out that this creates a significant responsibility for the learning & development department to ensure that employees are trained properly and are continuously made aware of their responsibilities and the new processes. This could for example happen through regular (online) trainings and letting them sign an agreement when they start working at the company. He also stated that he believed the soft controls were the most important controls in this way of working because the other controls would only be effective if the soft controls were.

Concerning the authorization process of automated deployment of products he stated that it depends on the type of change that was conducted and that there is no one best way to manage this. While small changes like performance related updates could easily be automated and authorized by two developers, other changes that impact functionality and possibly have an influence on legal or security issues should be discussed with other knowledgeable actors. He also pointed out that departments such as legal and security should be involved in the design of the tests to ensure that only changes are deployed that comply with their standards. He furthermore stated that the "four eye principle" (separation
of duties) could theoretically be replaced by one developer deploying a change alone and the pipeline taking the role of the second pair of eyes. Of course this would only be possible if the developer was not allowed to change the pipeline on his own and if the scripts were secured with a set of properly functioning GITC. He also thought that the most important control is that companies should not open their production for development activities because that would make all tests in the deployment pipeline redundant.

8.4.2 DevOps risk governance

The respondent liked the visualization of the risk governance house and agreed that culture was an important element that should represent the foundation of the house. Generally, he thought that the more a company depends on automated controls, the more important the human factor becomes. Similar to previous respondents, he had difficulties seeing the difference between the general risk management practices and control processes, although when explained to him, he thought that they were somewhat similar to the first and second line of defence in the three lines of defence risk management model. He generally thought that the controls were more operational than the risk management practices but pointed out that some practices like frameworks and project management influenced other components which was also noted by the first respondent. It therefore was ultimately decided to rearrange these pillars and to create three risk management pillars based on the three lines of defence and to position the pillar representing the DevOps components next to them.

8.4.3 DevOps risk management

The respondent agreed with the axes “risk appetite” and “DevOps maturity” on the risk management matrix and added that in order to achieve a high DevOps maturity, the fact whether the DevOps culture is already embedded in the minds of the teams plays a big role. He also agreed that the positioning on the matrix would not be the same throughout the company but depended on the system at hand and the team that was responsible for it. When confronted with the statement of the third respondent that companies in high risk environments should also consider completely automating their deployment, the respondent said that this was largely related to the risk appetite of a company. While some companies like WebTech1 and 2 would be quicker to choose automated deployment, teams working with systems related to airline security or treasury management systems would not want this. Furthermore, he pointed out that the identification of the impact of a change and the decision which scripts need to be run on the piece of code to be deployed was an action that needed to be done by a human being and could not be automated. He therefore thought that continuous deployment in these environment would require such an extremely high degree of preventive controls on the front-end that it would probably never be feasible for all companies. He also pointed out that companies who had to be SOx compliant were required to give out an in-control statement every year and therefore could not take any risks but had to be sure their operations remained in control during the DevOps transition. Looking at the proposed controls, he
8.5 CASE STUDY PARTICIPANTS

The results from the survey sent to the case study participants are summarized in the following. The survey was answered by six respondents.

8.5.1 Risks in DevOps

The respondents generally agreed that the overview of risks covered all important risks in DevOps. Only one respondent indicated that he had a neutral opinion concerning the overview and another respondent commented that quality risks were lacking. This was due to an error in the survey which did not mention quality risks as part of product risk. Since the respondent did not mention any other risks missing, it is assumed that this respondent also agrees with the overview of risks. Similarly to most interviewed experts, one respondent pointed out that project risks were not specifically associated with DevOps. He however mention that an advantage of agile projects is that teams aim at delivering a working piece of software every sprint, starting with the highest priority backlog items. This means that even if a project does not make the deadline, the teams will still have delivered some important functionality which is not necessarily the case in traditional projects. Another respondents thought that transitional risks were not very significant and that organizational risks (DevOps teams having to work with non-DevOps teams) was more of a bad practice than a risk. While this construction is undoubtedly a bad practice, it was decided to keep it as a risk in the overview since many companies in reality still struggle with this and therefore need to consider this construction as a source of risk.

8.5.2 DevOps risk management and controls

Opinions varied concerning the choice of the axes “risk appetite” and “DevOps maturity”. Employees from one company slightly disagreed with this choice whereas two other respondents agreed and one was neutral. Since the names of the axes were rated very positively by most interviewed experts, it was decided to keep these names. Two respondents remarked that the maturity of the DevOps teams was also dependent on the company as a whole and its culture and technical ability and is thus not entirely up to the teams. One other respondent thought that DevOps had different risks and a different view on risks than traditional methods and that the whole implementation of DevOps should be considered from this angle.

The vast majority of respondents (four of six) agreed that the proposed strategies and controls would address the most important DevOps risks whereby only one respondent was neutral and one disagreed. Similarly, four respondents thought that the proposed controls would not hinder the DevOps process unnecessarily while two respondents were neutral. Two respondents however remarked that
the control “all changes through CAB” for the “Agile teams responsible for Dev+Ops” strategy was too restrictive. The control was therefore changed to “most changes through CAB” with the explanation that very low impact changes could be deployed by the teams directly. One respondent stated that the “Experimental Learning” strategy should contain a more controlled environment by using e.g. BlueGreen deployment and A/B testing. These controls were added to the strategy. The same respondent criticized the suggestion to let teams in this strategy report to management since this would undermine team responsibility and lead to responsibility-avoiding behaviour. As a response, a description was added to the strategy that this should only happen as long as the teams are not ready to work completely independently. Furthermore, reporting to management incidentally is expected to increase the sense of responsibility among team members since they are still free to make their own decisions but need to justify these towards the management. Another respondent from the same company did not agree that the “Continuous deployment” strategy was positioned as a higher risk appetite strategy since he thought that manually setting software into production brought about more risks. Since bringing the software into production only includes one click on the button and this strategy thus includes another preventive control, it was decided to keep the positions of strategies this way. The respondent added that an advantage of continuous deployment is that deployments can be planned at times when users are not disturbed by the updates whereas a manual deployment would likely take place during working hours.

Three of the respondents thought that the matrix was a useful tool for companies who did not yet know how to organize their processes related to DevOps whereas one respondent was neutral and employees from one company disagreed. These were the two respondents who indicated that they did not agree with the names of the axes in the first place and subsequently did not agree very much with the proposed strategies.

Responses were mixed concerning the placement of risks on the matrix and to what extent the strategies sufficiently mitigated these risks. Two respondents thought that the strategies addressed the risks sufficiently while one was neutral and three disagreed. This was the only part of the risk management framework with which half of the respondents disagreed. While there was no explanation given by these respondents, it is assumed that respondents that did not agree with “Continuous Deployment” as a higher risk appetite strategy did also not agree that product risks were higher in companies that deployed more often.

8.5.3 **DevOps risk governance**

Multiple respondents indicated that they liked that culture was a fundamental part of the governance overview. One respondent stated that the house should also visualize how the DevOps processes connect with the risk management processes, e.g. through monitoring, logging and quality assurance in testing. While this was not possible to visualize due to aesthetic reasons, we added a description to the house that explains the interdependency of the two groups. Another respondent indicated that he needed some more explanation to fully understand the visualization. It can therefore be concluded that the overview of
risk governance components should always be well explained to avoid misunderstandings.

8.6 SUMMARY AND ADJUSTMENTS

The validation interviews have led to some minor changes such as renaming the "risk impact" axis to "risk appetite" and creating three pillars based on the three lines of defence in the risk governance house. Furthermore, some controls were slightly adjusted or added based on feedback from the case study respondents.

The respondents overall agreed with both the classification of risks as well as the risk management matrix and its respective strategies. Only case study participants from one company disagreed with the proposed strategies and one DevOps expert did not agree with the traditional controls. Overall, the matrix was evaluated positively on its risk mitigation ability and very positively on the agility requirement, meaning that the proposed controls sufficiently mitigated risks and would not hinder the DevOps process unnecessarily. Managers, auditors and IT Risk experts seemed to be more positive about the proposed approach than DevOps team members and one of the DevOps experts.

This expert and one survey respondent indicated that companies in high risk environments could also completely automate their deployment pipeline whereas the two risk management experts thought that this would theoretically be possible but require such an extensive amount of preventive, automated controls and trust into the pipeline that such a strategy would probably not be feasible for companies with a very low risk appetite. The other case study respondents and DevOps expert also indicated that they agreed with the positioning of strategies on the matrix. It was therefore decided to maintain the suggested continuous delivery approach for companies with a low risk appetite.

Many respondents noted that the project risk category was not entirely representative of DevOps organizations since projects are a traditional concept. Nevertheless, they acknowledged that many companies still use projects and this is therefore a source of risk that needs to be considered. One respondent pointed out that Agile projects also have some advantages compared to traditional projects, although a comparison of these two is not within the scope of this research. Due to the amount of companies that still use this term and in order to stress that risks in this category do not only apply to development activities, it was ultimately decided to keep the term "project" in the risk category overview. The category therefore describes any activity within the DevOps environment that is bound to a time planning, budget and involves multiple actors. One DevOps expert stated that the project risk category will vanish once companies completely embrace the DevOps mindset and stop working project-based.

Another important conclusion is that the risk categories identified are not mutually exclusive but represent different levels on which the risks can manifest themselves. Nevertheless, all respondents thought that the overview was a useful tool that could help companies identify relevant risks. Lastly, it was found that the DevOps risk governance overview should always be accompanied by a detailed explanation concerning the interdependencies of some components.
DISCUSSION

9.1 IMPLICATIONS

The objective of this research was to create a risk management framework that helps companies control their DevOps environment while remaining agile. In order to do so we have identified risks that are applicable to companies using DevOps as well as gathered and structured risk management practices that can be used for managing risks in DevOps. The encountered evidence from this study has wide reaching implications for companies, auditors as well as future research.

9.1.1 Core values of DevOps and how to implement them

The DevOps approaches presented in our framework are based on the four dimensions of Lwakatare et al. which are collaboration, automation, measurement and monitoring. As mentioned in Section 2.1, this thesis did consciously not choose one exact definition of DevOps and stick to it. The final artifact designed to help companies implement DevOps supports this decision since the "What is DevOps" discussions seems rather irrelevant considering the need for tailoring the concept to the companies' needs and situation. While some practitioners would only consider a completely automated CD strategy to fall under the definition of DevOps, others consider DevOps to only be the combination of development and operations into one team which is given in all four strategies. This diverse understanding of DevOps was also encountered during the case studies since companies had widely differing processes. Looking at the results of this research, the real question that companies should ask themselves is not how they can implement a fixed definition of DevOps they have in mind and simultaneously remain in control, but rather how they can tailor the DevOps philosophy to their needs in order to leverage their risk management processes through DevOps and experience the maximum amount of benefits without risking major losses or disasters.

Despite being averse to defining a precise definition however, this study has made clear what the core values of DevOps are and which elements are most important in a DevOps environment. It has become obvious that soft controls such as culture, communication and the feeling of responsibility are essential. These controls have a significant impact on the success and the risks of a DevOps endeavor and should not be underestimated, neither by managers nor by auditors. The cultural aspects encountered in this study can also be related back to the Agile manifesto which is the core of all agile methods and emphasizes individuals and interactions, working software, customer collaboration and responding to change.

Even if a company was technologically very advanced and had implemented the best automated controls available, a lack of responsibility or trust will still lead
to the failure of the DevOps process. The direct consequence to these findings is that companies using DevOps will have to find a way to consolidate the DevOps culture in the organization, preferably before implementing any other DevOps processes. Employees need to be encouraged to come forward if they have made a mistake, knowing they will not be punished for it. Furthermore, companies need to ensure that teams communicate among each other and are aware of their responsibilities. Companies that aim for the maximum rate of agility should also encourage teams to take some risks while maintaining the continuous improvement mindset. On one hand this means that companies need to make sure the right processes and tools are in place, such as key performance indicators that focus on recovering fast from mistakes instead of failure rates as suggested by Farroha and Farroha [13], and the availability of tools that support communication between teams. It is also necessary to clearly assign and communicate responsibilities, both in terms of team responsibilities as well as by creating supporting structures outside the team e.g. for questions regarding security, compliance or legal issues. The more difficult part however includes changing the mindset of employees. Examples of mechanism for this are the "failure treats" encountered during the case study as well as regular trainings provided by the learning & development department and communication plans for scaling up problems.

9.1.2 Risk management in DevOps and the role of automation

The results further suggest that a crucial part of risk management concerns the process design of DevOps. Nevertheless, recurring risk evaluation dialogues are a very important practice to ensure that the designed process still addresses all relevant risks in the volatile DevOps environment. The use of an automated delivery pipeline increases the responsibility of the DevOps teams to consider the impact of a change before every deployment and to ensure that the automated tests cover all relevant parts of the code. Automated checks can again aid with this by halting the process if the test coverage is not high enough, however, they cannot replace human judgement. This stresses the importance of soft controls once more. Generally, automation of processes should be seen as a supporting mechanism to help achieve the DevOps values by organizations and not as a goal in itself. The case study of GeoTech (Section 6.6) shows that it is not necessary to completely automate the delivery process in order significantly improve incident resolution and change throughput times. The added value of DevOps rather seems to lie in the combination of development and operations into one, autonomous team instead of complete automation. Looking at the risk management framework, this indicates that companies should not stay in the low-maturity quadrants for too long since DevOps teams have to learn how to operate independently to reap the true benefits of DevOps. These strategies are therefore merely meant to support companies during their maturity growth.

This study also suggests that completely automating the deployment pipeline is not always feasible nor desirable for companies with a low risk appetite, although a few respondents working with DevOps did not agree with this statement. Some of these respondents pointed out that DevOps inherently mitigates risks by emphasizing rigorous testing and holding teams responsible
for development and operations. Nevertheless, continuous deployment brings new challenges and advantages that need to be considered when choosing to implement it: Firstly, deploying small releases frequently, leads to earlier error detection and allows companies to perform faster rollbacks. Furthermore, employing automated checks leads to a basic quality assurance of the deployed product. On the other hand, frequent deployment also means that more items might be deployed that are not working as expected, especially if releases are committed that contain new functionality which is not (yet) covered by the automated tests. Therefore, IT Risk experts agreed that companies with a low risk appetite could benefit from adding another manual approval before deployment (as suggested in Section 7.3.2) while still making use of automated testing or could alternatively aim at creating a hybrid environment as proposed by Yasar [56].

One of the most difficult parts of creating an efficient DevOps environment seems to be the integration of processes from DevOps teams with non-DevOps departments. According to one interviewed expert, it is most desirable that an organization completely moves towards a DevOps way of working instead of trying to keep traditional structures. However, this might not be feasible for all organizations. Alternatively, organizations could consider separating DevOps teams from the rest of the organization and treat them like separate entities or internal start-ups, therefore limiting their contact with non-DevOps departments.

Despite the challenges encountered, all case study respondents were positive about using DevOps which suggests that the DevOps approach yields some significant advantages over traditional development methods such as faster delivery speed, less incidents and improved customer service. This was also clearly demonstrated in the case study of GeoTech in Section 6.6. The risk management framework has therefore been designed in such a way that it supports and accompanies the companies throughout their maturity growth since higher DevOps maturity will let them reap more benefits. Contrary to some expectations created in literature, most case study participants did not perceive compliance requirements as hindering the DevOps process particularly. However, the described situations are not entirely comparable since Laukkarinen et al. [22] performed an analysis of requirements for medical devices. Compliance therefore only seems to be an obstacle to DevOps in very specific sectors but not generally to the broad range of companies which we studied. Most importantly, this research has shown that it is entirely possible to remain in control of DevOps and CD practices and to demonstrate this control towards auditing parties if DevOps is implemented correctly. Generally, this becomes easier as more parts of the pipeline are automated while hybrid environments are more difficult to manage. Some tools can even improve compliance and control significantly compared to traditional methods through the use of automated logging tools as well as IaC and containers that increase traceability and ensure correct configuration of the development, testing and production environments at all times.
The future of IT audit

As predicted by literature and interviewed experts, DevOps will continuously gain importance in IT audits due to its increasing application on critical enterprise systems. This makes it imperative for companies using DevOps to be capable of demonstrating the control of their processes. However, this research also shows that the profession of IT auditors will change significantly in the future. Besides having to audit the effectiveness of soft controls within an organization, auditors will also have to become more technologically skilled. Instead of auditing procedures and samples, IT audit will have to focus on automation tools and scripts that execute these procedures. This requires that auditors can e.g. understand deployment scripts and assess their effectiveness, evaluate automated tests and review log files. Furthermore, they will have to assess the GITC around the deployment pipeline in terms of access and change management.

9.2 Validity and Reliability of Research

Reliability refers to consistency of measures, while validity is characterized as whether an indicator that is designed to measure a certain concept really does measure the intended concept [3]. According to Yin [57], case study research has to maximize four subtypes of reliability and validity to ensure the quality of the design: construct validity, internal validity, external validity, and reliability. These will be discussed in the following.

9.2.1 Construct validity

Construct validity implies that the researcher needs to establish correct operational measures for the concepts being studied [57]. Construct validity is sometimes viewed as problematic in case study research since some subjective judgement is used to collect the data.

The initial measures collected during the case studies in this research concerned process design and practices such as access management, change management and the configuration of the software delivery pipelines. These concepts were therefore "hard facts" that could be objectively measured and had shared meaning by all participants involved. Concepts that were more difficult to measure include softer aspects related to the success of risk management or DevOps, responsibility and trust since these depend on personal judgement of the interviewee and researcher.

Riege [38] suggests to ensure construct validity in case study research by using multiple sources of evidence, establishing a chain of evidence and to have key informants review the draft case study report. One limitation to the first criterion is that various case studies depended on one single interview with one employee of the company. On the other hand, we have studied a broad range of organizations and used multiple types of sources (interviews, documents, observations and informal conversations) in other cases, which compensates for the thin evidence within some companies. The second criterion was fully fulfilled since a chain of evidence should be established by using verbatim interview transcripts and notes of observations which supply sufficient citations and cross checks of sources of
evidence. Lastly, all all informants have read their respective interview transcript, however, the review of the results through case study participants was limited to six people. Overall, it can therefore be concluded that the three criteria suggested by Riege have been sufficiently fulfilled although the limited number of evidence within some case studies partly limits construct validity.

9.2.2 Internal validity

Internal validity is of concern to causal or explanatory case studies in which the researcher tries to determine whether event \( x \) led to event \( y \) [57]. The research at hand draws many causal conclusions such as the influence of certain controls on successful risk management. Internal validity of these conclusions is therefore of great importance to this research. According to Riege [38], the corresponding design test to internal validity is credibility. Yin [57] suggests the following case study tactics for increasing internal validity: pattern-matching, explanation-building and time-series analyses. While this research does not draw on time-series analyses, the other two criteria were fulfilled. Pattern matching was conducted by studying multiple companies and observing which features and processes companies with mature DevOps processes shared. The factors that were identified as critical for managing risks in DevOps were then provided with detailed explanations. Furthermore, the collected data was analyzed and relationships were established using open and axial coding techniques. This way we have also established within-case as well as cross-case analyses of the available data as suggested by Riege [38]. It can therefore be concluded that there are little doubts concerning the internal validity of this research.

9.2.3 External validity

External validity is concerned with establishing a domain to which a study’s findings can be generalized [57]. The study at hand has tried to differentiate the conclusions based on the companies risk appetite and DevOps maturity and therefore aims to represent a range of companies and establish wide generalizability. According to Yin [57], using a replication logic and multiple case studies as done in this research can help increase external validity and thus ensure that the findings are generalizable beyond the case study at hand. We have also compared the collected data to evidence from extant literature as suggested by Riege [38].

Nevertheless, it is never possible to be completely certain of external validity, even though we have applied rigorous research methods and replicated some findings across multiple companies. The external validity of this study is limited by the number of case studies which is extremely small compared to all companies using DevOps. Furthermore, all case companies were located in the Netherlands which could also lead to cultural bias. It is therefore not possible to guarantee full external validity, although the research methods and findings suggest a rather high degree of generalizability.
9.2.4 Reliability

Reliability is characterized as demonstrating that the operations of a study can be repeated with the same results[57]. In order to do so, case study researchers should use a case study protocol and develop a case study data base [57]. Among others, Riege [38] suggests to give full account of theories and ideas and assure congruence between the research issues and features of the study design.

The conducted research phases have been recorded as detailed as possible in this thesis. Due to the anonymity of case study respondents it is not possible to exactly describe the nature of each company which somewhat limits replicability. Although almost every company implemented DevOps differently, it is expected that a second execution of this research will encounter similar risk management practices as we have in this research. This is especially plausible for those practices that were encountered in multiple companies. It is also expected that the same soft aspects will be identified as important as in this research.

9.2.5 Design research quality

The above performed analysis was based on validity and reliability criteria for case study research. In order to demonstrate the validity and reliability of the design research part of this study, we use the seven guidelines for design-science research by Hevner et al. [18]. When analyzing the research using these guidelines, it becomes evident that all principles have been fulfilled. The weakest part of the research is the validation (Guideline 3) since this was only done with expert opinions and a limited number of case study respondents. A truly naturalistic validation of the artifact, for example through a case study, is therefore lacking and could be conducted in future research. However, all other guidelines have been rigorously followed which suggests an overall reliable and valid design research.

<table>
<thead>
<tr>
<th>GUIDELINE</th>
<th>DESCRIPTION</th>
<th>APPLICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Design as Artifact</td>
<td>Design-science research must produce a viable artifact in the form of a construct, a model, a method or an instantiation.</td>
<td>We provide a DevOps risk management matrix including four strategies for managing risks in DevOps.</td>
</tr>
<tr>
<td>2 Problem Relevance</td>
<td>The objective of design-science research is to develop technology-based solutions to important and relevant business problems.</td>
<td>Risk management in DevOps has been identified as a relevant business problem. Our solution strategies are mostly technology based.</td>
</tr>
</tbody>
</table>
9.2 Validity and Reliability of Research

<table>
<thead>
<tr>
<th>GUIDELINE</th>
<th>DESCRIPTION</th>
<th>APPLICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Design Evaluation</td>
<td>The utility, quality, and efficacy of a design artifact must be rigorously demonstrated via well-executed evaluation methods.</td>
<td>Our framework was validated with expert opinions and the case study respondents. An empirical validation is still lacking.</td>
</tr>
<tr>
<td>4 Research Contributions</td>
<td>Effective design science research must provide clear and verifiable contributions in the areas of the design artifact, design foundations and/or design methodologies.</td>
<td>This research is one of the first studies to explore the topic of risk management in DevOps. It is also one of a limited numbers of empirical studies in the domain of DevOps.</td>
</tr>
<tr>
<td>5 Research Rigor</td>
<td>Design-science research relies upon the application of rigorous methods in both the construction and evaluation of the design artifact.</td>
<td>We have conducted a rigorous multivocal literature study according to the procedure by Kitchenham [21] and empirical case studies applying a structured coding process [3].</td>
</tr>
<tr>
<td>6 Design as a Search Process</td>
<td>The search for an effective artifact requires utilizing available means to reach desired ends while satisfying laws in the problem environment</td>
<td>The design and validation process took iterative approaches in search of the optimum artifact.</td>
</tr>
<tr>
<td>7 Communication of Research</td>
<td>Design-science research must be presented effectively both to technology-oriented as well as management-oriented audiences</td>
<td>The research has been presented to a group of IT Audit &amp; Risk Management professionals as well as to a group of IT Managers and CIOs. It will also be defended in front of university researchers in the field of Business Information Technology.</td>
</tr>
</tbody>
</table>

9.2.6 Summary

While no major threats to internal validity, external validity and reliability have been identified, case study research is often naturally limited in construct validity due to subjective measurements. In our research, many of the measured objects were processes and practices which can be objectively measured. However, aspects related to organizational culture were more difficult to identify and are therefore limited in construct validity. Although we have taken measures to limit subjectiveness by collecting data from multiple sources, some cases depend on only one interview with a single employee and are therefore still limited in
validity. This is somewhat compensated for by the fact that we have studied a
total of nine companies.

A second limitation is that this study does not provide a completely natural-
istic evaluation. In order to verify whether the framework really brings the
expected results, a case study should be conducted by using the framework
while implementing DevOps in a real-world company.

9.3 CONTRIBUTIONS TO RESEARCH AND PRACTICE

9.3.1 Contributions to research

Literature related to risk management in DevOps is still limited and strongly
lacks empirical research. The lack of research on this topic has even been
lamented by interviewees during this study. Nevertheless, research about Dev-
Ops in general has increased significantly over the past two years and is expected
to grow further as the DevOps concept continues to gain importance in the
business world. This study is also one of the first to provide empirical evi-
dence on managing risks in DevOps. We have set an example for subsequent
research by studying a total of nine companies and providing an overview
of their practices. Due to the empirical component, this study also provides
less idealized descriptions of DevOps processes and more real-world insights.
Most other papers we encountered only described very advanced, automated
processes which were only encountered in few companies during this study
and did not address the real problems that most companies were struggling
with. Furthermore, only a small amount of papers have been identified that
specifically dealt with addressing risks in a DevOps context of which the thesis
at hand is the most elaborate research. We therefore believe that this research
contributes significantly to the DevOps research community.

Besides researching risk management in DevOps, we have also described the
case of a company which implemented DevOps and provided quantitative
data about the observed benefits. This was something that was still missing in
academic literature according to Erich et al. [12].

9.3.2 Contributions to practice

On the practical side, this thesis provides a framework based on proven empiri-
cal practices which can guide DevOps practitioners in designing appropriate
DevOps processes for their companies and addressing relevant risks. The use
of such a framework has been acknowledged by case study participants and
industry experts which sparks the hope that the framework at hand will be of
real use to them.

On a general note, this thesis might contribute to taking the "buzz" from the
DevOps hype and help DevOps advance towards a useful concept that can
actually add business value. For this to happen, practitioners need to realize
that only focusing on the implementation of trending topics like continuous
deployment pipelines is not always the best solution for their company as
demonstrated in this thesis.
9.4 RELATED AND FUTURE WORK

9.4.1 Related work

During the course of this research, more papers in the domain of DevOps have been published which have not been included into the literature review. Our claims towards the academic contributions of this paper are therefore limited to the time of the literature data collection which was conducted in June 2018. An exploratory literature review has shown that as of February 2019, notable academic contributions about compliance and DevOps as well as DevSecOps include:


  
  - this paper was not fully accessible and was selected based on the abstract and introduction

  
  - this paper is in Portuguese and was only selected based on the English abstract


During this exploratory literature review, no papers covering the exact same problem statement as this research have been encountered which shows that the relevance of this study remains.

9.4.2 Future work

This thesis has only studied the implementation and execution of DevOps from a risk management perspective. In order to guarantee successful DevOps processes, more research is needed to identify other factors that ensure implementation success. Likewise, this thesis only provides a limited overview of benefits associated with DevOps (called "success indicators" in this thesis) whereas a more complete assessment still needs to be established.

An ongoing challenge for practitioners is the application of the so-called "soft controls" within an enterprise such as company culture, employee responsibility and trust. Future research should focus on how to implement these control as well as how to demonstrate them so they could potentially be considered in DevOps audit and assurance engagements in the future. The thesis at hand has
already made a start by naming some practices that could indicate the presence of these controls such as security awareness trainings, non-disclosure agreements or team responsibility trainings. Furthermore, it was stated during the literature review that existing compliance requirements like frameworks and laws are mostly directed at traditional development processes and therefore do not fit naturally with DevOps. In order to provide assurance on the increasing amount of agile and DevOps processes, these frameworks will have to be adjusted in the near future. This thesis has already demonstrated how DevOps processes can be kept under control and suggested some fitting controls for this.

Lastly, this study was not concerned with comparing the risks from a traditional waterfall method and the DevOps approach. Some respondents thought that DevOps inherently lowered risks and that risks in DevOps were therefore fewer and different than risks in waterfall. Other respondents pointed out that the overview of risks given in Section 7.1.1 showed that risks in DevOps are not very different from those encountered in a traditional waterfall process and that only the controls to mitigate these risks are different. Since we did not study the waterfall method in this study, we can make no conclusions regarding a comparison between the two approaches. However, a comparison is also not expected to be of importance to the target companies of this study since they have already decided to transition to DevOps and are not concerned with the waterfall method anymore. For companies still contemplating whether to implement DevOps or not, a thorough comparison of risks in waterfall and DevOps and a conclusion which approach bears the most overall amount of risks however could be of value.
CONCLUSION

10.1 RESEARCH QUESTIONS

This study aimed at investigating possibilities for companies to manage risks and increase internal control while using DevOps without trading off too much of the agility and benefits that DevOps offers. Secondly, it intended to research how these companies can demonstrate their internal control towards IT auditing parties. It has followed the main research question:

*What is a suitable framework that allows companies to mitigate risks and exercise control over their DevOps environment while remaining agile?*

In order to answer this question, a multivocal literature review and nine case studies have been performed. The results of this study have been evaluated with four experts and six case study respondents. The main research question was divided into three sub-questions which are answered in the following.

1. **What types of risks are companies using DevOps exposed to?**

The empirical research has shown that risks associated with DevOps can be grouped into five categories which are *transitional, organizational, project, team* and *product* risks. As experts pointed out during the validation phase, not all risks in these categories are purely associated with DevOps since they are also important in traditional forms of software development. Furthermore, the risk categories are naturally overlapping since one risk can be associated with multiple categories and one risk can lead to another. Project risks and transitional risks are expected to only apply to companies who are still in particular stages of the DevOps transition while the other risks remain relevant to all companies using DevOps. The classification was judged to be a helpful tool for companies when analyzing risks in DevOps.

2. **Which practices exist that can be incorporated into a DevOps process to demonstrate control and ensure the creation of valid audit trails?**

This thesis has given an extensive overview of practices that can be applied in DevOps to address the risks identified in research sub-question 1. These practices concerned both automated controls that are integrated into the DevOps process as well as more traditional controls that can be used in combination with DevOps. The hard controls were categorized into *access management, change control, security, compliance, monitoring, logging* and *others*. Besides these hard controls, important soft controls such as culture, communication and team responsibility and more general risk management aspects and frameworks were identified. A complete overview of all practices can be found in Appendix D.
3. **Which strategy should companies drive in order to identify risks and implement suitable controls?**

Based on the findings related to research sub-questions 1 and 2, four strategies were designed which teams can use based on their DevOps maturity and risk appetite. While only one of these strategies would be considered as "fully DevOps" (referring to complete automation of processes and maximum speed) by some practitioners, all strategies allow users to reap the maximum amount of benefits from DevOps while remaining in control of their operations. We also show that complete automation of processes is not necessary in order to significantly improve change throughput and incident resolution times since the main added value seems to lie in the combination of developmental and operational tasks.

### 10.2 Key Contributions and Findings

During the literature review, a lack of empirical research on risk management and DevOps was encountered. The research at hand therefore helps both practitioners as well as researchers to understand the interdependency of risk management and DevOps better. Our findings generally align with the scarce resources that were available. The main contributions to academia and practice are threefold:

- **scientific**: This study is one of few and the most elaborate empirical study we have found so far regarding risk management in DevOps.

- **practical**: We provide an overview of important DevOps risk governance components and a contingency-based framework for companies on how to integrate risk management practices into their DevOps processes.

- **practical**: This study provides insights for auditors that want to provide assurance on internal control on how to audit DevOps processes.

The most important findings of this research are outlined in the following section by means of key statements.

1. DevOps does not have to be a trade-off between risk and agility

This research has demonstrated that applying DevOps practices does not have to lead to less control over processes. Case studies have shown that full or partial automation of the deployment pipeline and infrastructure can help increase control by enforcing automated tests, automatically monitoring and logging actions and using version control on code and infrastructure configurations. However, companies that do not want to automate their processes completely can also remain in control while using DevOps by integrating more traditional, manual practices into the delivery process.

2. DevOps culture is the basis for successful risk management

We have found that a culture of responsibility, communication and trust is essential for managing risks in DevOps. While this is probably the most difficult part to implement during the transition, DevOps heavily relies on these
aspects since no elaborate approval processes are conducted and teams can often deploy releases independently. Among others, this implies that teams need to be responsible enough to come forward in case of questions or concerns. Nevertheless, teams also need to receive enough autonomy from management to solve incidents quickly and independently.

3. DevOps requires clear roles and responsibilities

DevOps requires clearly assigned roles and responsibilities. This refers to the responsibilities of the teams as well as to contact people outside of the teams whom they can approach in case of questions or concerns. Second line of defence functions are of great importance in DevOps since these need to ensure that the teams are informed sufficiently e.g. about security or compliance issues and need to provide the teams with the right tools. They should also audit the teams regularly without undermining their autonomy. Different to traditional processes, these roles and responsibilities however should be embedded into the minds of the employees instead of just being defined in procedure files.

4. There is no one best way to manage risks in DevOps

Two factors were identified that influence how companies organize their software delivery processes:

- **Risk appetite**: The extent to which a company accepts that some releases are deployed that are not completely accurate and prefers to perform fast rollbacks instead of not making any mistakes.
- **DevOps maturity**: How independently the teams are able to operate as well as to what extent they are ready to automate parts of their delivery process.

While companies with a lower risk appetite used more preventive controls, companies with a higher risk appetite were more prone to use continuous deployment techniques. Furthermore, many companies made a distinction between low impact changes that can be deployed independently by the teams and higher impact changes that have to be approved by a Change Advisory Board first. The proposed risk management framework takes these influencing factors into account by suggesting extra manual controls for teams that are not yet using elaborate automation and proposing more preventive controls for companies that do not want to rely purely on a continuous deployment process.

5. Continuous deployment is not for everyone

While some companies stated to aim for complete automation of their deployment process, others did not think that deploying multiple times per day was necessary. Continuous deployment brings upon various advantages and challenges and it is ultimately up to the company to decide whether it wants to accept these. Nevertheless, automation should rather be seen as a supporting mechanism to implementing the DevOps philosophy by aiding faster and more frequent deployment and ensuring basic quality assurance through automated testing.
6. Opinions about DevOps differ widely

All interviewees were generally positive about using DevOps, although people had widely differing opinions about what DevOps was and how it should be dealt with. It therefore seems unattainable to develop a framework that everyone involved with DevOps completely agrees with. One expert and some case study respondents regarded DevOps as inherently mitigating risks and thus being a lower-risk approach than waterfall methods. Other respondents thought that DevOps was a method with great potential that however needed thorough risk management practices to remain in control. While some validation respondents working with DevOps thought that companies with a lower risk appetite should use continuous deployment since this would bear less risk, other respondents among which IT Risk experts thought that continuous delivery was a feasible alternative due to the extra manual approval. Ultimately, the choice which risk mitigation strategy to use is of course left to the company.


[29] M. B. Miles and A. M. Huberman, Qualitative data analysis: An expanded sourcebook. SAGE, 1994, isbn: 0803955405.


STRUCTURED LITERATURE REVIEW: SEARCH PROTOCOL

A.1 INCLUSION AND EXCLUSION CRITERIA

<table>
<thead>
<tr>
<th>INCLUSION</th>
<th>EXCLUSION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Papers about governance mechanisms within DevOps</td>
<td>Papers only about DevOps tooling</td>
</tr>
<tr>
<td>Papers about managing risks in DevOps</td>
<td>Papers only about DevOps infrastructure</td>
</tr>
<tr>
<td>Papers about achieving compliance in DevOps</td>
<td></td>
</tr>
<tr>
<td>Paper about process management in DevOps</td>
<td></td>
</tr>
</tbody>
</table>

A.2 SEARCH RESULTS

Search in academic databases

Databases: Scopus, Web of Science, IEEE XPlore, ACM Digital library (Guide to computing literature), AIS Electronic library

Search key: “devops” AND (“risk management” OR compliance OR governance OR “IT controls”)

Search conducted on 21.06.2018

<table>
<thead>
<tr>
<th>SEARCH PROCESS</th>
<th>AMOUNT OF PAPERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique results</td>
<td>128</td>
</tr>
<tr>
<td>After filtering on title</td>
<td>33</td>
</tr>
<tr>
<td>After filtering on abstract</td>
<td>18</td>
</tr>
<tr>
<td>After filtering on full text</td>
<td>9</td>
</tr>
<tr>
<td>Adding forward &amp; backward references</td>
<td>11</td>
</tr>
</tbody>
</table>

Grey literature search

Database: SANS InfoSec Reading Room (search via Google)

Search key: site:https://www.sans.org/reading-room filetype:pdf “devops” AND (“risk management” OR compliance OR governance OR “IT controls”)

<table>
<thead>
<tr>
<th>SEARCH PROCESS</th>
<th>AMOUNT OF PAPERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique results</td>
<td>137</td>
</tr>
<tr>
<td>After filtering on title</td>
<td>4</td>
</tr>
<tr>
<td>After filtering on abstract</td>
<td>2</td>
</tr>
<tr>
<td>After filtering on full text</td>
<td>2</td>
</tr>
<tr>
<td>Adding forward &amp; backward references</td>
<td>5</td>
</tr>
</tbody>
</table>
STRUCTURED LITERATURE REVIEW: RESULTS

B.1 SELECTED PAPERS

The papers selected for the literature review are summarized in Table B.1. Next to a short description, the type of research is mentioned and whether the conclusions have been validated. The table also indicates the type of the paper. Nine papers are conference papers (C) and five papers are white papers (W). Only one journal paper (J) and one book chapter (B) were included.

<table>
<thead>
<tr>
<th>PAPER</th>
<th>TYPE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>[6]</td>
<td>W</td>
<td>Guideline for auditors. Techniques on mitigating risks and auditing a DevOps process with a fictitious example. Authors claim to summarize techniques encountered while studying “a number of organizations”, no further information.</td>
</tr>
<tr>
<td>[32]</td>
<td>B</td>
<td>Book Chapter, describes a detailed DevOps implementation approach in a Mexican data center with focus on development, quality assurance and infrastructure technology.</td>
</tr>
<tr>
<td>[11]</td>
<td>C</td>
<td>Follow up paper to [32]. DevOps approach is extended with a special focus on risk management. Written in Spanish.</td>
</tr>
<tr>
<td>[13]</td>
<td>C</td>
<td>Framework for managing needs, compliance and trust in DevOps through use of metrics and tools, processes and culture. Claims to have been validated “on a small scale in several DoD organizations” but no further elaboration.</td>
</tr>
<tr>
<td>[22]</td>
<td>C</td>
<td>Examine the impact that two IEC/ISO standards about regulated medical device software development have on DevOps practices. Theoretical study.</td>
</tr>
<tr>
<td>[23]</td>
<td>J</td>
<td>Sequel to [22]. Proposes tools and practices for DevOps to meet regulatory requirements based on the findings of the previous paper. No validation.</td>
</tr>
<tr>
<td>Paper</td>
<td>Type</td>
<td>Description</td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>[28]</td>
<td>C</td>
<td>Propose hard controls for development and operations in order to remain compliant with common security standards (PCI DSS, US NIST) and in control using DevOps. No empirical research.</td>
</tr>
<tr>
<td>[30]</td>
<td>C</td>
<td>Literature review on the current state of SecDevOps research.</td>
</tr>
<tr>
<td>[33]</td>
<td>C</td>
<td>Design Research. Propose a framework for successfully implementing DevOps and sharing knowledge. Validated in a small IT service firm and a large financial services company.</td>
</tr>
<tr>
<td>[40]</td>
<td>W</td>
<td>Mentions critical security controls in DevOps. Based on expert opinion (author).</td>
</tr>
<tr>
<td>[43]</td>
<td>W</td>
<td>Describes how to implement DevSecOps. Based on expert opinion (author).</td>
</tr>
<tr>
<td>[53]</td>
<td>C</td>
<td>Describes general IT Governance structures found in DevOps teams. Qualitative research among team members in six companies.</td>
</tr>
<tr>
<td>[56]</td>
<td>C</td>
<td>Extended abstract of paper on difficulty of implementing DevOps in highly regulated environments and suggestions to implement secure DevOps. Only expert opinion (author) evident.</td>
</tr>
</tbody>
</table>
### B.2 Controls mentioned in literature

<table>
<thead>
<tr>
<th>CONTROL</th>
<th>MENTIONED BY</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Change control</strong></td>
<td></td>
</tr>
<tr>
<td>Automated change controls and thresholds</td>
<td>[9]</td>
</tr>
<tr>
<td>Version control</td>
<td>[13, 33, 49]</td>
</tr>
<tr>
<td><strong>IAM &amp; separation of duties</strong></td>
<td></td>
</tr>
<tr>
<td>Automate production deployment</td>
<td>[9]</td>
</tr>
<tr>
<td>Separate accounts for accessing development and production environment</td>
<td>[9]</td>
</tr>
<tr>
<td>Temporary access on request for developers to production environment</td>
<td>[9, 28]</td>
</tr>
<tr>
<td>Code peer reviews</td>
<td>[9, 28, 6]</td>
</tr>
<tr>
<td>Secure Authentication</td>
<td>[28]</td>
</tr>
<tr>
<td>Identity and access Management</td>
<td>[32, 43]</td>
</tr>
<tr>
<td><strong>Compliance</strong></td>
<td></td>
</tr>
<tr>
<td>Regular auditing</td>
<td>[13]</td>
</tr>
<tr>
<td>Item tracking</td>
<td>[23]</td>
</tr>
<tr>
<td>Standard templates in tools</td>
<td>[23]</td>
</tr>
<tr>
<td>Automated compliance testing and reporting</td>
<td>[13]</td>
</tr>
<tr>
<td>Isolation of testing and development system from production</td>
<td>[28, 32]</td>
</tr>
<tr>
<td><strong>Security</strong></td>
<td></td>
</tr>
<tr>
<td>Static code analysis</td>
<td>[9, 6]</td>
</tr>
<tr>
<td>Automated security tests</td>
<td>[9, 28, 30, 40, 43, 6]</td>
</tr>
<tr>
<td>Configuration management</td>
<td>[13, 40, 43]</td>
</tr>
<tr>
<td>Inventory management</td>
<td>[40, 43]</td>
</tr>
<tr>
<td>Separation of application and databases</td>
<td>[32]</td>
</tr>
<tr>
<td><strong>Monitoring and logging</strong></td>
<td></td>
</tr>
<tr>
<td>Logging</td>
<td>[9, 28, 43]</td>
</tr>
<tr>
<td>Continuous monitoring</td>
<td>[13, 33]</td>
</tr>
<tr>
<td>Reporting</td>
<td>[13]</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
</tr>
<tr>
<td>BlueGreenDeployment</td>
<td>[9]</td>
</tr>
<tr>
<td>Risk analysis (threat model)</td>
<td>[11, 28]</td>
</tr>
<tr>
<td>Backup policies</td>
<td>[32]</td>
</tr>
</tbody>
</table>

*Note: This table only sums up the “hard controls” as described in Section 4.5.*
CASE STUDY INTERVIEWS: CODING

Table C.1 gives an overview of all codes and code categories created in Atlas ti during the analysis of case study evidence. Since Atlas ti does not support subgroups, these were added later.

Abbreviations:
Gen. risk mitig. mechanisms: General risk mitigation mechanisms
IAM & SOD: Identity and Access Management & Separation of Duties
Mon. & Log.: Monitoring & Logging

<table>
<thead>
<tr>
<th>CODE</th>
<th>CODE GROUPS</th>
<th>CODE SUBGROUPS (if applicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access to production</td>
<td>Risks</td>
<td>Team</td>
</tr>
<tr>
<td>Prioritization of Tasks</td>
<td>Risks</td>
<td>Team</td>
</tr>
<tr>
<td>Internal Fraud</td>
<td>Risks</td>
<td>Team</td>
</tr>
<tr>
<td>Increasing backlog</td>
<td>Risks</td>
<td>Team</td>
</tr>
<tr>
<td>Fast Decision Taking</td>
<td>Risks</td>
<td>Team</td>
</tr>
<tr>
<td>Access to pipeline</td>
<td>Risks</td>
<td>Team</td>
</tr>
<tr>
<td>Not working according to plan</td>
<td>Risks</td>
<td>Team</td>
</tr>
<tr>
<td>Too much team autonomy</td>
<td>Risks</td>
<td>Team</td>
</tr>
<tr>
<td>Predictability</td>
<td>Risks</td>
<td>Project</td>
</tr>
<tr>
<td>Difficulties in bigger projects</td>
<td>Risks</td>
<td>Project</td>
</tr>
<tr>
<td>Transitional Risks</td>
<td>Risks</td>
<td>Transition</td>
</tr>
<tr>
<td>Incompatibility with non-DevOps teams and processes</td>
<td>Risks</td>
<td>Organization</td>
</tr>
<tr>
<td>Security</td>
<td>Risks</td>
<td>Product</td>
</tr>
<tr>
<td>System continuity</td>
<td>Risks</td>
<td>Product</td>
</tr>
<tr>
<td>Risk of non-compliance</td>
<td>Risks</td>
<td>Product</td>
</tr>
<tr>
<td>Deploying products that are still in development</td>
<td>Risks</td>
<td>Product</td>
</tr>
<tr>
<td>Flexibility</td>
<td>Success Indicators</td>
<td>-</td>
</tr>
<tr>
<td>Less stress</td>
<td>Success Indicators</td>
<td>-</td>
</tr>
<tr>
<td>Less mistakes</td>
<td>Success Indicators</td>
<td>-</td>
</tr>
<tr>
<td>Increased rate of deployment</td>
<td>Success Indicators</td>
<td>-</td>
</tr>
<tr>
<td>Time saving</td>
<td>Success Indicators</td>
<td>-</td>
</tr>
<tr>
<td>Improved customer service</td>
<td>Success Indicators</td>
<td>-</td>
</tr>
<tr>
<td>CODE</td>
<td>CODE GROUPS</td>
<td>CODE SUBGROUPS</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Consideration</td>
<td>Success Indicators</td>
<td></td>
</tr>
<tr>
<td>Reusable Coding</td>
<td>Success Indicators</td>
<td></td>
</tr>
<tr>
<td>Legacy Systems</td>
<td>Inhibitors</td>
<td></td>
</tr>
<tr>
<td>Scarce resources</td>
<td>Inhibitors</td>
<td></td>
</tr>
<tr>
<td>Compliance Requirements</td>
<td>Compliance Requirements</td>
<td></td>
</tr>
<tr>
<td>Frameworks</td>
<td>Gen. risk mitig. mechanisms</td>
<td></td>
</tr>
<tr>
<td>Quality Assurance</td>
<td>Gen. risk mitig. mechanisms</td>
<td></td>
</tr>
<tr>
<td>Agile Practices</td>
<td>Gen. risk mitig. mechanisms</td>
<td></td>
</tr>
<tr>
<td>Product Owner</td>
<td>Gen. risk mitig. mechanisms</td>
<td></td>
</tr>
<tr>
<td>Management Support</td>
<td>Gen. risk mitig. mechanisms</td>
<td></td>
</tr>
<tr>
<td>Project Management</td>
<td>Gen. risk mitig. mechanisms</td>
<td></td>
</tr>
<tr>
<td>Culture</td>
<td>Gen. risk mitig. mechanisms</td>
<td></td>
</tr>
<tr>
<td>Automation of data management</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>General automation</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Continuous Improvement</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Architecture</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Continuous Deployment</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Status of DevOps Implementation</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Separation between Dev and Ops</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Cross functional teams</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Team responsible for specific service</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Test Automation</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Infrastructure Automation</td>
<td>DevOps practices</td>
<td></td>
</tr>
<tr>
<td>Automated Change Checks</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Limiting traffic to test change</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Change registration</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Change Advisory Board</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>CODE</td>
<td>CODE GROUPS</td>
<td>CODE SUBGROUPS</td>
</tr>
<tr>
<td>------------------------------------------------</td>
<td>-----------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Frequent Changes</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Definitions for Change Categories</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Change Authorization</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Chain Alignment</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Version Control</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Third Party</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Team feels responsible for their work</td>
<td>Controls</td>
<td>Security</td>
</tr>
<tr>
<td>Communication</td>
<td>Controls</td>
<td>Change Control</td>
</tr>
<tr>
<td>Traceability and transparency</td>
<td>Controls</td>
<td>Compliance</td>
</tr>
<tr>
<td>Auditing</td>
<td>Controls</td>
<td>Compliance</td>
</tr>
<tr>
<td>Internal Audit</td>
<td>Controls</td>
<td>Compliance</td>
</tr>
<tr>
<td>Timed Passwords</td>
<td>Controls</td>
<td>IAM &amp; SOD</td>
</tr>
<tr>
<td>Separate roles and access rights</td>
<td>Controls</td>
<td>IAM &amp; SOD</td>
</tr>
<tr>
<td>No access to production</td>
<td>Controls</td>
<td>IAM &amp; SOD</td>
</tr>
<tr>
<td>Separation of Duties</td>
<td>Controls</td>
<td>IAM &amp; SOD</td>
</tr>
<tr>
<td>Peer Reviews</td>
<td>Controls</td>
<td>IAM &amp; SOD</td>
</tr>
<tr>
<td>Metrics</td>
<td>Controls</td>
<td>Mon. &amp; Log.</td>
</tr>
<tr>
<td>Reporting</td>
<td>Controls</td>
<td>Mon. &amp; Log.</td>
</tr>
<tr>
<td>Logging</td>
<td>Controls</td>
<td>Mon. &amp; Log.</td>
</tr>
<tr>
<td>Security department</td>
<td>Controls</td>
<td>Security</td>
</tr>
<tr>
<td>Monitoring:rule-based alarms</td>
<td>Controls</td>
<td>Security</td>
</tr>
<tr>
<td>Monitoring</td>
<td>Controls</td>
<td>Security</td>
</tr>
<tr>
<td>Rollout &amp; Rollback</td>
<td>Controls</td>
<td>Others</td>
</tr>
<tr>
<td>Risk Log</td>
<td>Controls</td>
<td>Others</td>
</tr>
<tr>
<td>Risk Evaluation Sessions</td>
<td>Controls</td>
<td>Others</td>
</tr>
<tr>
<td>Security Design</td>
<td>Controls</td>
<td>Security</td>
</tr>
<tr>
<td>Security Tests</td>
<td>Controls</td>
<td>Security</td>
</tr>
<tr>
<td>Security audit (internal or external)</td>
<td>Controls</td>
<td>Security</td>
</tr>
<tr>
<td>Security awareness and policies</td>
<td>Controls</td>
<td>Security</td>
</tr>
<tr>
<td>CODE</td>
<td>CODE GROUPS</td>
<td>CODE SUBGROUPS</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>--------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Team is assigned responsibility</td>
<td>Controls</td>
<td>Soft Controls</td>
</tr>
<tr>
<td>Clearly communicated responsibilities, authorizations and procedures</td>
<td>Controls</td>
<td>Soft Controls</td>
</tr>
<tr>
<td>Varying maturity levels per team</td>
<td>No category assigned</td>
<td>-</td>
</tr>
<tr>
<td>Drivers for DevOps</td>
<td>No category assigned</td>
<td>-</td>
</tr>
<tr>
<td>Tooling</td>
<td>No category assigned</td>
<td>-</td>
</tr>
<tr>
<td>Division Infrastructure and DevOps</td>
<td>No category assigned</td>
<td>-</td>
</tr>
<tr>
<td>Workarounds</td>
<td>No category assigned</td>
<td>-</td>
</tr>
<tr>
<td>Incident handling</td>
<td>No category assigned</td>
<td>-</td>
</tr>
</tbody>
</table>
## Table D.1: Practices found in literature and case studies

<table>
<thead>
<tr>
<th>Control</th>
<th>Literature</th>
<th>Practice</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General risk mitigation mechanisms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product owner</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Agile practices</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Quality assurance</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Project management</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Frameworks</td>
<td>x^1</td>
<td>x^4</td>
</tr>
<tr>
<td>Culture</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Management support</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td><strong>Change control</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automated change controls and thresholds</td>
<td>x</td>
<td>(x)^2</td>
</tr>
<tr>
<td>Change size categories</td>
<td>(x)^3</td>
<td>x</td>
</tr>
<tr>
<td>Version control</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Change registration</td>
<td>(x)^4</td>
<td>x</td>
</tr>
<tr>
<td>Change advisory boards</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Automated functional testing</td>
<td>x^5</td>
<td>x</td>
</tr>
<tr>
<td>Post-deployment approval</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td><strong>Identity and access management</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automate production deployment</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Separate accounts for accessing development and productions environment</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Temporary access on request for developers to production environment</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Code peer reviews</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Authorization before deployment</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Secure authentication</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Access management</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Access rights based on employee role</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td><strong>Compliance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular auditing</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Item tracking</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Standard templates in tools</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>CONTROL</td>
<td>LITERATURE</td>
<td>PRACTICE</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>------------</td>
<td>----------</td>
</tr>
<tr>
<td>Automated compliance testing and reporting</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Isolation of testing and development system from production</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

**Security**

| Awareness trainings                                                  | x          |          |
| Security department (monitoring and reaction)                        | x          |          |
| Static code analysis                                                 | x          | x        |
| Automated security tests                                             | x          | x        |
| Configuration management                                            | x          | x        |
| Inventory management                                                 | x          |          |
| Security operations center                                           | x          |          |
| Separation of application and databases                              | x          | x        |

**Monitoring and logging**

| Logging                                                               | x          | x        |
| Continuous monitoring                                               | x          | x        |
| Reporting                                                            | x          | x        |

**Other**

| Rollback strategies (e.g. BlueGreen Deployment)                      | x          | x        |
| Risk analysis (threat model)                                         | x          |          |
| Risk evaluation sessions                                            | x          |          |
| Risk log                                                            | (x)\(^{6}\) |          |
| Backup policies                                                     | x          | x        |

**Soft aspects**

| Clearly communicated responsibilities                               | x          | x        |
| Team autonomy                                                       | x          |          |
| Communication                                                       | x          | x        |

\(^{1}\) Frameworks in literature: CMMi, ITIL, OCTAVE Allegro, OWASP SAMM, ISO/IEC 2005 Frameworks in practice: DASA, ISO 27001/2, SDL, NIST, ITIL, COBIT, SAFe

\(^{2}\) Implemented partly at WebSales2 immediately before deployment

\(^{3}\) Michener and Clager [28] mention that small changes can be deployed directly but suggest no categories

\(^{4}\) Implied in item tracking and logging

\(^{5}\) Implied in definition of Continuous Deployment/DevOps

\(^{6}\) Only at SmartIndustries in large projects
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