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Abstract

The study investigates the possibility of using convolutional neural networks across input of different sampling rates, focusing on one-dimensional convolutions. This is an idea that has not been adequately studied although it may produce useful results that expand the usefulness of convolutional neural networks. The problem was approached from the perspective of algebraic multigrid. Three interpolation methods were tested on audio classification neural networks trained for input of different sampling rates: nearest neighbor, linear interpolation and inverse distance weighting. The approach was extended to pooling and fully connected layers. In the case of using a neural network trained for high sampling rate input with input of low resolution, the method of linear interpolation gave promising results. Moreover, the results hint that pooling layers should not be changed in the process of multiscaling. In the case of training for low sampling rate and testing with input of high sampling rate, there is no unique solution to the system of weight equations. In dealing with this problem, the approach of directly prolonging the convolution kernels was tried using the three interpolation methods that were explained above as well as the method of kernel dilation. The last method, kernel dilation, appeared to be considerably effective in upscaling.
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1 Introduction

In this work, we consider the problem of multiscaling convolutional neural networks (CNN). CNNs are deep neural networks whose learned parameters are the values of discrete convolution kernels. They are mainly used in processing data that benefit from keeping their original spatial and structural information. For example, they are used in image, audio and video processing. The tasks that can be performed using CNNs include but are not limited to classification, denoising or labeling [1].

CNNs are trained to perform a specific task for input of a specific resolution/sampling rate. In case the same type of processing needs to be performed to input of different resolution/sampling rate, a new CNN is created and trained. This procedure is lengthy because discovering a functional network architecture usually requires trial and error and the research in optimal heuristic procedures is still in development [2]. Moreover, the computational cost of training CNNs is high [3]. Another option would be to resample the dataset to the resolution in which the CNN has been originally trained but this also adds a considerable computational overhead.

In order to avoid these costs, we examined whether it is possible to modify an already trained CNN for input of a different resolution. Modifying a CNN that has been trained for high resolution input to perform for low resolution is called downscaling the network while the opposite process is called upscaling.

By finding effective ways to multiscale (upscale and downscale) existing network, the CNNs will become more versatile; a network could be trained for one input resolution/sampling rate and then used for another. Furthermore, it is possible to optimize the training of CNNs by first training the network using input that minimizes the computational costs (i.e. lower resolution) and then scaling the network for the desired input. Moreover, even if the multiscaled network does not have adequate accuracy and retraining cannot be completely skipped, these methods may be used to initialize the training parameters (architecture and weights) of a neural network and shorten the development time.

Multiscaling methods for CNNs is a new field of research; consequently, there is very limited research on the subject. Haber et al. explored some ideas with considerable success in two-dimensional CNNs for image classification [4]. One of the methods they proposed was based on algebraic multigrid (AMG), a numerical method used to solve large systems of equations using a multilevel hierarchy. AMG has been used in varied fields of scientific research ranging from fluid mechanics [5] to queuing theory [6] but its relevance to CNNs just started being investigated.

The AMG approach requires the construction of different prolongation (interpolation) and restriction (coarsening) operators and the success of the multiscaling depends on that choice [7]. In this work, we explored three such methods: nearest neighbor, linear interpolation and inverse distance weighting. In contrast to the work of Haber et al. [4], the task at hand is audio classification performed by one-dimensional CNNs. Multiscaling techniques for one-dimensional CNNs is an area that remained up to this point unexplored. In this study, we delved into the connection between AMG and CNN multiscaling and explored the practical implementation of the prolongation and coarsening strategies in specific scenarios. Additionally, in dealing with some deficiencies of AMG in the case of upscaling, the strategy of directly prolonging the convolution kernels was examined. In order to test the efficacy of these methods, a dataset was collected and a number of CNN architectures were trained in two different sampling rates.
2 Methodology

In this section, we describe in detail the methods that were used to solve the problem. At first, the theory of AMG is explained focusing on why it is relevant to multiscaling CNNs. Then, we explain the specific prolongation and restriction methods that were used and how they were applied. Afterwards, we discuss how we dealt with the pooling and dense layers that are usually present in a CNN architecture. Last but not least, we explore a new strategy to upscaling to deal with a deficiency in the AMG approach.

2.1 Algebraic Multigrid and Multiscaling CNNs

As mentioned, the backbone of the approach in multiscaling followed in this work is the method of algebraic multigrid. Multigrid is a numerical method developed to solve large systems of discrete partial differential equations. It is based on the idea of coarsening the discretization grid based on a physical geometric interpretation of the problem using hierarchical algorithms (geometric multigrid). This inspired the development of algebraic multigrid (AMG) which is used to solve large (usually sparse) systems of linear equations using the same multigrid principles but without any references to a geometric origin of the problem; it is based only on the information contained in a given matrix $K$ to construct the hierarchy of grids and the corresponding prolongation and restriction operators [8] [7].

In general, AMG methods are designed to solve linear systems of the form $Ku = f$ where $K$ is a sparse matrix. This system is called "the finest grid problem" and the solution is found within a hierarchy of coarser grid problems. By finest scale we define the dimension of the (unknown) vector $u$. The method transitions to a sequence of coarser grids (grids of coarser scales) in which the sparse matrix $K$ is transformed to a coarser grid operator using some intergrid transfer (prolongation and restriction) operators [8].

In order to make the connection with our research area, we need to interpret a CNN from an algebraic point of view where the application of a convolution kernel in an input array is represented by a matrix multiplication.

Let a coarse scale (low resolution/sampling rate) $H$ and a fine scale (high resolution/sampling rate) $h$ with $h > H$. Moreover, let $s_H$ and $s_h$ the convolution kernels that operate on the low sampling rate (coarse scale) input $u_H$ and high sampling rate (fine scale) input $u_h$ respectively. In the case of audio classification, which was the focus of this work, the input is an audio recording represented by a one-dimensional array. The sparse matrices $K_H$ and $K_h$ are the matrix representation of the coarse and fine scale convolution kernels respectively. The form of these sparse matrices will be explained in the next section.

In this framework, the finest scale problem is the application of a convolution kernel to a high sampling rate input represented by $K_hu_h$. In this approach, the purpose of applying AMG is not to solve the linear system $K_hu_h = f$ per se, since both $K_h$ and $u_h$ are taken to be known. In contrast, the main goal is to find a new sparse matrix $K_H$ which is equivalent to applying the fine scale convolution to a coarser grid, meaning to an input of lower sampling rate. Through this process, given a fine scale convolution kernel, we can derive a coarse scale one, effectively downscaling the kernel.

AMG is a method used to downscale a problem in pursuance of a configuration that is easier to solve. However, in the case of CNNs, upscaling the operators is also a point of interest. In this case, the opposite procedure is followed with known $K_H$ and unknown $K_h$. However, as we shall see, this is not as straightforward as the case of downscaling and it presents additional challenges.

In AMG, constructing a coarse scale operator $K_H$ given a fine scale operator $K_h$ can be done with many methods. In this work, the Galerkin method was used because of its purely alge-
braic nature. In this method, the coarse scale operator $K_h$ is called Galerkin operator and is computed by $K_h = RK_hP$ where $R$ and $P$ denote the restriction and prolongation operators respectively. The common AMG practice is that the prolongation operator is chosen first and the restriction operator is adjusted to this choice. $R$ and $P$ should be linear transformations so that they can be represented in a matrix form. Moreover, it is assumed that $R$ and $P$ have full rank, which means that $P$ should have linearly independent columns and $R$ linearly independent rows. Finally, it should be $RP = I$, meaning that there is an adequate mapping from the fine scale to the coarse scale and conversely [9].

Given a known fine scale operator $K_h$, the Galerkin method allows for the immediate calculation of the coarse scale operator $K_H$. In the case $K_H$ is known and $K_h$ unknown, then $K_h$ is a sparse matrix with some unknown variables. As we explain in the next section, the matrices $K_H$ and $K_h$ have a specific form. Thus, the matrix equation $K_H = RK_hP$ leads to a linear system of equations. If the size of the convolution kernels $s_H$ and $s_h$ is the same, then the system has a unique solution [4] but it will be shown that this is not always the case.

As explained above, the approach to AMG in this case follows a different path than in more traditional applications because the purpose is not to downscale the operator in order to solve a linear system but to downscale the operator for its own sake. In the traditional applications of AMG, the coarser grids are chosen freely so that the system becomes easier to solve while in the case presented here the different grids are a given to the problem; the purpose is to scale a CNN to a specific grid. Moreover, AMG includes considerations of other factors such as the error that appears between the solution that the method converges to and the actual solution of the system. This error also needs to be approximated to the coarser levels in an appropriate way to achieve convergence. This is the role of a smoothing operator which usually drives the choice of the intergrid operators $R$ and $P$ [9]. However, this does not seem to be relevant in the present case as it is not the unknown $u$ that should be approximated.

The lack of error convergence considerations drove us to a different approach in regards to the choice of the intergrid operators. Although the Galerkin method is purely algebraic, its application to a specific case gives a physical meaning to the intergrid operators $R$ and $P$. In order to comprehend this physical meaning, it is useful to look into the derivation of the Galerkin operator [4]. The restriction operator restricts a fine scale signal $u_h$ to a coarse scale signal $u_H$ through the relation $u_H = Ru_h$ while the prolongation operator prolongs the coarse scale signal $u_H$ to the interpolated fine scale signal $\tilde{u}_h$. When $RP = I$, then $\tilde{u}_h = u_h$. Let $w_h$ be the output signal of applying a fine scale convolution operating on the fine scale signal $u_h$. Now, we want to construct a coarse scale convolution $K_H$ operating on the coarse scale signal $w_H = K_H u_H$ which is consistent with applying $K_h$ on $u_h$. Namely, we want to restrict the convoluted coarse scale signal so that $w_H = Ru_h \Rightarrow K_H u_H = RK_hP u_H$. Therefore, one way to construct the coarse scale operator is by $K_H = RK_hP$.

What should be taken out of this process is that $R$ and $P$ should be understood as restriction and prolongation applied to a signal, which in the cases examined is the input to the CNNs, that is audio recordings. Namely, $R$ and $P$ are in fact resampling methods that should follow the restrictions outlined above. In terms of signal processing, the restriction that $RP = I$ means that after upsampling the signal and then downsampling again, we should return to the original. The restriction that both matrices should have full rank means that all the points of the signal should be taken into account when resampling. This physical interpretation of the operators inspired the choices that were made and that are explained below.

### 2.2 Convolution as Matrix Multiplication

Before proceeding to the specific prolongation and restriction methods, it should be explained that applying a convolution to an array can be considered as a matrix multiplication in which...
the convolution is represented by a sparse Toeplitz matrix [1].

In the case of one-dimensional input that was examined, the Toeplitz matrix is constructed so that the first column starts with the convolution kernel and is completed with zeros while the first row starts with the first element of the convolution and is completed with zeros. The rest of the matrix is completed so that each descending diagonal from left to right is constant.

In the neural networks that are examined, zero padding in the borders of the signal is implemented so that the convoluted output has the same length as the input. Then, the matrix should be diagonal $n \times n$ with $n$ the length of the signal. Moreover, the first column starts with the middle element of the kernel and is completed as described above.

Since we deem it important to be consistent with the AMG bibliography, we should apply the convolution as a matrix multiplication from the left of the signal. Therefore, we used the transpose of the Toeplitz matrix in the applications. From now on, when the matrix representation of a convolution kernel is referred, it is implied the transpose of the zero padded Toeplitz matrix.

So, assuming we have a kernel $s = [x_1, x_2, \ldots, x_m]$ where $m$ is an odd number (as commonly used in CNNs), then the Matrix is:

\[
K = \begin{pmatrix}
x_{\frac{m+1}{2}} & x_{\frac{m+1}{2}+1} & x_{\frac{m+1}{2}+2} & \cdots & x_m & 0 & \cdots & 0 \\
x_{\frac{m-1}{2}} & x_{\frac{m+1}{2}} & x_{\frac{m+1}{2}+1} & \cdots & x_{m-1} & x_m & 0 & \vdots \\
\vdots & x_{\frac{m+1}{2}} & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
x_1 & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & x_m \\
0 & \ddots & \ddots & \ddots & \ddots & \ddots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \cdots & \vdots \\
0 & \cdots & \cdots & x_1 & \cdots & x_{\frac{m+1}{2}} & x_{\frac{m+1}{2}+1} & \cdots \\
\end{pmatrix}
\]

In the case $m$ is even, then the middle element is $\frac{m}{2}$. This is rarely used in CNNs but it is relevant when a fully connected layer is represented as a convolutional layer as we shall see.

It is important to note that the matrix $K$ presented above is the matrix representation of a kernel that is applied without the use of strides, or with stride $= 1$, as in the case of the networks examined in this study. The case of strided kernels will be briefly examined in the case of the average pooling layer below as well as in Appendix A.

It should be noted that, in CNNs, applying a convolution to a signal includes an activation function. However, not all activation functions are linear, meaning that they cannot be represented as a matrix operation. In fact, more often than not, the activation functions are not linear and so is the case in the CNNs that will be presented in the practical implementation. In the methods explored below, we shall deal with the weights of the kernels, leaving the activation functions as part of the architecture which remains unchanged.

### 2.3 Prolongation and Restriction Methods

As mentioned above, the success of the AMG depends on the choice of prolongation and restriction methods. In this section, the combinations of intergrid operators that were used are presented.
2.3.1 Nearest Neighbor Interpolation

Nearest neighbor is one of the simplest interpolation methods and entails upsampling the signal by interpolating the nearest sample \[10\]. The basic idea of the method is shown in Figure 1. Nearest neighbor interpolation can be used to prolong signals by integer factors.

\[
\begin{bmatrix}
X_1 & X_2 & X_3 & \ldots & \ldots \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
X_1 & X_1 & X_2 & X_2 & X_3 & \ldots & \ldots & \ldots & \ldots \\
\end{bmatrix}
\]

**Figure 1: Nearest Neighbor Method**

Let a one-dimensional array \(u_H = [x_1, x_2, \ldots, x_m]^T\) that is to be upscaled to a new finer scale \(h\) by an integer factor \(N = \frac{h}{H}\). Then, the length of \(u_h\) will be \(Nm\) and we have:

\[
u_h = \left[\frac{x_1, \ldots, x_1, x_2, \ldots, x_2, \ldots, x_m, \ldots, x_m}{N \quad N \quad \ldots \quad N}\right]^T
\]

2.3.1.1 Prolongation Matrix

The prolongation matrix \(P\) is the transformation matrix of the linear transformation that performs the operation described above. By following well-known methods of linear algebra, the columns of \(P\) are the images of the normal basis of \(\mathbb{R}^m\) (see Appendix B) \[11\]. The dimensions of the matrix are \(Nm \times m\). It can be seen that the columns of \(P\) are linearly independent. Therefore, the matrix has full rank.

\[
P = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 0 & \cdots & \vdots \\
0 & 1 & \cdots & \vdots \\
0 & \vdots & \ddots & \vdots \\
0 & \vdots & \cdots & 1 \\
0 & \vdots & \cdots & 0 \\
0 & \vdots & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 1
\end{pmatrix}
\]

2.3.1.2 Restriction Matrix

Since \(P\) is not square and hence not invertible, there is not a unique matrix \(R\) that complies to the requirement \(RP = I\). The most intuitive choice is to restrict by averaging the neighboring sample points. The shape of the matrix is \(m \times Nm\). We can see that the rows are linearly independent. Last but not least, the requirement \(RP = I\) is also fulfilled.
\[
R = \begin{bmatrix}
N^{-1} & \cdots & N^{-1} & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & N^{-1} & \cdots & N^{-1} & 0 & \cdots \\
\vdots & 0 & 0 & \cdots & \cdots & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & N^{-1} & \cdots & N^{-1}
\end{bmatrix}
\]

### 2.3.1.3 Multiscaling

Let a fine scale kernel \( s_h = [x_1, \ldots, x_m] \) and a coarse scale kernel \( s_H = [y_1, \ldots, y_k] \) with \( K_h \) and \( K_H \) their matrix representations. Moreover, let a coarse scale signal with size \( n \) and the prolonged fine scale signal with size \( 2n \). Since \( RP = I \), the relation can also be seen in reverse where the coarse scale signal is the restriction of the fine scale one. The two kernels are connected by the relation \( K_H = RK_hP \), as explained above, where \( R \) and \( P \) are the restriction and prolongation operators respectively. In the cases examined here, the scaling ratio was \( N = 2 \). However, the nearest neighbor interpolation can be applied for any integer ratio.

The matrices \( K_h \) and \( K_H \) have a specific form as explained above. In addition, it can be proven that multiscaling should preserve the strides of the kernel (see Appendix A). Therefore, the equation \( K_H = RK_hP \) can be solved in the general form for kernels of arbitrary length, something which returns a set of formulas that relate the weights of the fine scale kernel \( x_i \) with the weights of the coarse scale kernel \( y_i \). It can be shown that there are four cases depending on \( \max(m, k) \).

From the way a convolution kernel is applied in CNNs, it can be seen that padding any number of zeros at the borders of the kernel does not change the operation. This means that, in the case \( k \neq m \), the smallest kernel can be extended by zero padding so that \( k = m \). Therefore, in the general case it is assumed that \( k = m \), namely that the coarse and fine scale kernels have the same length. If it turns out that one kernel is smaller than the other, this will become apparent in the formulas as the first and/or the last elements of the smaller kernel will be zero. It turns out that this is indeed the case; the coarse scale kernel is in fact smaller than the fine scale one for \( k, m > 3 \) which includes all the kernels of interest (kernels with length less than three were not effective as we shall see when discussing the practical implementation). This result is repeated in all the methods that were examined and has important consequences in the case of upscaling because it means that there is no unique fine scale convolution given a coarse scale one.

In the formulas that are presented below, the length \( k < m \) of the coarse scale kernel corresponds to the length after subtracting all the consecutive zero elements from the borders that appear in the formulas if equal length is assumed. Moreover, a relation between the lengths of the kernels is also given.

In particular, there are \( k \) equations for \( m \) unknowns with \( k < m \). By examining the coefficient matrices of the systems in all cases, it can be shown that they have an infinite solution set.
When $m$ is odd

When $\frac{m+1}{2}$ is even
Then $k = \frac{m+3}{2}$ and:

\[
y_1 = \frac{1}{2} x_1 \\
y_2 = \frac{1}{2} x_1 + x_2 + \frac{1}{2} x_3 \\
\vdots \\
y_{k-1} = \frac{1}{2} x_{m-2} + x_{m-1} + \frac{1}{2} x_m \\
y_k = \frac{1}{2} x_m
\]

When $\frac{m+1}{2}$ is odd
Then $k = \frac{m+1}{2}$ and:

\[
y_1 = x_1 + \frac{1}{2} x_2 \\
y_2 = \frac{1}{2} x_2 + x_3 + \frac{1}{2} x_4 \\
\vdots \\
y_{k-1} = \frac{1}{2} x_{m-3} + x_{m-2} + \frac{1}{2} x_{m-1} \\
y_k = \frac{1}{2} x_{m-1} + x_m
\]

When $m$ is even

When $\frac{m}{2}$ is even
Then $k = \frac{m}{2} + 1$ and:

\[
y_1 = x_1 + \frac{1}{2} x_2 \\
y_2 = \frac{1}{2} x_2 + x_3 + \frac{1}{2} x_4 \\
\vdots \\
y_{k-1} = \frac{1}{2} x_{m-2} + x_{m-1} + \frac{1}{2} x_m \\
y_k = \frac{1}{2} x_m
\]

When $\frac{m}{2}$ is odd
Then $k = \frac{m}{2} + 1$ and:

\[
y_1 = \frac{1}{2} x_1 \\
y_2 = \frac{1}{2} x_1 + x_2 + \frac{1}{2} x_3 \\
\vdots \\
y_{k-1} = \frac{1}{2} x_{m-3} + x_{m-2} + \frac{1}{2} x_{m-1} \\
y_k = \frac{1}{2} x_{m-1} + x_m
\]

2.3.2 Linear Interpolation

There are many definitions of linear interpolation. In this work, it was defined as the interpo-
lation between two sample points [12]. The method is explained visually in Figure 2.

Let a discrete signal $u_H = [x_1, x_2, \ldots, x_m]^T$ that is to be upsampled to a new signal $u_h$ by a
factor $N = 2$. Then, the length of $u_h$ will be $2m$ and we have $u_h = \left[ x_1, \frac{x_1+x_2}{2}, x_2, \ldots, x_m, \frac{x_m}{2} \right]^T$. As
shown in Figure 2, the first point of the prolonged signal is the same as the first of the coarse
scale signal. However, when it comes to the last point of the prolonged signal, there is no point
"to the right" in order to interpolate. It was chosen to deal with this by padding a zero as a new
element in the coarse scale signal and calculate the last element of the fine scale signal by $\frac{x_m+0}{2}$.

This method can be used to upscale by a factor of 2. Iteratively, it can be used to upscale by
a factor $2^j$, with $j$ the number of iterations.
2.3.2.1 Prolongation Matrix

The matrix representation of this method is calculated by using methods of linear algebra as explained in the case of nearest neighbor (see Appendix B). We can verify that the matrix has full rank as it is required by the AMG method.

\[
P = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
\frac{1}{2} & \frac{1}{2} & \cdots & 0 \\
0 & 1 & 0 & \vdots \\
0 & \frac{1}{2} & \frac{1}{2} & \vdots \\
\vdots & \vdots & \ddots & 0 \\
0 & 0 & \cdots & 1 \\
0 & \cdots & 0 & \frac{1}{2}
\end{bmatrix}
\]

We can see that the first row and column of the matrix do not follow the same pattern with the last row and column. The reason for this is the different treatment of the border elements of the array that was presented in Figure 2. When applying the Galerkin method \(K_H = R K_h P\), this discrepancy creates an inconsistent system of equations. In particular, there are two inconsistent formulas for some coarse scale weights. In order to solve this problem, it was decided to ignore the first row and column of \(P\) when multiscaling. The physical meaning of this choice is that the upscaled signal has one element less, the first element is missing (equivalently, it could be chosen that the last element would be ignored). Since the signals are in the range of tens of thousands, this is not expected to have a great influence on the whole method.

2.3.2.2 Restriction Matrix

There are many possible matrices to perform the opposite transformation. The range of choices is restricted by the fact that the rows should be linearly independent.

Let the coarse scale signal be \(u_H = [a_1, a_2, \cdots, a_m]\) and the interpolated \(u_h = [A_1 = a_1, A_2 = \frac{a_1 + a_2}{2}, A_3 = a_3, \cdots, A_{2m-3} = a_{m-1}, A_{2m-2} = \frac{a_{m-1} + a_m}{2}, A_{2m-1} = a_m, A_{2m} = \frac{a_m}{2}]\). One solution to the problem of restriction is the formula \(a_i = 2A_{2i} - A_{2i+1}, 1 \leq i \leq m\), with \(A_{2m+1} = 0\). It can be shown that the corresponding matrix \(R\) has full rank. The shape of the matrix is \(m \times 2m\). It is not difficult to verify that \(RP = I\).
\[ R = \begin{pmatrix}
0 & 2 & -1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 2 & -1 & 0 & \cdots & 0 & 0 \\
\vdots & 0 & \cdots & 0 & 2 & -1 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & 0 & 2
\end{pmatrix} \]

Following the same reasoning as in the case of the prolongation matrix, the first column and row are subtracted from the matrix when multiscaling since this would create a matrix with a distinct pattern while keeping the requirement that \( RP = I \).

### 2.3.2.3 Multiscaling

By following the same process that was explained in the section of the nearest neighbor, we can derive the formulas that relate the weights of the coarse scale kernel \( s_H = [y_1, \cdots, y_k] \) and the fine scale kernel \( s_h = [x_1, \cdots, x_m] \). Once more, we shall see that given a fine scale kernel it is possible to calculate a unique coarse scale one while in the opposite case we have an under-determined system of linear equations with an infinite solution set. There are again four cases depending on the size of the fine scale kernel \( m \).

#### When \( m \) is odd

When \( \frac{m+1}{2} \) is even

Then \( k = \frac{m+3}{2} \) and:

\[
\begin{align*}
y_1 &= \frac{3}{2} x_1 + x_2 \\
y_2 &= x_4 + \frac{3}{2} x_3 - \frac{1}{2} x_1 \\
& \vdots \\
y_{k-2} &= x_{m-1} + \frac{3}{2} x_{m-2} - \frac{1}{2} x_{m-4} \\
y_{k-1} &= \frac{3}{2} x_m - \frac{1}{2} x_{m-2} \\
y_k &= -\frac{1}{2} x_m
\end{align*}
\]

When \( \frac{m+1}{2} \) is odd

Then \( k = \frac{m+1}{2} \) and:

\[
\begin{align*}
y_1 &= x_1 \\
y_2 &= x_3 + \frac{3}{2} x_2 \\
y_3 &= x_5 + \frac{3}{2} x_4 - \frac{1}{2} x_2 \\
& \vdots \\
y_{k-1} &= x_m + \frac{3}{2} x_{m-1} - \frac{1}{2} x_{m-3} \\
y_k &= -\frac{1}{2} x_{m-1}
\end{align*}
\]
When $m$ is even

Then $k = \frac{m}{2} + 2$ and:

\[
\begin{align*}
  y_1 &= x_1 \\
  y_2 &= x_3 + \frac{1}{2} x_2 \\
  y_3 &= x_3 + \frac{3}{2} x_4 - \frac{1}{2} x_2 \\
  \vdots \\
  y_{k-2} &= x_{m-1} + \frac{3}{2} x_{m-2} - \frac{1}{2} x_{m-4} \\
  y_{k-1} &= \frac{3}{2} x_m - \frac{1}{2} x_{m-2} \\
  y_k &= -\frac{1}{2} x_m
\end{align*}
\]

When $\frac{m}{2}$ is odd

Then $k = \frac{m}{2} + 1$ and:

\[
\begin{align*}
  y_1 &= \frac{3}{2} x_1 + x_2 \\
  y_2 &= x_4 + \frac{3}{2} x_3 - \frac{1}{2} x_1 \\
  \vdots \\
  y_{k-1} &= x_m + \frac{3}{2} x_{m-1} - \frac{1}{2} x_{m-3} \\
  y_k &= -\frac{1}{2} x_{m-1}
\end{align*}
\]

2.3.3 Inverse Distance Weighting

The third multiscale method that was explored in the paper was inverse distance weighting. In this technique, the points of the fine scale signal are produced by the weighted average of the two closest points in the coarse grid [10]. In contrast to the previous two methods, the points of the coarse scale signal are not a subset of the points of the fine scale one.

In Figure 3, it is shown how the distances are defined when upscaling by a factor of 2. The method can be theoretically used to upscale for any ratio, even non-integer ones. Every box represents one sample point and it has a center. The distance is measured from the midpoint of the interpolated sample to the midpoints of the two closest coarse scale samples. The unit of distance is half the length of the interpolated points. The value of the new sample is calculated as the weighted average of the two original samples, where the weights are the distances.

**Figure 3: Inverse Distance Weighting Method**
2.3.3.1 Prolongation Matrix

The matrix representation of this prolongation approach is presented below (see Appendix B for how it was derived). It can be proven to have full rank.

\[
P = \begin{pmatrix}
\frac{5}{4} & 0 & \cdots & \cdots & 0 \\
\frac{2}{4} & 0 & \cdots & \cdots & 0 \\
\frac{1}{4} & \frac{3}{4} & 0 & \cdots & \cdots \\
0 & \frac{3}{4} & \frac{1}{4} & \ddots & \ddots \\
0 & \frac{1}{4} & \frac{3}{4} & \ddots & \ddots \\
\vdots & 0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \frac{1}{4} & \frac{3}{4} \\
0 & \cdots & 0 & \frac{3}{4} & \frac{1}{4} \\
0 & \cdots & 0 & \frac{3}{4} & \frac{1}{4} \\
0 & \cdots & 0 & \frac{3}{4} & \frac{1}{4} \\
0 & \cdots & 0 & \frac{3}{4} & \frac{1}{4} \\
\end{pmatrix}
\]

The first and last row of \(P\) follow a different pattern. This is because the first and last element of the interpolated signal should be calculated using coarse scale sample points that are further than the points in the middle of the signal. This is similar to the case of the last element in the linear interpolation. When \(P\) is used in the Galerkin method, the difference in these two rows created an inconsistent system of equations. Therefore, it was decided that they should not be taken into consideration. The physical meaning of this choice is that the two end points of the signal are not interpolated. Since the length of the signals at hand is in the range of tens of thousands, it is not expected to cause problems.

2.3.3.2 Restriction Matrix

Once more, there are many possibilities in picking a restriction matrix that performs the inverse transformation. In a manner similar to the case of the linear interpolation the choice was:

\[
R = \begin{pmatrix}
\frac{1}{2} & \frac{3}{2} & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{3}{2} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & \frac{1}{2} & \frac{3}{2} & 0 & 0 \\
\end{pmatrix}
\]

\(R\) conforms to the restrictions set by AMG. It should be noted that \(R\) was chosen to correspond to \(P\) after the deletion of the first and last column.

2.3.3.3 Multiscaling

Once more, following the Galerkin method we can derive the formulas that relate the weights of the coarse scale kernel \(s_H = [y_1, \ldots, y_k]\) with those of the fine scale kernel \(s_h = [x_1, \ldots, x_m]\). Again, we see that given a fine scale kernel we can find a unique coarse scale kernel while the opposite is not the case; there are infinite solutions to the problem of finding a fine scale kernel given a coarse scale one. There are four cases depending on the size of the fine scale kernel \(m\).
When $m$ is odd

When $\frac{m+1}{2}$ is even

Then $k = \frac{m}{2}$ and:

\[ y_1 = -\frac{1}{8}x_1 \]
\[ y_2 = -\frac{1}{8}x_3 + \frac{3}{4}x_1 \]
\[ y_3 = -\frac{1}{8}x_5 + \frac{3}{4}x_3 + x_2 + \frac{3}{8}x_1 \]
\[ \vdots \]
\[ y_{k-2} = -\frac{1}{8}x_m + \frac{3}{4}x_{m-2} + x_{m-3} + \frac{3}{8}x_{m-4} \]
\[ y_{k-1} = \frac{3}{4}x_m + x_{m-1} + \frac{3}{8}x_{m-2} \]
\[ y_k = \frac{3}{8}x_m \]

When $\frac{m+1}{2}$ is odd

Then $k = \frac{m+1}{2}$ and:

\[ y_1 = -\frac{1}{8}x_2 \]
\[ y_2 = -\frac{1}{8}x_4 + \frac{3}{4}x_2 + x_1 \]
\[ y_3 = -\frac{1}{8}x_6 + \frac{3}{4}x_4 + x_3 + \frac{3}{8}x_2 \]
\[ \vdots \]
\[ y_{k-2} = -\frac{1}{8}x_{m-1} + \frac{3}{4}x_{m-3} + x_{m-4} + \frac{3}{8}x_{m-5} \]
\[ y_{k-1} = \frac{3}{4}x_{m-1} + x_{m-2} + \frac{3}{8}x_{m-3} \]
\[ y_k = x_m + \frac{3}{8}x_{m-1} \]

When $m$ is even

When $\frac{m}{2}$ is even

Then $k = \frac{m}{2} + 2$ and:

\[ y_1 = -\frac{1}{8}x_2 \]
\[ y_2 = -\frac{1}{8}x_4 + \frac{3}{4}x_2 + x_1 \]
\[ y_3 = -\frac{1}{8}x_6 + \frac{3}{4}x_4 + x_3 + \frac{3}{8}x_2 \]
\[ \vdots \]
\[ y_{k-2} = -\frac{1}{8}x_m + \frac{3}{4}x_{m-2} + x_{m-3} + \frac{3}{8}x_{m-4} \]
\[ y_{k-1} = \frac{3}{4}x_m + x_{m-1} + \frac{3}{8}x_{m-2} \]
\[ y_k = \frac{3}{8}x_m \]

When $\frac{m}{2}$ is odd

Then $k = \frac{m}{2} + 2$ and:

\[ y_1 = -\frac{1}{8}x_1 \]
\[ y_2 = -\frac{1}{8}x_3 + \frac{3}{4}x_1 \]
\[ y_3 = -\frac{1}{8}x_5 + \frac{3}{4}x_3 + x_2 + \frac{3}{8}x_1 \]
\[ \vdots \]
\[ y_{k-2} = -\frac{1}{8}x_{m-1} + \frac{3}{4}x_{m-3} + x_{m-4} + \frac{3}{8}x_{m-5} \]
\[ y_{k-1} = \frac{3}{4}x_{m-1} + x_{m-2} + \frac{3}{8}x_{m-3} \]
\[ y_k = x_m + \frac{3}{8}x_{m-1} \]

2.4 Pooling Layers

There are two types of pooling layers that are used in CNNs: max pooling and average pooling [13].
2.4.1 Average Pooling

There are two ways to interpret an average pooling layer. In the first interpretation, the pooling layer is interpreted as a way to reduce the size of the representation and consequently to reduce the learned parameters[1]. Following this line of thought, a multiscaling algorithm would treat the pooling layers as part of the architecture, as it does with the number of layers and the number of nodes per layer. The algorithms that were examined in this work left the architecture unaffected and focused on scaling the learned parameters. Hence, the pooling layers would also remain unaffected.

In the second approach, an average pooling layer can be seen as a fixed strided convolution kernel $s_p$ that operates on the data. As a matter of fact, an average pooling layer of size $n$ is equivalent to a strided convolutional layer with $stride = n$ and kernel

$$ k = \left[ \frac{n^{-1}, n^{-1}, \ldots, n^{-1}}{n} \right] $$

The activation function is the unit function and no zero padding in the borders is used. Moreover, the application of this operator to a signal of size $N$ can be represented as a matrix multiplication from the left with the matrix $K_p$ with dimensions $\frac{N}{n} \times N$, where $\frac{N}{n}$ is rounded down when it is not an integer. In the case of an average pooling layer of size 2, as is the case in the CNNs that were used, the matrix is:

$$ K_p = \begin{pmatrix}
\frac{1}{2} & \frac{1}{2} & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2} & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \ldots & 0 & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & \ldots & 0 & 0 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{pmatrix} $$

Therefore, when this layer is analyzed from the multigrid perspective, there is no restriction in applying the same multiscale methods that were used in the convolutional layers. That is, let $s_p$ be the kernel applied to the fine scale data and $s_P$ the kernel for the coarse scale. Then, with $R$ and $P$ the restriction and prolongation matrices that were explained above, we have $K_p = RK_pP$. However, since the application of the kernel reduces the size of the data, the dimensions of the restriction and prolongation matrices should be adjusted accordingly.

2.4.1.1 Downscaling

Applying the Galerkin method in the average pooling layer with size 2, we have:

**Nearest neighbor interpolation:** The kernel remains the same when downscaling.

**Linear interpolation:** When downscaled, the average pooling layer is transformed to a convolutional layer with $stride = 2$ and kernel $[\frac{3}{2}, -\frac{1}{4}, -\frac{1}{4}]$, no zero padding in the borders.

**Inverse Distance Weighting:** When downscaled, the average pooling layer is transformed to a convolutional layer with $stride = 2$ and kernel $[-\frac{1}{4}, \frac{1}{2}, \frac{3}{4}]$, no zero padding in the borders.

2.4.2 Upscaling

**Nearest neighbor interpolation:** The new kernel is a convolution with $stride = 2$ and $s_p = [a, 1 - a], a \in R$. We see that when upsampling, there is no unique solution. However, the original kernel $s_p = [\frac{1}{2}, \frac{1}{2}]$ is part of the solution set.
Linear interpolation: The system that arises from the matrix equation \( K_P = R K_P P \) is inconsistent.

Inverse Distance Weighting: The system that arises from the matrix equation \( K_P = R K_P P \) is again inconsistent.

2.4.3 Max Pooling

A max pooling layer performs a non-linear transformation to the input. The \( \text{max} \) function cannot be represented in a matrix form. Consequently, when multiscaling a max pooling layer was left unchanged.

2.5 Dense Layers

A dense (fully connected) layer can be viewed as a convolutional layer with kernel length equal to the length of the input. Then, the same multiscaling methods that were applied in the convolutional layers can also be applied to the fully connected layers.

The resulting "kernel" should then have length equal to the new input signal (bigger when upsampling and smaller when downsampling). In the cases examined above, the scaling ratio was set to 2, which means that the upscaled dense layer "kernels" should have twice the length in the case of upsampling and half in the case of downsampling.

As it was presented above, when a kernel of length \( m \) is downscaled, the new kernel has length \( \frac{m}{2} + c_1 \) where the small constant \( c_1 \) depends on the method. Similarly, in the case of upsampling the new kernel has length \( 2m + c_2 \). In all the cases, we had with \( -3 \leq c_1, c_2 \leq 3 \). Therefore, the length of the multiscaled "kernel" of the dense layer has length equal to the size of the input signal plus or minus a small integer. This constants means that the new multiscaled fully connected layer will either be slightly smaller or slightly bigger than the new input length.

In the case it is larger, the "convolution kernel" has length larger than the input in which it should be applied, so it was applied by ignoring the extra weights as it would be if it was indeed a convolutional layer.

In the case it is smaller, we have a more traditional application of a convolution kernel to a signal. However, hardware limitations did not allow for that implementation. Instead, an appropriate number of zeros was padded at the end of the "kernel" to reach the appropriate length. Considering that the input size to the dense layer, and therefore the number of weights of the dense layer, is on the scale of tens of thousands while the constants \( c_1, c_2 \) are small, the effect of this choice is expected to be small.

2.6 Direct Kernel Prolongation

The main approach to the topic of multiscaling followed in this study was based on AMG. However, as it was presented above, this strategy failed to return a unique weight configuration in the case of upsampling. This led to the consideration of a different strategy.

As it was explained in the relevant section, AMG focuses on constructing an operator in a new grid that is consistent with applying a known operator in the original grid. This is done by changing the convolution kernels in a way that incorporates the signal resampling. In other words, the prolongation and restriction operators should be thought of as being implicitly applied to the signal by becoming part of the new kernels.

A different approach to upsampling would be to explicitly prolong the convolutional operators. Let \( w_H = K_H u_H \) the convoluted signal in the coarse scale. Now we set out to prolong \( w_H \) itself in order to arrive to a finer scale convoluted signal \( w_h = P w_H = P K_H u_H \). Therefore, the fine scale operator could be calculated as \( K_h = P K_H \).
On the one hand, this strategy lacks the rigid mathematical foundation of AMG. In particular, the main deficiency of the strategy is that it prolongs the coarse scale operator so that it can be applied to the fine scale signal without accounting for an adequate mapping back to the coarse scale. In mathematical terms, there is no restriction operation $R$ with $RP = I$ included in this method. On the other hand, this method ensures that there is always a unique prolonged kernel for each coarse scale one.

Practically, this strategy entailed directly applying the three interpolation methods that were explained above to the coarse scale kernels. In addition, a fourth method was included in the experiments, that of dilating the kernels. Dilating can be applied by interpolating zeros between the weights as shown in Figure 4; it is a strategy that is frequently used while training CNNs. All these methods produce fine scale kernels with twice the length of the coarse ones when applied in the case of scaling with ratio $N = 2$, as in the experimental design of this study.

![Figure 4: Dilating a convolution kernel](image)

### 3 Practical Implementation

#### 3.1 The dataset

The dataset consists of audio recordings from five devices that can be found in an average household or around it, they are sound sources that most people would recognize as familiar. These five classes are: a vacuum cleaner, a microwave oven, a truck, a sewing machine and a mixer. The duration of each audio track is 4 seconds and they were recorded using the "MP3 Recorder" app for Android [14] in the WAV file audio format with 320 Kbps bitrate and 48 kHz sampling rate (the highest quality possible).

In general, the sound produced by these devices is largely repetitive. Although they are generally distinct to a human ear, they also share similarities. The main sound source in each class was some moving parts (even in the microwave the main sound source was the ventilation). Additionally, with the exception of the truck which used a diesel internal combustion engine, the source of motion was an electric motor. These similarities created a challenge to the neural network.

In order to create some variability within the tracks that belong to the same class, the recordings were conducted from various distances from the source and the machines were used in different intensities. The recordings took place in relative sound insulation to avoid noise in the dataset.

The dataset consists of 750 tracks, 150 tracks for each class. The tracks are equally divided between classes to prevent the dataset from becoming biased. The training set consisted of 650 audio tracks (130 tracks from each class) and the testing set of 100 tracks (20 per class). The training testing split was done randomly and after shuffling the trucks. Moreover, a part of the
The dataset was downsampled to two different datasets, one with 12 kHz sampling rate and one with 24 kHz. Hardware limitations did not allow for higher sampling rates to be used in training the neural networks. The choice of 12 kHz and 24 kHz was made so that the different sampling rates have an integer ratio because this would make the implementation of the multiscale methods simpler. The downsampling was done using the librosa Python library for audio signal analysis [16]. The default resampling method in librosa is Kaiser’s best [17].

The testing sets will have a dual function in this work, the usual function of testing the efficacy of the training and comparing the success of the multiscaling methods. In order to eliminate the possibility that the differences depend on the testing set variability, the training and testing data in the two datasets (12 and 24 kHz) consist of exactly the same audio recordings in different sampling rates.

3.2 The convolutional neural networks

Ten one-dimensional CNNs were developed in order to test the different multiscale techniques, five for the 12 kHz sampling rate dataset and five for the 24 kHz one. They were developed using the Keras API [13] with TensorFlow backend [18]. The architectures of the CNNs trained on the 12kHz dataset are shown in Appendix C and on the 24kHz dataset in Appendix D.

In order to determine the appropriate architecture of the CNNs, a heuristic iteration over the parameter space was performed. The parameters that were fine-tuned with this approach were: the number and size of the convolutional layers, the kernel size, the size and type of the pooling layer, the dropout rate, the number and size of the dense layers, the activation functions, the batch size and the number of training epochs. Hardware limitations also affected the choice of architecture. The optimal networks were chosen based on the categorical accuracy metric.

For the sake of facilitating the implementation of the multiscale methods, some simplifications were made. All the convolutional layers of each CNN were formulated with equal kernel size and with the same activation function. The convolutions were applied with zero padding in the borders to make the length of the output of each layer equal to the input. The biases were ignored in the multiscale process.

With a view to preventing overfitting, dropout was used during training with a rate that was determined by the heuristic described above. This was important because the dataset was rather small. Since it was only used during training, it will not be considered in the phase of multiscaling which is conducted post-training. In all cases, the Adam optimization algorithm was used because it is computationally efficient and it has low memory requirements [19]. The loss function was categorical cross-entropy which is commonly used in classification tasks.

4 Results and Discussion

The different multiscale methods that were explained in the methodology section were implemented in the target CNNs and the resulting networks were tested using the appropriate testing set. In particular, the 24kHz CNNs were downscaled and tested with the 12kHz testing set and conversely for the 12kHz CNNs.

As it is explained by Stuben [8], the implementation of an AMG method can take a considerable amount of human effort but the computational complexity is small. The human ef-
fort consists of formulating the appropriate prolongation and restriction strategies and solving large sparse systems of linear equations. In this work, the Galerkin method was applied for the general form of the fine and coarse scale operators (Toeplitz matrices) and a number of formulas were extracted that connect the weights of the fine scale kernels to the weights of the coarse scale kernels.

Given the fine scale kernels, the unique corresponding coarse scale kernels can be computed by substitution to these formulas. Therefore, the computational cost of the implementation is negligible. However, given the coarse scale kernels, the fine scale ones are the solution of an underdetermined system with an infinite solution set. In order to determine a particular numerical solution to this problem, the method of least squares was used [20].

In order to deal with the problems arising from the lack of a unique solution when applying AMG in upscaling, the kernels were directly prolonged using the three interpolation methods that were explained above as well as the method of kernel dilation.

As a baseline of comparison, the CNNs that was trained on the 24kHz dataset were tested for the 12kHz dataset and conversely without the application of any multiscale method. In this case, the dense layer was treated as a convolutional layer.

The only other related work that these results can be compared with is the work of Haber et al [4]. However, such a comparison may not be appropriate because they focused on image classification networks with larger architectures and datasets. Moreover, they did not use the three interpolation methods described in this study.

4.1 Downscaling

The dual interpretation of the pooling layers gave rise to two different cases in downscaling the kernels. In the first approach, the average pooling was viewed as a strided convolutional layer and was downsampled as such while in the second it was viewed as part of the architecture and left unaffected. In the networks that used max pooling, there was only one choice, to leave the layers unaffected. The categorical accuracy rates of the CNNs over the 12kHz testing set are shown in Table 1. For the sake of comparison, the accuracy over the 24kHz dataset for which they were trained is also presented in parentheses beside the model name.

The first noticeable result is that the accuracy of the CNNs in which the average pooling layers remained unaffected was higher. In particular, when downsampled using linear interpolation or inverse distance weighting, the accuracy was around 20%. Since there are five classes, a result in the neighborhood of 20% indicates random prediction. In the case of the nearest neighbor method, the result is the same in the two cases, something which was expected as this method leaves the average pooling layer unaffected when applied to it.

This result does not support the interpretation of average pooling as a convolutional layer. This explanation seems plausible as, in contrast to convolutional and fully connected layers, the pooling layers do not contain learned parameters which means that they cannot be trained to detect features of the input.

Interestingly, when the CNNs were not changed, the accuracy rate on the 12kHz testing set was high (15% to 20% lower than the accuracy in the original 24kHz dataset), meaning that the CNN configuration is transferable across different scales. This puts the bar of success of a downscale method high since for a strategy to be considered useful it should at least perform better than applying no method at all. It should be noted that in the work of Haber et al. in image classification CNNs, the original architecture also gave a high accuracy rate [4].

Another important finding is that, when the pooling layer remained unaffected, linear interpolation performed considerably higher than the other downscaling strategies (ranging from 15% to 39% higher) and slightly higher than the unchanged network (ranging from 8% to 20%), with the exception of network A24 where the linear interpolation scored significantly low (33%).
<table>
<thead>
<tr>
<th>Model</th>
<th>Pooling</th>
<th>No Downscaling</th>
<th>Nearest Neighbor</th>
<th>Linear Interpolation</th>
<th>Inverse Distance Weighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>A24 (100%)</td>
<td>Pooling as Convolution</td>
<td>-</td>
<td>80%</td>
<td>20%</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>86%</td>
<td>80%</td>
<td>33%</td>
<td>77%</td>
</tr>
<tr>
<td>B24 (93%)</td>
<td>Pooling as Convolution</td>
<td>-</td>
<td>80%</td>
<td>15%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>79%</td>
<td>80%</td>
<td>95%</td>
<td>78%</td>
</tr>
<tr>
<td>C24 (95%)</td>
<td>Pooling as Convolution</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>80%</td>
<td>67%</td>
<td>90%</td>
<td>53%</td>
</tr>
<tr>
<td>D24 (97%)</td>
<td>Pooling as Convolution</td>
<td>-</td>
<td>40%</td>
<td>20%</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>70%</td>
<td>40%</td>
<td>78%</td>
<td>44%</td>
</tr>
<tr>
<td>E24 (78%)</td>
<td>Pooling as Convolution</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>57%</td>
<td>40%</td>
<td>77%</td>
<td>38%</td>
</tr>
</tbody>
</table>

**TABLE 1: The categorical accuracy of the downscaled CNN with the presented methods**

In fact, it is the only method that may be of some use since it clearly surpasses the accuracy rate of leaving the weights unaffected in most cases.

Moreover, with the exception of network D24, the nearest neighbor method gave better results than the inverse distance weighting, although by a small margin (2% to 3% higher apart from C24 where it was 14% higher), and even in the case of D24 the difference was very small (the nearest neighbor scored 4% lower). However, in all but one cases, the CNN downscaled with the nearest neighbor interpolation had lower accuracy rate than applying no method at all (ranging from 6% to 30%) and in the exceptional case of B24 the accuracy was practically the same (79% for nearest neighbor and 80% for no downscaling).

When a CNN is trained to perform a specific task, the different components of the network architecture acquire a specific function in the process of training. This is easier to visualize in the case of image processing networks but arguably more difficult in the case of audio, as is the case here. For example, a node in a layer may be trained to detect edges (in image processing) or a specific frequency (in audio processing). Hypothetically, a robust multiscaling strategy would preserve the function of the edges across different scales. It would be difficult for a component of the network to adjust to a new function without further training.

A possible explanation for the fact that using the same network is rather successful with the new data is that the features of the signal that are detected by the different components of the network can be transferred to a signal of a different resolution. Namely, an audio recording of the same source in two different sampling rates keeps some of its spatial, temporal and structural information that can be detected by the same component (i.e. node in a layer) of the
network.

Using this line of thought, the failure of the nearest neighbor and inverse distance weighting may be interpreted as a failure to transfer these acquired functions. The nearest neighbor interpolation is the simplest interpolation method and it usually does not have the desired effect in signal processing [10]. It should not come as a surprise that it did not give useful results in this case either. When it comes to the inverse distance weighting method, as we mentioned in the relevant section, the sample points of the coarse scale array are not a subset of the sample points of the fine scale one. Moreover, the new sample points come from a weighted average formula meaning that the information contained in the new sample is not a balanced sum of the information in the original, based on a distance which is defined in a specific yet not unique way. The combination of these two factors possibly destroys the function of the CNN components when transferred to the coarse scale.

The method of linear interpolation seems to be better in preserving the functionality of the network. A possible explanation is that the reasons that make inverse distance weighting a problematic strategy are the reasons that make the linear interpolation successful. Namely, the method preserves the original sample points while interpolating a balanced average in between. The success of the unchanged architecture hints that the original sample points should be preserved instead of discarded in a successful method, which is what the linear interpolation does. This view is reinforced by the fact that the nearest neighbor interpolation gave slightly better results than inverse distance weighting since it is also a method in which the original sample points are a subset of the interpolated signal.

A note of caution is due here since the results do not appear to be universal. For example, the accuracy rates of nearest neighbor and inverse distance weighting were relatively high in the networks A24, B24 and C24 but quite low in the networks D24 and E24. After examining the architectures of the CNNs closer (see Appendix D), it can be seen that there is a difference between the two groups. Namely, network A24, B24 and C24 consist of a number of convolutional layers with pooling layers between them while the networks D24 and E24 consist of consecutive convolutional layers and one pooling layer in the end. This indicates a relation between the appropriate downscaling method and the network architecture. Furthermore, the general pattern of the success of linear interpolation is disturbed by the network A24 in which it gave the lowest accuracy rate. In fact, the accuracy rate was in the neighborhood of 20%, indicating random classification. This exception shows that the method is not universally valid and the conditions of its success can inform a new study.

In the work of Haber et al. we can see that their implementation of the AMG method gave better results in comparison to the present study. In fact, the accuracy rates of the downscaled networks were close to the accuracy rates of the networks that have been trained for the target dataset [4]. However, as mentioned above, a more detailed comparison is not possible because the prolongation and restriction operators that we used were different since we focused on the one-dimensional case.

4.2 Upscaling

As it was explained in the relevant section, the application of the AMG multiscaling methods to the average pooling layer with the purpose of upscaling returned an inconsistent linear system. Therefore, the upscaling strategies that were tried left the pooling layers unaffected. It should be noted though that the results of the previous section seem to support the idea that the pooling layers should remain unchanged across scales. The categorical accuracy over the testing set using AMG with the three interpolation methods is shown in Table 2.

Table 2 shows that the accuracy of all the upscaling methods is on the neighborhood of 20% which can be interpreted as a random prediction in the present case.
A possible explanation for these results may be the lack of a unique solution to the upscaling problem. As explained before, an effective multiscaling strategy may be preserving the function of the CNN components across different scales. However, an infinite solution set would possibly also contain solutions that alter the nature of the learned parameters. As mentioned above, the least square algorithm was used to calculate a particular solution. This algorithm, although of proven general efficiency, may not be appropriate in identifying a fitting solution in this particular problem.

Another important result is that leaving the network unchanged performs with considerable success (with accuracy rates in the neighborhood of 80%). This indicates that a solution to the problem of upscaling is indeed possible, although none of the suggested methods seem to work.

In Table 3, the categorical accuracy rates of applying direct kernel prolongation are presented. It can be seen that the method of kernel dilation consistently outperforms all the other methods as well as leaving the kernels unaffected, having accuracy rates that range between 80% and 90%. The other three interpolation methods create networks with accuracy rates considerably lower in comparison to not changing the weights. In particular, leaving the weights unchanged leads to accuracy rates in the neighborhood of 80% while the three methods have results that stretch from 28% to 69%. Therefore, they do not seem to be of some use. Comparing the three interpolation methods, linear interpolation and inverse distance weighting have similar results while the nearest neighbor generally scores relatively lower. However, finding a general pattern is not as clear as in the previous cases since the differences are relatively small (around 10%). Finally, it can be seen once more that treating the average pooling layers as convolutional does not work since it practically leads to CNNs that classify randomly.

The results of applying direct kernel prolongation appear to reinforce the idea that the original CNN configuration should not be overly altered. Kernel dilation, a method which simply interpolates zeros between the original weights, seems to be a quite effective strategy in upscaling albeit the simplest one.

In the case of upscaling, Haber et al. managed to upscale the kernels of their image classification CNNs with a high accuracy rate. However, they did so by using an approach of CNNs as an optimal control problem, something that went beyond the scope of the present work.
<table>
<thead>
<tr>
<th>Model (accuracy in original dataset)</th>
<th>Pooling</th>
<th>No Upscaling</th>
<th>Nearest Neighbor</th>
<th>Linear Interpolation</th>
<th>Inverse Distance Weighting</th>
<th>Kernel Dilation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A12 (100%)</td>
<td>Pooling as Convolution</td>
<td>20%</td>
<td>20%</td>
<td>20%</td>
<td>20%</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>80%</td>
<td>43%</td>
<td>54%</td>
<td>49%</td>
<td>90%</td>
</tr>
<tr>
<td>B12 (99%)</td>
<td>Pooling as Convolution</td>
<td>20%</td>
<td>20%</td>
<td>20%</td>
<td>20%</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>86%</td>
<td>36%</td>
<td>28%</td>
<td>28%</td>
<td>91%</td>
</tr>
<tr>
<td>C12 (98%)</td>
<td>Pooling as Convolution</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>78%</td>
<td>59%</td>
<td>61%</td>
<td>68%</td>
<td>84%</td>
</tr>
<tr>
<td>D12 (98%)</td>
<td>Pooling as Convolution</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
<td>max pooling</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>83%</td>
<td>40%</td>
<td>40%</td>
<td>40%</td>
<td>93%</td>
</tr>
<tr>
<td>E12 (98%)</td>
<td>Pooling as Convolution</td>
<td>20%</td>
<td>20%</td>
<td>20%</td>
<td>20%</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>Pooling Unaffected</td>
<td>80%</td>
<td>59%</td>
<td>69%</td>
<td>69%</td>
<td>80%</td>
</tr>
</tbody>
</table>

Table 3: The categorical accuracy of the upscaled CNN with the presented interpolation methods using kernel prolongation

5 Conclusion

This study set out to discover whether it is possible to use CNNs across resolution scales different from the ones for which they were trained. The focus was on one-dimensional CNNs. The approach to multiscaling was inspired by algebraic multigrid, following a matrix interpretation of applying the convolution kernels. Based on this theory, three combinations of prolongation and restriction operators were investigated: nearest neighbor, linear interpolation and inverse distance weighting. Moreover, the analysis was extended to include the non-convolutional layers of CNNs, the pooling and fully connected layers. In order to test the efficacy of the proposed methodology, a dataset was collected and used to train CNNs in audio classification across two different sampling rates.

One of the interpolation methods that were used, linear interpolation, seems to be useful in the case of downscaling. In particular, the accuracy rate of applying linear interpolation was higher than leaving the network unaltered in all but one experiment. Moreover, there were some indications regarding the correct approach in treating the pooling layers in downscaling. In particular, it seems that they should remain unchanged. In the case of upscaling, the three methods that were applied in the framework of algebraic multigrid failed to give a unique weight configuration. When one possible solution was tried, the results were not promising. However, when the kernels were directly prolonged, kernel dilation was considerably effective. It is worth noting that using the same network across scales without changing the weights was
6 Limitations and Future Work

It is important to state that the study had many limitations. Firstly, the experiments were conducted using a limited dataset and a small number of neural networks. In order to verify the results, more research is needed using larger datasets, different network architectures and different processing tasks (e.g. image classification, denoising, etc).

In addition, the study was limited to a small number of interpolation methods, meaning that many more prolongation and restriction strategies may be tested. It should be noted that the interpolation methods are restricted to integer scaling ratios in the case of nearest neighbor and kernel dilation and ratios that are powers of 2 in the case of linear interpolation. Inverse distance weighting can be used for non-integer ratios but it did not seem to be successful in the experiments. This means that there is a gap for multiscaling methods that could successfully multiscale CNNs without ratio limitations, something that could be further investigated.

Furthermore, in the implementation of AMG, the smoothing operation was ignored, an assumption which may need reconsidering. Especially in the case of upscaling, there may be strategies to restrict the solution sets or iterative methods that converge to an appropriate solution as suggested in [4]. Moreover, algebraic multigrid and direct kernel prolongation are not the only potential strategies that can be used in multiscaling CNNs and different approaches may render better results.

In the preceding analysis, the focus was on multiscaling the weights of the convolution kernels while the network architecture was left unchanged. An interesting idea that was discussed was the possible relationship between different network architectures and multiscaling methods, something that could inspire further study. Finally, a natural progression of this work would be to investigate strategies in which the architecture itself is altered along with the learned parameters.
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A Strided Convolution Kernels

In this section, we shall prove that, when using the Galerkin method in algebraic multigrid to multiscale convolution kernels using the interpolations outlined in the main text, the strides of the convolutions cannot change. During the analysis, we had to solve the matrix equation $K_h = RK_h P$ in the general form. Therefore, it was important to know the structure of the matrices $K_h$ and $K_H$. In particular, given a convolution kernel, we should examine whether the strides would change across scales.

When using strides, the matrix representation of the convolution operation changes. Specifically, the diagonals of the matrix are not fixed. In comparison to the matrix representation of a convolution with $stride = 1$, each row is shifted to the right by the number of strides.

Namely, the matrix representation of the kernel $s = [x_1, x_2, \ldots, x_n]$ with $stride = m$ without zero padding in the borders is:

$$K_h = \begin{pmatrix} x_1 & x_2 & \cdots & x_n & 0 & \cdots & 0 & 0 \\ 0 \cdots 0 & x_1 & x_2 & \cdots & x_n & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \end{pmatrix}$$

The number of columns should equal the size of the input signal while the number of rows should equal the size of the output signal, which will be smaller than the input depending on the number of strides.

When two matrices $P$ and $R$ are the prolongation and restriction matrices explained in the main text, the product $RK_h P$ should also have the form of the above matrix, it will have the form of a matrix representation of a convolution operation with $strides = m$. Namely, the prolongation and restriction strategies that were examined do not change the strides of the kernel. Therefore, when moving from the fine scale to the coarse scale, the coarse scale will have the same number of strides.

Conversely, when moving from the coarse scale to the fine scale where the coarse scale operation has $stride = m$, the matrix will be:

$$K_H = \begin{pmatrix} y_1 & y_2 & \cdots & y_n & 0 & \cdots & 0 & 0 \\ 0 \cdots 0 & y_1 & y_2 & \cdots & y_n & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \end{pmatrix}$$

If the fine scale operation has $strides = k \neq m$, then the product $RK_h P$ will have the form:

$$RK_h P = \begin{pmatrix} w_1 & w_2 & \cdots & w_n & 0 & \cdots & 0 & 0 \\ 0 \cdots 0 & w_1 & w_2 & \cdots & w_n & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \end{pmatrix}$$

When equating the two matrices, we have two cases:

**Case 1: $k > m$**

Then, we will have $y_j = w_j, 0 < j < m$ from the first row but $y_j = 0, 0 < j \leq k - m$ and $y_j = w_{j+m-k}, k - m < j \leq m$ from the second row. Therefore, we have $y_j = w_j = 0, 0 < j \leq k - m$ and $y_j = w_i, k - m < j \leq m, 0 < i \leq k - m$. Therefore, the only solution is for the zero matrices.
Case 2: $k < m$

The same result follows by a similar reasoning.
B Matrix Representations of the Prolongation Operators

B.1 Nearest Neighbor

Let $F : \mathbb{R}^n \rightarrow \mathbb{R}^{Nn}$ be the nearest neighbor transformation. The transformation matrix of the operation is the prolongation matrix $P$. The shape of the matrix is $Nn \times n$ and the columns are the vectors $a_i = F(e_i)$, $1 \leq i \leq n$ where $e_i$ the normal basis of $\mathbb{R}^n$.[11]

\[
\begin{align*}
    a_1 &= F(\begin{bmatrix} 1, 0, \ldots, 0 \end{bmatrix}^T) = \begin{bmatrix} 1, \ldots, 1, 0, \ldots, 0 \end{bmatrix}^T \\
    a_2 &= F(\begin{bmatrix} 0, 1, 0, \ldots, 0 \end{bmatrix}^T) = \begin{bmatrix} 0, 0, 1, \ldots, 0, \ldots, 0 \end{bmatrix}^T \\
    & \vdots \\
    a_n &= F(\begin{bmatrix} 0, \ldots, 0, 1 \end{bmatrix}^T) = \begin{bmatrix} 0, 0, \ldots, 0, 1, \ldots, 1 \end{bmatrix}^T
\end{align*}
\]

If we create a matrix with rows the vectors $a_i$, we can see that it will be in the echelon form and prove that $a_1, \ldots, a_n$ are linearly independent from the relevant theory of linear algebra [11].

B.2 Linear Interpolation

Let now $F : \mathbb{R}^n \rightarrow \mathbb{R}^{2n}$ be the linear interpolation transformation. We need to find the transformation (prolongation) matrix $P$. The shape of the matrix will be $2n \times n$ and the columns are the vectors $a_i = F(e_i)$, $1 \leq i \leq n$ where $e_i$ the normal basis of $\mathbb{R}^n$.[11]

\[
\begin{align*}
    a_1 &= F(\begin{bmatrix} 1, 0, \ldots, 0 \end{bmatrix}^T) = \begin{bmatrix} 1, \frac{1}{2}, 0, \ldots, 0 \end{bmatrix}^T \\
    a_2 &= F(\begin{bmatrix} 0, 1, 0, \ldots, 0 \end{bmatrix}^T) = \begin{bmatrix} 0, \frac{1}{2}, 1, \frac{1}{2}, 0, \ldots, 0 \end{bmatrix}^T \\
    & \vdots \\
    a_n &= F(\begin{bmatrix} 0, \ldots, 0, 1 \end{bmatrix}^T) = \begin{bmatrix} 0, \ldots, 0, \frac{1}{2}, 1, \frac{1}{2} \end{bmatrix}^T
\end{align*}
\]

If we create a matrix with rows the vectors $a_i$, we can see that it will be in the echelon form and that $a_1, \ldots, a_n$ are linearly independent [11].

B.3 Inverse Distance Weighting

Let now $F : \mathbb{R}^n \rightarrow \mathbb{R}^{2n}$ be the inverse distance weighting transformation applied with scaling ratio 2. We need to find the transformation (prolongation) matrix $P$. The shape of the matrix will be $2n \times n$ and the columns are the vectors $a_i = F(e_i)$, $1 \leq i \leq n$ where $e_i$ the normal basis of $\mathbb{R}^n$ [11].
\[ a_1 = F([1, 0, \ldots, 0]^T) = \begin{bmatrix} \frac{5}{6} & 3 & 1 & 0 & \ldots & 0 \end{bmatrix}^T \]

\[ a_2 = F([0, 1, 0, \ldots, 0]^T) = \begin{bmatrix} \frac{1}{6} & 1 & 3 & 3 & 1 & 0 & \ldots & 0 \end{bmatrix}^T \]

\[ a_3 = F([0, 0, 1, \ldots, 0]^T) = \begin{bmatrix} 0 & 0 & 0 & 1 & 3 & 3 & 1 & 0 & \ldots & 0 \end{bmatrix}^T \]

\[ \vdots \]

\[ a_{n-2} = F([0, \ldots, 1, 0, 0]^T) = \begin{bmatrix} 0 & \ldots & 0 & 1 & 3 & 3 & 1 & 0 & \ldots & 0 \end{bmatrix}^T \]

\[ a_{n-1} = F([0, \ldots, 0, 1, 0]^T) = \begin{bmatrix} 0 & \ldots & 0 & 1 & 3 & 3 & 1 & 1 & 1 \end{bmatrix}^T \]

\[ a_n = F([0, \ldots, 0, 1]^T) = \begin{bmatrix} 0 & \ldots & 0 & 1 & 3 & 5 \end{bmatrix}^T \]

By creating a matrix with \( a_i \) as rows and bringing it to the echelon form using elementary row operations, we can see that \( a_1, \ldots, a_n \) are linearly independent [11].
The architectures of the CNNs for the 12 kHz dataset are shown in Figures 5, 6, 7, 8 and 9. The input size of the networks was $\text{input\_size} = \text{duration} \cdot \text{sampling\_rate} = 4 \cdot 12000 = 48000$. The optimal batch size was 3 and training lasted between two and three epochs, afterwards it started overfitting possibly because of the small dataset. The dropout rate that was used was 0.5.

**Figure 5**: Model A12 for the 12kHz dataset. The categorical accuracy over the testing set is 100%. The training was performed with batch size was 1 and it lasted for two epochs, before overfitting. The dropout rate that was used was 0.5.

**Figure 6**: Model B12 for the 12kHz dataset. The categorical accuracy over the testing set is 99%. The training was performed with batch size was 1 and it lasted for two epochs, before overfitting. The dropout rate that was used was 0.5.
**Figure 7:** Model C12 for the 12kHz dataset. The categorical accuracy over the testing set is 98%. The training was performed with batch size was 1 and it lasted for two epochs, before overfitting. The dropout rate that was used was 0.5.

**Figure 8:** Model D12 for the 12kHz dataset. The categorical accuracy over the testing set is 98%. The training was performed with batch size was 3 and it lasted for three epochs, before overfitting. The dropout rate that was used was 0.5.

**Figure 9:** Model E12 for the 12kHz dataset. The categorical accuracy over the testing set is 98%. The training was performed with batch size was 3 and it lasted for three epochs, before overfitting. The dropout rate that was used was 0.5.
D 24 kHz CNNs

The CNNs for the 24 kHz dataset is shown in Figures 10, 11, 12, 13 and 14. The input size of the networks was \( \text{input size} = \text{duration} \cdot \text{sampling rate} = 4 \cdot 24000 = 96000 \). The batch size was between 1 and 3 and training lasted between two and three epochs, before starting overfitting. The optimal dropout rate was 0.5. The accuracy over the training set was 97%.

**Figure 10:** Model A24 for the 24kHz dataset. The categorical accuracy over the testing set is 100%. The training was performed with batch size was 1 and it lasted for two epochs, before overfitting. The dropout rate that was used was 0.5.

**Figure 11:** Model B24 for the 24kHz dataset. The categorical accuracy over the testing set is 93%. The training was performed with batch size was 1 and it lasted for two epochs, before overfitting. The dropout rate that was used was 0.3.
FIGURE 12: Model C24 for the 24kHz dataset. The categorical accuracy over the testing set is 95%. The training was performed with batch size was 1 and it lasted for two epochs, before overfitting. The dropout rate that was used was 0.4.

FIGURE 13: Model D24 for the 24kHz dataset. The categorical accuracy over the testing set is 97%. The training was performed with batch size was 3 and it lasted for three epochs, before overfitting. The dropout rate that was used was 0.5.

FIGURE 14: Model E24 for the 24kHz dataset. The categorical accuracy over the testing set is 78%. The training was performed with batch size was 3 and it lasted for three epochs, before overfitting. The dropout rate that was used was 0.5.