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ABSTRACT
Artificial Intelligence (AI) is one of the emerging innovations that are continuously shaping today’s world. The usage and applications of AI can be observed in numerous fields, from medicine to education. However, when looking at these areas, there are still challenges that need to be overcome for the seamless integration of AI. For higher education, assessing students’ capabilities is a critical factor in the learning and growing process. The grading procedure, especially for open-ended questions, can prove to be difficult and time-consuming for examiners. Hence, it is believed that AI might help in the grading of these types of questions. This research aims to discover the challenges that can arise with using AI for automated grading, from a teaching assistant’s (TA) perspective. In the context of the research, a TA represents a student supporting educational activities. Furthermore, an overview of possible prerequisites that should be considered throughout the automated grading process is offered. This is done through literature reviews and by interviews and a survey with TAs in higher education. Whilst AI can be perceived differently by TAs, the results highlight that it represents the future. However, AI should only be used as a support tool for assessors and continuously improved for better acceptance and integration. The research brings value to an ongoing project focused on the development of an AI-supported grading tool at the University of Twente. Additionally, it adds information about automated grading to the scientific body of knowledge.
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1 INTRODUCTION
As AI is advancing at a fast pace it is important to take advantage of the benefits that it can bring to a certain domain.

In education, the assessment of a student’s performance plays a critical role in the forming process [1]. Nowadays, the number of students is increasing and performing assessments by teachers is becoming a time-consuming procedure that can lead to unreliable and biased results.

Currently, evaluating the gained knowledge of students (summative assessment) and stimulating the learning process (formative assessment) using computer-based systems is predominately done for multiple-choice questions. Nevertheless, in higher education, open questions, or short-answer questions have proven to produce better learning outcomes [26]. For the research, an open-ended or short-answer question asks for the student’s input or opinions, in form of textual answers (e.g., reflective answers where a student uses his own words). These types of questions enhance meaningful learning by making students connect previously accumulated information, synthesize it, and present it as an application to a problem, or in short “recall, organize and integrate ideas” [13].

Considering the importance of open questions, potential applications of AI can help in automated grading. By having automated techniques to aid with assessments, faster feedback can be delivered. This can make the students improve quicker. Some challenges of AI in grading open questions can be the “relevance of the content to the prompt, development of ideas, cohesion and coherence” [22].

This research includes a literature review related to finding the possible challenges that arise for AI-driven grading. Additionally, interviews and a survey have been conducted with TAs from the University of Twente, to understand their attitudes towards automated grading. Teaching assistants represent the bridge between a teacher and a student. On one hand, they can be the ones responsible for (pre-)grading the open questions (teacher standpoint) and on the other hand, they can be the ones being graded (student perspective).

2 PROBLEM STATEMENT & RESEARCH QUESTION(S)
Assessing the performance of a student, by means of open questions, has a critical influence on the improvement and evaluation of the learning process. As the number of students increases, examiners find it more challenging to grade such questions, given that this is more time-consuming compared to the assessment of multiple-choice questions, and provide meaningful individual feedback. Here is where an application of AI would support the process.

From a student’s perspective, the project aims to discover the conditions needed for AI to aid automated grading in higher education. This viewpoint is essential, considering that the assessment mostly impacts the students. For example, based on their answers, AI can be used, and the formative and summative assessments will influence their learning process.

The problem statement has led to the main research question that is investigated in this paper:

RQ – Under which prerequisites can Artificial Intelligence help the automated grading of open-ended questions in higher education?

Two sub-questions have been framed for a better work division from the main research question.
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RQ1 – What issues can arise whilst using Artificial Intelligence for the assessment of open-ended questions?

RQ2 – What is the TAs’ attitude toward Artificial Intelligence for grading in higher education?

3 RELATED WORKS

A systematic search on scientific repositories was conducted to obtain a preliminary understanding of the prerequisites of AI in grading. The following domains were used: Scopus, ISI Web of Science, IEEE Xplore and ACM Digital Library.

The search started with the creation of an overview with essential keywords. Afterwards, search queries were used to retrieve relevant information, as seen in Table 1.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Scopus</th>
<th>Main Search Queries</th>
<th>2IS Web of Science</th>
<th>ACM &amp; IEEE Xplore</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Challeng* OR Porous* OR Condition* OR Requirement*) AND (AI OR Artificial Intelligence OR ML OR Machine Learning OR AI Automata*) AND (Grading OR Assessment OR Examinar*)</td>
<td></td>
<td>students’ perspective on automated grading</td>
<td>automated open question grading</td>
<td>students’ perspective on automated grading</td>
</tr>
<tr>
<td>(High* AND Education* AND Grading OR Assessment OR Examiner*) AND (AI OR Artificial Intelligence OR ML OR Machine Learning OR AI Automata*)</td>
<td></td>
<td>grading machine learning short questions</td>
<td></td>
<td>automated grading higher education open questions</td>
</tr>
<tr>
<td>(Student* OR Undergraduate) AND (Grading OR Assessment OR Examinar*) AND (AI OR Artificial Intelligence OR ML OR Machine Learning OR AI Automata*)</td>
<td></td>
<td>students’ perspective on automated grading</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: All the results were hybrid based on relevance, number of citations or the year.

From the initial searches, thirteen papers were reviewed, given that they were within the scope of the research. The useful references found in the initial papers have also been analysed. This led six other papers to bring new insight to the research.

The results of the existing literature, on approaching the problem, are described in the next subsections.

3.1 Challenges of AI in Grading

Numerous papers discuss the issues that can arise whilst using automated grading for open-ended questions. The automatic assessment of these types of questions remains an underused process [23]. Open or short answer questions have a great potential in higher education because they deepen the students' knowledge [14, 16]. Hence, it is important to understand why automated free text answer assessment remains unexploited.

One pressing concern is the limited feedback provided by automated grading systems [2, 7, 9, 11, 18, 27]. Feedback is crucial for meta-cognition, as it allows students to understand their mistakes and improve them. This way they can better communicate their knowledge, skills and understanding [18]. Furthermore, the consistency and the fairness of the feedback should be considered for automated grading. In higher education, teachers can have teaching assistants helping them in the assessment process, and this can generate differences in grading and feedback. Thus, having an AI-supported grading process to help with the examination can enable consistent and fair feedback [2]. Nonetheless, one can wonder how fair can an AI-supported tool be if this would be trained with the help of past exams. For example, if the training dataset will consider previously graded assignments, there might be cases in which an assessor made a mistake and graded a student incorrectly.

Another issue that stood out from the initial literature review was that no domain-specific knowledge is used for the automated grading [9, 22, 23]. This can become a challenge especially when different words have different meanings for particular subjects. If the context is not analysed, and an algorithm would look to see if a particular keyword exists in the answer, unfair results might appear.

Other mentioned challenges are the use of creative answers (case in which the solution would not match with the blueprint) [18, 29], not having the needed amount of data to (pre-)train models [9, 22] or the lack of reliability and validity of an AI tool [5, 18].

3.2 Techniques and Systems

The literature creates a picture of the possible techniques and systems that are used for automated grading, as well as their limitations and challenges. With continuous improvement and refinement, these tools can become an important aid for automated grading.

By far, the most mentioned techniques used for automated grading in education are Natural Language Processing (NLP) [2, 6, 9, 20, 22, 23, 27], followed by Machine Learning (ML) [12, 14, 22, 23]. Different approaches are describing how to properly integrate these techniques into beneficial systems. For example, NLP can detect errors in open-ended questions by comparing correct answers to the students' answers. Another discussed method is the "Bag of words". This represents a graph-based method to find semantic similarities in short answer scoring [22]. For this method, a sample is used to check the frequency of each word.

As for the existing systems, in two of the reviewed papers [3, 20], overviews are offered. The tools use various techniques, and each of them has benefits and drawbacks. This illustrates and supports the fact that the ideal implementation of AI in grading is yet to be created.

3.3 Students’ Perspectives and Attitudes

Cases, studies, articles, surveys, and interviews including the students’ take on automated grading revealed that there is limited information available in the literature focused on the students’ attitude toward AI in grading.

However, the discovered papers have similar themes in common, when discussing the students’ thoughts. For example, transparency and understanding of the way that the automated grading system is scoring the students were a recurring topic [5, 11, 18, 24]. It can be observed that technology acceptance is a highly influential factor in the way that AI is perceived by learners. Not trusting the automated grading process can even lead to increased levels of anxiety [14].

Most papers concluded that there are students who positively perceive AI grading tools, whilst others have negative thoughts, such as mistrust, that are disclosed.

Thus, this research addresses the existing gap in the literature related to the students’ attitudes and perceptions regarding AI in grading. Moreover, new insights into possible challenges are investigated.

4 METHODOLOGY AND APPROACH

4.1 Selected Approach

This section describes the steps that were taken to perform the research. A qualitative research approach was selected. This type of research is believed to highlight the different perspectives of the participants and create a picture that portrays the existing challenges of automated grading in higher education. Therefore, qualitative research helps enhance the
4.2 Importance of the Literature Review

A literature review was performed to find out what issues can arise with automated grading. Additionally, whilst doing the literature review, a search for documents expressing students’ attitudes regarding AI in grading was conducted. The review is beneficial because it offers an understanding of the current results found in the literature. With the help of this process, potential answers to RQ1 are explored.

Furthermore, from the findings in the literature, the survey and the interview questions were refined. This was possible, on one hand, because the literature clearly highlighted “important” points that needed to be discussed with the future participants of the research. On the other hand, the briefly mentioned topics have also influenced the questions. In this particular case, it was interesting to observe the gap between the literature and a real context.

4.3 Design of the Interviews and Survey

Both a survey and semi-structured interviews were conducted for the collection of actual and relevant data on the topic. Surveys allow participants to answer the questions in their own time, anonymous. Thus, they yielded “unsolicited data [...] in a short amount of time” [25]. Compared to surveys, interviews are valuable because they allow unexpected topics to surface, therefore offering a new angle on the research [4]. The participants were given the ability to choose their preferred option (either an interview or a survey), such that a broader understanding of the problems could be created.

The target population of the research is represented by students that are/have previously worked as teaching assistants in higher education. The survey was designed using Microsoft Forms and the interviews were conducted physically or online, based on the participants’ preferences. The data collected from the interviews and survey was transcribed and coded, which allowed the connection of primary data with terms of interest [10]. This process can be classified as content analysis.

To get approval for the interview and survey, the Ethics Committee of the University of Twente was contacted. When taking part in the interview, the participants received an informed consent form, alongside an information sheet offering an overview of the project. For surveys, an opening statement has been composed that offered the necessary information for the respondents. Thus, transparency, a key factor of the research, was ensured from the beginning.

5 RESULTS

The section on results depicts the taken steps and the discovered findings throughout the research period.

5.1 Literature Review

The first research question, RQ1, is designated to help with discovering and analysing potential issues that can occur whilst using AI for the evaluation of open-ended questions. A systematic literature review was conducted to provide an exhaustive response to the question. This process started at the beginning of the research, whilst finding related works, as described in Section 3. Using the search queries from Table 1, the generated results were analysed in-depth, and the papers connected to RQ1 were selected for review.

The existing literature underlines diverse issues with AI in grading. Thus, a mind map with reoccurring concerns was created as a starting point, as seen in Figure 2.

Figure 2. AI Challenges Mind Map

This section delves into the known challenges of AI in the assessment of open or short-answer questions, as illustrated in the resulting articles of the literature review.

5.1.1 Feedback

When thinking about the assessment of open-ended questions one key element is feedback. Receiving feedback on performance is “arguably the cornerstone of all learning” [19]. Looking at the literature, one visible worry is the limited amount of automated feedback received on open-ended or short answer questions. For example, detailed and personalized suggestions are not always used for automated grading tools [7, 14, 27]. When students submit their answers, the expectation would be to receive back comments that would individually target their solutions. Currently, most AI grading tools offer general remarks based on pre-set criteria. This illustrates that the used systems only reflect and quantify predetermined learning objectives [18].

5.1.2 Fairness and Bias

With the introduction of techniques, such as NLP or ML, and methods like pre-trained word embeddings [8], concerns regarding fairness and bias have been arising. In higher education, these techniques can enable the processing of substantial amounts of student data and can arrive at effective decisions in a short time [17]. Thus, a challenge encountered in using NLP or ML for a grading tool would be assuring the objectiveness and fair decision-making of the algorithms.

The issue with the used algorithms is that they are not automatically objective and unbiased [21]. Unfairness and bias are introduced through the data; therefore, they can exist in the dataset from the beginning or appear with missing/erroneous information. Hence, with ML, for example, the tool can learn new and preserve old biases [15] if it is not trained properly.
5.1.3 Blueprints, Knowledge, and Accuracy
From new information being used to creative answers being given for an open-ended question, a student response can cause problems in the “understanding” of an automated grading tool. The complexity of natural language makes it "practically impossible to list all of the semantically equivalent sentences" [27] that can be used for a correct assessment of open-ended questions. Hence, one matter that affects the understanding of automated grading is the procedure in which the correct assessment for multiple possible solutions will be assured. Existing ideas in the literature discuss the training of the tool based on a large dataset of past answers [22] or the creation of subsets that will allow an alignment with the initial blueprint [18, 27]. However, there is not one existing solution that will guarantee a flawless assessment of the examined question.

Moving on from the broad aspects discussed above, the focus can be shifted towards domain-level knowledge. With an AI-supported grading tool, it is not only important to observe the variety of responses that are given by students, but also to consider the meaning of the answer and the use of the appropriate subject knowledge [9].

Another key element of automated grading is the precision and accuracy of the assessment. In case the student provided a correct answer to a question and the automated grading tool produced a wrong grade, a "false-negative assessment", the learner will waste time trying to find out what he did wrong [27]. Considering a "false-positive grade" the students will not get to know their mistakes.

5.1.4 Trust, Transparency and Reliability
Even if all the above-mentioned issues will be solved and the AI-supported grading tool will be a fair-decision maker and provide customized feedback, it is still up to discuss how the students will perceive this. A specified concern in the literature is the need of understanding how an AI tool is working. Students must know and understand the criteria that they are graded on, as well as acknowledge how algorithms behind the grading tool are working [18]. One paper researching the students’ experiences with an automated essay scorer [24], brought to light issues regarding trust and reliability. Some students do not trust a computer to assess writing in a summative fashion. To support this claim, in the "Handbook of Automated Scoring" [30] the trend of public mistrust of automated grading is described.

Several proposals on how to alleviate these concerns are present in the literature. For example, the trust level would increase once the tool would be used for a longer period and its reliability would be visible [24]. Moreover, the students’ concerns might disappear with “a greater transparency in communication and producing relevant documentation of the validity of the grading process” [30]. This approach was illustrated in a context in which the students could see what permutations of answers were considered the correct ones and then given the opportunity to ask questions to their teachers [14].

From these issues with trust, transparency and reliability, other experiences that students might have could be the need of beating the AI (e.g., finding the words that would score more points) or negative emotions caused by the inaccuracy of the tool. These types of emotions can trigger anxiety “created by someone I do not know, some algorithm which is a bit sketchy” [14].

5.2 Interviews and Survey
Once a basic understanding of the potential challenges presented in the literature was created, it was important to observe the teaching assistants’ thoughts and feelings in a real-life context. Thus, the research was divided into interviews and a survey, to find answers to the second research question, RQ2. The interview and survey questions are included in Appendix A.

5.2.1 Overview of the Study
For the research, bachelor’s and master’s students who have been working as teaching assistants were contacted. In total, 12 interviews were conducted and 26 answers to the survey were received. The studies and the domains of expertise were diverse, as seen in Figure 3.

![Figure 3. Research Participants](image)

The participants were asked about their thoughts on topics such as human input for grading, automation or the implementation and use of an AI-supported tool. Numerous discussions produced meaningful insights that are described in the sections below.

5.2.2 Human Input
The human touch is a key factor in education. When asked about the importance of human input in grading, half of the interviewees said that it is significant to have this “to assess more than just the end result”. Teachers and TAs are there to “motivate us and make the course more attractive”, as discussed in one interview. The other half of the interviewees mentioned that human input is highly dependent on the type of open-ended question. For example, in the case of more applied studies, such as mathematics or programming, an open question can include code fragments, and thus can be graded based on clear criteria, not needing a human examiner. It can however be argued that better feedback can be offered by an assessor.

For the survey, this aspect is also seen as essential for the increased engagement and development of students. In the case of the survey, the respondents selected on a scale of 1-10 how important they believed the human touch to be. The majority of the answers (more than 80%) were above 7.

The benefits and issues with having a human assessor were discussed next. Table 2 shows an overview of the themes discovered during the interviews and the survey.

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understanding</td>
<td>No clear grading criteria</td>
</tr>
<tr>
<td>Interpretation</td>
<td>Not enough knowledge</td>
</tr>
<tr>
<td>Award partial points</td>
<td>Issues with platforms used for grading</td>
</tr>
<tr>
<td>Provide feedback</td>
<td>Differences in grading of TAs</td>
</tr>
<tr>
<td>Student – Teacher/TA Relationship</td>
<td>Consistency issues</td>
</tr>
<tr>
<td>Easily spot same mistakes</td>
<td>Emotions and &quot;Correction fatigue&quot;</td>
</tr>
</tbody>
</table>
Starting with the additional value or benefits that a person can bring compared to a tool or machine, a myriad of aspects were expressed during the interviews and survey. One of the most important ones is understanding. It is believed that a human assessor understands, interprets, and sees the nuance of the answers or the perceptions of students easier than a machine. As one of the interviewees mentioned, “You need a creative person to understand a creative answer”. One respondent to the survey summed up this topic as well “The ability of humans to decipher the [handwritten] answers of students is really important. As a human, you are reading the answer ‘out-loud’ in your head and thereby interpreting the answer. Humans can take multiple perspectives on the answer”. To illustrate this more, even the use of different vocabulary and errors in the used language are simple tasks that a human can grasp faster, as compared to an automated tool. Hence, understanding and interpreting one’s answer requires intuition and expertise.

Additionally, if the student makes a mistake at the beginning of the answer and rectifies it at a later stage, a human can award partial points and provide feedback as points of improvement. This highlights the ability of humans to think outside of the box and understand context and relevance, as opposed to a machine. A respondent to the survey explained that humans “can adapt to unique answers, novelties or anomalies” and “can read the answers of students in the most charitable way”, whilst a machine or tool is rigid in grading.

Furthermore, having a human grader strengthens the student-teacher/TA relationship. A student has the opportunity to discuss with a person and receive explanations as to why the answer was wrong or if it can be improved. It is also important to note that, when having a human assessor, the issues in the question (prompt) formulation or the gaps in students’ learned information can be easily observed. This was brought up by 4 of the interviewees, asking “If the same mistake has been made by all students, how can a tool deduce that the formulation of the question is bad, or all students have insufficient knowledge?”. With as many advantages that were discovered, downsides were also a theme of discussion. A serious problem that kept coming back in all interviews, was the prior knowledge of TAs. Without clear grading criteria, a part of TAs might not know the answers to the questions themselves. In the survey, this was mentioned as a grader who “might not be aware of all answers” or “with an unintentional misunderstanding of the answer”. The interviews display situations of TAs creating “their version” of what the correct answer might be after reading the first few exams. This way they would grade until the end, and only then come back to the first graded questions to re-check them. The issue can become bigger in the situations in which the TAs also do not find the platform for grading “intuitive enough”. In the survey, 31% of the respondents mentioned having difficulties with the used platforms.

As the grading process is very time-consuming, TAs also mentioned that one encountered problem was cross-reading of students’ answers. The reason behind this is finishing grading faster. From this, differences in the grading of TAs can arise, another concept discussed during the interviews and the survey. Other potential causes of differences can be variations in understanding “seeing things differently”, not paying more attention, and no clear guidelines. Eventually, they all create consistency issues.

Lastly, a critical aspect mentioned as a potential drawback of a human assessor were emotions or feelings, caused by factors outside the grading process. When grading, emotions, such as sadness, can be projected on the assessment “You can become judgmental if somebody upset[s] you”, as voiced by an interviewee. Even more, the term “correction fatigue” was specified in the survey, and it explains that being tired can lead to not engaging properly in the grading process. There are also edge cases in which the assessor knows the student and is inclined to give them a higher grade. Other situations could be moments in which the TAs grade more students with 0 points, and they start wondering if they should change the grades. This can be applied if the exam is graded integrally, as the assessor will try to give most students for different answers, but it can also be applied when a TA is grading only one question. For example, if the first students did not score points, the assessors might reflect and examine if alternative points can be awarded, or if their grading was too strict. One interviewee explained that “Sometimes you see you give 0 points, and you are trying so hard to find where more points can be awarded”.

5.2.3 Automation

Following up on the human aspect and the issues that might arise when grading, the potential of automation in the grading of open-ended questions was assessed. More than 80% of the interviewees responded that automation could help in grading, whilst in the surveys, 84% agreed with that. Some explained that automation can double-check the work of TAs and help with the repetitive tasks such that the grading process will become faster, and the students will have more time to improve their work. Others discussed feedback and allowing teachers and TAs to spend more time communicating with students instead of grading. More reasons mentioned, in the interviews, were consistency, standardization and the creation of clear guidelines which all come as an aid to the problems that TAs are currently experiencing. The survey illustrated that automation can further reduce human error and bias, can become a guiding tool for the assessors, “flagging completely wrong or correct answers, similar to a pre-process before a TA is checking” and it will be less prone to human fatigue.

Looking at why automation cannot help, the remaining respondents of the interviews, argued that if automation can reach a high level of accuracy, the jobs of TAs will disappear. As for the survey, respondents claimed that “No machine can be trained to judge everyone’s unique thoughts”, as those might be “all over the place” and “not structured enough”.

5.2.4 AI-Supported Tool

Moving from automation, the implementation of an AI-supported tool was discussed. The interviewees were encouraged to think of their experience with intelligent tools such as CodeGrade, Remindo or SpeedGrader (platforms that aid assessors in the grading of student’s exams or exercises).

The topic of an AI-supported grading tool brought to light some potential advantages and challenges that might be encountered by teachers, TAs and students. Looking at benefits, efficiency, and accuracy in terms of quality of the grading, feedback received, and time were mentioned. By far, the increase in the speed of grading was one of the most mentioned topics, in both the interviews and surveys. The interviewees explained that having such a tool can “take out repetitive tasks” or “saves time, with clear guidelines”. In an expert interview [28] the participants also agreed that grading is labour-intensive. The survey highlighted that faster grading will have positive effects on both the teachers and the students. One of the respondents stated that “The tool decreases the grading time of the examiners”, whilst another mentioned, “Students get answers faster”.

Furthermore, it is important to note that the tool is believed to support TAs in several cases. For example, when different
assistants will be grading, the tool will make the process fairer, considering that the emotions of humans will be excluded, or favouritism will be left out, as one of the interviewees mentioned “AI is better at being objective”. Additionally, in the cases in which new TAs are afraid to communicate or ask questions to more experienced assistants, “such a tool can become an aid”. Hence, the tool is considered less subjective than a human, thus making the grading process fairer, consistent, and excluding certain biases.

Challenges and drawbacks of such a tool were also debated. A general direction of the interviewees was that in the beginning a lot of time and investment will be necessary to make sure that the tool is matching the teacher and the subject. This will later be followed by extensive testing, which is also considered time-consuming. If the tool will not be properly configured, the AI can represent "another person that you will have to check upon" as told by an interviewee, thus increasing the time spent grading. In the survey, it was also explained that additional reviews for the tool can be extremely labour-intensive.

The idea that the AI should only be used as a support tool stood out in 11/12 interviews, this way the human side will not be removed. The remaining participant wanted a fully autonomous AI tool. As for the survey, respondents mentioned that a hybrid way of grading is more beneficial than a standalone tool. Moreover, another important aspect discussed was the “laziness” of TAs. An interviewee revealed that “TAs are likely to take the grading done by the AI for granted”. In the survey, the complaints about the laziness of assistants were also mentioned “TAs will become lazy, and this can cause inaccurate grading”, however, this was only mentioned twice.

Other discussed concerns were the exploitation of the tool by the students, having the AI become biased without people noticing (wrong answers can become correct ones if the system learns inaccurately) or the fact that current platforms are not intuitive enough (mistakes can happen with deletion of files, people cannot work at the same time etc.). To go more in-depth about bias, the survey revealed other potential types of biases such as preference for technical answers, short or long answers, or grammar over the content.

Possible ways to overcome the challenges were also talked about. The main aspect would be to train the model extensively and to focus on multiple languages, characters, and syntax such that the algorithm can run smoothly. This would mean having a well-structured training dataset and performing incremental changes to continuously improve the AI. The user-friendliness, stability, and intuitiveness must be considered prior to the use of the AI tool. For the concern of laziness, creative solutions were identified. One of them was to use random picking and leave one of the questions ungraded by the AI. Another solution was to have the AI as a way to examine the TAs’ work, instead of having the TAs inspect the AI. However, both approaches are unlikely to happen, as they might negatively impact the teaching assistants.

The last discussion point on the AI-supported tool was its implementation for different subjects. It was revealed that it is not the subject that matters, but the type of question that is being asked. There was a consensus that knowledge questions, where definitions of terms and relationships are required, or algorithmic ones for mathematic formulas and programming exercises are asked, would benefit more from such a tool, than higher-order questions. This happens because they are easier to standardize “look at keywords”, and the “algorithm can know all the steps”. For open questions that entail more of a personal opinion, it is believed that a student’s answer will always be different from the one of the teachers or from one of the other students, thus harder to use an AI. Three of the interviewees mentioned that they would keep an AI tool in this situation only for “plagiarism checks or structure guidelines”.

Table 3 illustrates the beliefs on the most important aspects mentioned in the interviews and the survey.

### Table 3. Mentions of Benefits and Drawbacks with an AI-supported Tool

<table>
<thead>
<tr>
<th>Mentions</th>
<th>Interviews</th>
<th>Survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>(+) Faster grading</td>
<td>9/12 (75%)</td>
<td>24/30 (80%)</td>
</tr>
<tr>
<td>(+) Support</td>
<td>11/12 (92%)</td>
<td>15/26 (58%)</td>
</tr>
<tr>
<td>(-) A lot of time, Computational power, Initial investment</td>
<td>8/12 (67%)</td>
<td>12/18 (67%)</td>
</tr>
<tr>
<td>(-) Difficulty of AI over a person (meaning, slowness, correction online?)</td>
<td>8/12 (67%)</td>
<td>2/3 (67%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Other Mentions</th>
<th>Interview</th>
<th>Survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>(+) Quality of feedback, Consistency, Reduced bias of humans, Better at being objective</td>
<td>11/12 (92%)</td>
<td></td>
</tr>
<tr>
<td>(-) Mistrust, Dislike, “AI is better at being objective”</td>
<td>10/26 (38%)</td>
<td></td>
</tr>
</tbody>
</table>

5.2.5 **Attitude**

With an AI-supported grading tool, it is important to observe what might be the attitude of TAs and students.

Figure 4 offers an overview of the discovered attitudes and beliefs.

![Figure 4. Attitude of Teachers/TAs and Students](image_url)

On one hand, for TAs, the tool will not be fully trusted at the beginning, but they might gradually adapt to it. On the other, it can be perceived with curiosity and excitement, thinking that it is something “cool” as one respondent to the survey and two interviewees mentioned. The use of the tool can also cause extra work and stress for TAs if it is not properly implemented, and no explanation has been given on how to use it to its full capacity.

Furthermore, when presented with such a tool, the assistants can be reluctant and ironically say "Oh, great, another tool", as mentioned by one of the interviewees. Another discussion during an interview illustrated that "people are not big fans of changes" and this supports the above-mentioned perspective. It is believed that a “love-hate relationship will appear” as TAs will work faster, but they will receive less money. The issue of payment was mentioned in more than 50% of the interviews. However, only 4 survey responses explained that when the work will be reduced, payment issues will start appearing and the authority of the TAs will diminish.

From the student’s perspective, every interview discussed the fact that they will not trust an AI to fully grade them. Trust was...
a voiced concern in the responses of the survey as well. One of the interviewees mentioned that "From the psychological approach, they would like to know that a human being is in front of [a] screen who reads the entire answer, understands it, and gives feedback". It was also explained that a human-to-human relationship means trust and "As people appreciate and pay more for handmade objects [compared to mass production], this way they will [also] appreciate the human input more". Hence, the general observation is that an AI-supported tool will be perceived negatively, especially if the grade will be bad, if a student will have to work more to defend their grade, or if no individualized feedback will be given.

This attitude can also escalate with mistrust and not knowing who graded the test, a TA, or an AI. The students might perceive this in a more positive manner if the tool will be "sold better than just an AI tool", as one of the interviewees mentioned, or if they will know that "the tool is working 100% and the grades come faster and have no bias".

The issue of trust might be solved with the help of a higher degree of transparency. This way the acceptance and reliability in education will be influenced positively and bring the students "a bit more at ease". Increasing transparency will also bring a plus to the moral standpoint. However, a few of the interviewees strongly claimed that if a student is sceptical or fails, no matter the degree of transparency, the tool will still be perceived in a negative manner. Furthermore, too much transparency can lead to exploitation "people will know what to expect" and they will start "pleasing the algorithm" instead of focusing on understanding the topic.

5.2.6 Alternatives

The last question made the respondents think divergently. They were asked if they could name alternatives to AI that could support teachers in the grading of open-ended questions. Prerequisites for an AI-supported tool could thus be observed, as most of the interviewees stated having available clearer and more explicit grading criteria or rubrics. They felt like guidelines and examples are missing most of the time. For example, explicit subtasks can be created for them to know "what and where to look" at and observe the desired situation or context. Another viable solution would be having review sessions with both teachers and TAs to increase collaboration and have their questions explained in due time.

One alternative brought up by an interviewee was to create more competition between universities. It was explained that in a company context there exists competition in order to make them grow (e.g., each company wants better employees for the best/most optimal results). By creating a competition between universities, the teachers and TAs will also be more determined to grade and enhance students' learning journey. In the context of grading, an AI-supported tool will provide grades faster and in a more accurate manner, thus positively influencing the experience of students and potentially "making them more competitive". Nonetheless, with competition, a matter in question would be how to assure that grades are offered fairly. Here, a potential use of an AI tool can help to standardize the process and be objective.

5.3 Prerequisites of an AI-supported Tool

After analysing aspects related to AI, found in the literature, as well as, during interviews and a survey, connections and patterns were created as a potential response to the main research question. Figure 5 offers an overview of suggested prerequisites such that AI can help in the grading of open-ended questions. Each aspect is described in the subsequent sections.

Figure 5. Prerequisites of an AI-supported Tool

5.3.1 Common Themes

The most discussed aspect in the literature was feedback. Currently, existing AI tools do not offer automated individualized feedback when grading a student’s answer. This topic was not a focal point in the interviews and survey, as only a few respondents explicitly mentioned it. However, having the ability to offer feedback should be a prerequisite of AI in the grading of open-ended questions. With this capacity, the assessors can spend less time writing comments for each student.

Understanding was the most specified aspect of the survey and interviews. With understanding, everything from the use of creative answers to ambiguity and errors has been referred to. Compared to a machine a human assessor can have a better understanding of a student’s answer. The issue is also discussed in the literature, and it can lead to substantial time and investment for the proper usage of an intelligent tool. To make sure that an AI will understand a response to a question, the dataset should be well structured and contain numerous past answers that the algorithm can learn upon. The model should also be trained extensively, incremental changes should be made, and domain-specific knowledge should be used, to assure the best results of the algorithm. With such a dataset, the tool is believed to improve the precision, accuracy, and efficiency of grading.

The issues of fairness, bias and consistency must also be considered when thinking of desirable prerequisites for an AI tool. Discussed in the literature, in the survey and in the interviews, making sure that the AI can be as close to an "objective judge" as possible is essential. This way, the tool can help create a consistent grading, make the grading less prone to human error and reduce bias. However, prior to having the aid from the tool, the teacher must make sure that for the open-ended questions there are clear grading criteria, even split into subsections, that do not leave much room for bias or interpretation.

Furthermore, the impact on both the teaching assistants and the students has been analysed. The literature had limited information on what the attitudes and beliefs of students and TAs might be. Some ideas illustrated were that everyone must understand how the AI is working: the criteria of grading or even the algorithm. This perception of high transparency, in the literature, is believed to ease concerns of students regarding the tool and make them trust it more. Although, transparency is illustrated as "an ideal" in the literature, during the interviews and surveys this was debated. With too much transparency, the tool can be exploited, and the students will focus on "beating the AI" instead of on understanding the study material. Moreover, it has been considered that even with a higher degree of transparency the students who are sceptical are unlikely to change their view, as opposed to the beliefs in the literature.
Therefore, as one of the interviewees mentioned "Transparency should be offered, but not too much".

5.3.2 Unique Prerequisite

New insights appeared during the interviews and the survey, where the human has been seen as central. Concerns regarding people’s well-being have been reflected upon.

The fear that TA jobs might disappear, or that payment will be lower if an AI-supported tool would work as close to perfect was repeatedly mentioned. On this note, one important prerequisite would be for the tool to only support TAs. Instead of removing their job and authority, they can be helped by this. For example, the AI can flag certain parts of an answer and allow the TAs to efficiently check them.

Furthermore, the tool should be intuitive and well-explained to the TAs. In a lot of the interviews, issues with the grading programs were described, however it is important to have a working tool that can offer reliability and support for the graders. For example, some of the current problems were no structured comment sections (e.g., use comments per sub-section, not one general remark), stability issues (numerous files being deleted and having to re-grade everything) or the incapacity to grade the exact student assessment with another TA at the same time.

6 CONCLUSION

To bring all the findings together, the research discovered the challenges that can arise with using AI for automated grading. This was done by investigating the issues present in the literature and by conducting interviews and a survey to observe the opinions of TAs on the topic. Based on the discoveries, an overview of prerequisites that should be considered throughout the automated grading process was created.

It is important to note that, at the current moment multiple challenges exist with the implementation of AI in the grading of short answer questions. No such thing as a "perfect implementation" is available. However, it is important to have a working tool that can offer reliability and support for the graders. For example, this is related to the incapacity to grade the exact student assessment with another TA at the same time.

Moving to the student’s perspectives, their attitudes will vary depending on numerous factors (e.g., the grade they will be receiving). It can be anything from positive to negative and it can alter depending on the technology acceptance and transparency levels. With transparency, it is essential to assure that it cannot generate exploitation.

Overall, the direction in which all the responses were going was that automation, or AI, is the future. Presently, the best approach to integrating AI in education is in a hybrid manner. As mentioned in one of the surveys, "This could be a way for TAs to verify their grading. But it could also be the other way around, where TAs grade questions to check if their assessment matches with the ones of the AI".

7 DISCUSSION

7.1 Limitations

Throughout the study, more than half of the participants were studying Business Information Technology (BIT) and Computer Science (CS), at the University of Twente. This was influenced by the background of the researcher which is BIT. Contacting people from within the same faculty (in this case Electrical Engineering, Mathematics and Computer Science), with whom one interacted before, has proven to be an easier task in terms of responses and engagement. The number of participants from the two studies, 17, respective 11, is greater than the ones of the other populations, followed by 3, 2 or 1. Furthermore, a slight bias can also be seen towards more technical studies.

Hence, it would have been enthralling to discuss with more studies from the university, or with more people from within one study. This way a more accurate understanding of the topic could have been gained. Due to the limited timeframe of the research, this was hard to accomplish as unknown people are not always inclined for participating in such research.

7.2 Future Work

During the research, the literature, and the opinions of the respondents to both the interview and the survey brought to light avenues that could be explored in the future.

One attractive opportunity that could be investigated is the implementation of an AI-supported tool at a university-wide level, in the Netherlands. For example, how would such a tool, if standardized and used by numerous universities in the country, impact the assessment of students. Could it help with generating impartial results? Or can it improve the overall performance of the students?

Another path of inquiry is the change in the answers to the questions once such a tool would be implemented. The use of the AI-supported tool in various contexts, for example with students knowing or not that they are graded with the help of AI, or the tool executing diverse support tasks, might lead to different results. Furthermore, the students can be asked if they intend to use the tool further and if they perceived it in a positive manner. With such an approach, incremental changes can be made to assure the correct implementation and use of the tool.

Lastly, delving into the use of an AI-supported tool for more than textual open questions could be insightful. In the data collection phase of the research, it was noticed that different studies have their preferred way of assessing students. For example, in the case of Industrial Design Engineering, a course requires students to draw certain elements. If drawing for an exam could be considered an open-ended question, the potential use of AI in such an area might also be an aid to the assessors.
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APPENDICES

A APPENDIX A – INTERVIEW & SURVEY QUESTIONS

- What is your study?

- How important do you think human input is for grading open-ended questions?
  - Why do you think that is important?
  - Can you name a few benefits of having a teacher/student grading an open-ended question instead of a machine/tool?
  - Are there any issues that can arise when assessing open-ended questions?
    Note: Think from your experience as a teaching assistant. If there are no cases in which an issue arose, you can imagine what might happen.

- Do you believe that automation can help with the assessment of open-ended questions?
  - Why/Why not?

- Context: Let’s suppose that an AI-supported grading tool is being implemented at the University of Twente. The purpose of this tool will be to support examiners in the grading of open-ended questions.
  - What might be a benefit of such a tool?
  - And what do you think the drawbacks/challenges would be with the AI-supported grading tool? Note: You can name anything you can imagine; As a starting point you can think of your experience with tools such as CodeGrade, SpeedGrader or Remindo.

- Any way of overcoming the challenges?

- Do you believe that having such a tool would be easier to implement and use for particular subjects? Why? Note: Consider various areas of study in which such a tool might be applied. (e.g., mathematics, ethics/philosophy etc.)

- From your perspective what would be the general attitude of teaching assistants when this tool would be implemented?
  - Do you think that students who did not work as teaching assistants might perceive this differently? Why/Why not?
  - Would having higher transparency, for example, a clear explanation of the algorithms, help the TAs or the students perceive the AI-supported tool in a different way?

- Do you think there are better alternatives than AI to support the teachers/TAs in the grading of open-ended questions?