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Abstract

This report describes the design and implementation of a motion control algo-
rithm for a humanoid robotic head. The humanoid head consists of a neck with
four degrees of freedom and two eyes (a stereo pair system) with one common
and one independent degree of freedom. The kinematic and dynamic properties
of the head are analyzed and modeled using bondgraphs and screw theory. A
motion control algorithm is designed that receives, as input, the output of a
vision processing algorithm and utilizes the redundancy of the joints. This al-
gorithm is designed to enable the head to focus on and follow a target, showing
human-like behavior. The dynamic model is used to analyze the performance
of the control algorithm in a simulated environment. The algorithm has been
implemented and tested on a real-time control platform. The migration from
simulation environment to the real-time platform is governed by a step-by-step
integration and testing procedure. After each step, the algorithm output is vali-
dated and its performance evaluated. The algorithm is implemented succesfully
on a real-time PC-104 platform.
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Abbreviations and Symbols

acR"
a
A ¢ Rxm

M) TF
M) GY
LR
proj
GSL
sv

Column vector of n elements

Skew symmetric matrix form of a

Matrix of n rows and m columns

Vector space

Tangent space to A

Angles

Angular velocity

Torque

Jacobian matrix

Coordinate system 4

A vector expressed in coordinate system Wy

Linear velocity of p* expressed in ¥y,

A vector from the origin of ¥; to the origin of ¥;, ex-
pressed in coordinate system Wy

Rotation matrix that defines the rotation from ¥; to ¥;
Homogeneous matrix that defines the change of coordi-
nates from ¥; to ¥;

Generalized velocities of coordinate system W;, with re-
spect to coordinate system W;, expressed in coordinate
system Wy,

Unit twist

Generalized forces acting on body i, expressed in coordi-
nate system Wy

Adjoint of a homogeneous matrix

Lie algebra of a twist

Inertia tensor of body i, expressed in coordinate system
Uy

Moment of body i, expressed in coordinate system Wy
An effort source in bondgraphs

An energy storing bondgraph element

A (modulated) transformer in bondgraphs

A (modulated) gyrator in bondgraphs

Associated with left or right camera/eye

Projection, projected

GNU Scientific Library

Singular Value
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1 Introduction

In the last decades, robotics has been developed and applied in several fields,
like automotive, packaging, transportation and other kinds of general factories
in which automated systems can assist human beings. Slowly but steadily the
next phase is entered: humanoid robots.

Since the world as it is today has been designed and built by humans, it is a
logical choice to have robots that take the form of humans. In many scenarios,
this requires less effort to get things done and getting places. Also, collaboration
tasks involving both humans and robots become easier when robots are capable
of doing the same things as humans.

The Control Engineering group at the University of Twente has extensive expe-
rience in the field of dynamic walkers. Recently the group has started to employ
its knowledge in constructing a humanoid robot. In a collaboration project with
the Technical Universities of Delft and Eindhoven, a teen-sized humanoid robot
is under development and built with the aim to participate in the RoboCup
soccer competition.

Within the scope of this project, a humanoid head has been developed.
The head will serve two purposes. Firstly, it will become an integral part of
the humanoid itself. Secondly, it will serve as a research platform for stud-
ies on human-machine interaction. It is believed that human-like behavior in
humanoids is a key part in acceptance of humanoids in society.

The realization of the humanoid head, implies work on a mechanical design
(both interior and exterior), a vision system and a motion control algorithm.
The mechanical design consists of a four degree of freedom neck and the vision
system of two cameras with two degrees of freedom. In particular, this research
assignment focuses on the development on and implementation of the motion
control algorithm.

1.1 Goal

The goal of this assignment is to develop and implement a motion control al-
gorithm for the humanoid head. Inputs to the algorithm are the coordinates of
a target, provided by the vision processing algorithm. The control algorithm
should enable the head to look at things (even while moving), while at the same
time the movements are human-like. The algorithm should thus be designed to
exploit the redundancy of the system in order to generate human-like motions
while performing the primary task of target tracking.

Since the development processes of the mechanical design, the vision process-
ing algorithm and the motion control algorithm will run in parallel, an extensive
dynamic model of the system should be developed in order to facilitate testing
of the algorithm prior to implementation.

1.2 Outline

The project is divided into two parts, which have been documented in two
separate papers. The first part covers the design and simulation of the motion
control algorithm. This paper first treats the design of a dynamic model that is



used to test the algorithm in a simulation environment. Then the design of the
motion control algorithm is covered. The kinematic behavior of the system is
analyzed and a solution is presented that utilizes the redundancy in the system
to meet the requirement of human-like motions.

The second part covers the implementation of the algorithm on a real-time
platform. A step-wise testing and integration procedure is presented that helps
migrating the scripted algorithm from the simulation environment to the real-
time platform.



2 Design and Simulation
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Vision Based Motion Control for a Humanoid Head

L.C. Visser, S. Stramigioli, R. Carloni, G. van Oort, E.C.ren

Abstract—This paper describes the design of a motion control Since the head should be able to move human-like, it has
algorithm for a humanoid robotic head. The humanoid head peen investigated what “human-like” actually means. Using
consists of a neck with four degrees of freedom and two eyes (aresearch data from [3], [4] and observations, a set of anatom

stereo pair system) with one common and one independent dezg . L
of freedom. The kinematic and dynamic properties of the head ical data has been compiled: this list represents the agerag

are analyzed and modeled using bondgraphs and screw theor% ~ Capabilities of a human head.

motion control algorithm is designed as to receive, as an inf, In particular, in order to achieve human-like motions, the

the output of a vision processing algorithm and to exploit the .54 heck system realizes a four degrees of freedom steuctu

redundancy of the joints for the realization of the movemens. - . - . .

This algorithm is designed to enable the head to focus on and [2]; @S iS shown in Fig. 1. The lower tilt (a rotation around

to follow a target, showing human-like behavior. The dynam¢ the y-axis) and the pan (around theaxis) motions of the

model is used to analyze the performance of the control algghm head are realized through a differential drive, that coresin

in a simulated environment. the actuation of these two motions in a small area. The other
Index Terms—Bondgraphs, human-machine interaction, hu- two degrees of freedom of the neck are the roll (around the

manoids, motion control, redundancy, robot dynamics, robd z-axis) motion and the upper tilt. The cameras mounted on a

kinematics, vision systems, screw theory carrier structure share the common actuated tilt axis and ca
rotate side freely.
|. INTRODUCTION The specifications of the degrees of freedom for the neck

and eyes are meant to approach the human anatomical data as

T HE Con_trol Engineering group at the University _Ofc|ose|y as possible within reasonable feasibility bouiegar
Twente, in collaboration with the Technical Universitiesice the head will be mounted on a humanoid robot, there
of Delit and Eindhoven and industry partners, are deveppin e some severe restrictions on available space and power.
the 3TU humanoid robot “TUlip” [1]. _ The space limitations restrict the maximum angle certain
In the scope of the project, a humanoid head systefBints can span, and power limitations restrict velocitiesl
equipped with a vision system and a neck, has been designgde|erations. Therefore, a trade-off was made betweéinget
The purpose of this work is to develop and implement a motigy close as possible to the human capabilities and the real

control algorithm for this system. In particular, input patthe  feagipility. Table | summarizes the final set of specificasio
algorithm are the coordinates of a generic target, proviged

. : Aside from the mechanical requiremen f th m
the vision processing system so that the head can track side from the mechanical requirements of the system,

n : :
object, and while moving, it exhibits a human-like beha.viortﬁere are glsq behavioral requ[‘rementi that thg systerﬂd;_hou
comply with in order to look “natural’. Behavioral studies

nT?emﬁ)ap:e(; Its orrgan:eldzaz for:Ié)WS: IrrLSIeftlcl)int”,f Tum irave shown how humans use both their head and eyes to look
anatomical data are analyzed and a complete ist ol requife-, particular target [5]. In general the eyes move first tdea
ments for the system is presented. These requirements h{hve :
) . ! e target, while the head slowly follows.

been used in [2] for the design of the mechanical part of the

head and in this paper for the design of the motion control The direction of sight is palled the gaze..The gaze is defineq

algorithm. Section Il presents the dynamic model of th&S the angle of the eyes with respect to aflxe_d reference and_ is
system based on screw theory and bondgraphs and Sectiorffiyal 1o the sum of the angle of the head with respect to this

focuses on the description of the control of the humanofgférence and the angle of the eye with respect to the head. Th

head, based on the kinematic properties of the model. E«jnaf?ﬁset of the eye with respect to the rotation point of thechisa

in Section V simulation results of the dynamic model argsually ignored. A gaze shift c;an be a saccade, when the gaze
presented and discussed. is abruptly changed (e.g. looking at a new object), or a smoot

movement (e.g. following an object). Fig. 2 shows a simulate
(one dimensional) saccade. It can be seen from this figute tha
Il. REQUIREMENTS the gaze (top) changes fast due to the fast movement of the
The purpose of the humanoid head project is twofol@yes (middle). The head (bottom) moves slowly towards the
Firstly, it is meant to be mounted on the teen-sized humandfiget. When the eyes look at the target, they start to counte
robot “TUlip”. As such, the head should enable the robdptate to compensate for the movement of the head.
to perceive its environment and focus on specific targets.lt is this kind of motions that characterizes humans: the
Secondly, the head will be used as research platform in tfast and light-weight eyes acquire the target quickly, ehil
field of human-machine interaction. As such, the head systéhe heavy head follows later and slower. This combines fast
should be able to exhibit human-like behavior, e.g. observigaze shifts with low energy cost. This kind of motion should
the environment, focusing on particular features, and,lbaay be mimicked by the motion control algorithm to make the
interacting with people. system motions look human.



Differential: z (pan)

Eye Carrier (body 5) Right Eye: z

Head (body 4)

Right Eye
(body 7) Left Eye
(body 6)

Neck: x (roll) § Neck (body 3)

Neck (body 2)

Differential Housing
(body 1)

Differential: y (lower tilt)

Fig. 1. Mechanical design of the neck-head system — The mémdia
design comprises a four degree of freedom neck with a phatfoarrying
the cameras (representing the eyes). The cameras tilt omengp axis, but
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model

= Gaze {deg}

N

= Eye {deg}

Head {deg}

02
time {5}

Fig. 2. A simulated saccade of a human — The gaze (top) is definghe
angle of the eyes with respect to a fixed reference. The suhedrigle of the
eyes with respect to the head (middle) and the angle of the Wwéh respect
to the fixed reference (bottom) gives the gaze. The gaze lguiekches the
desired angle because of the fast movement of the eyes. Hsekegp the
angle of the gaze constant by counter rotating to compefsatke relatively

rotate sideways independently. The differential combities lower tilt and SIOW movement of the head.

pan movement.

TABLE |

be identified. With the aim of explaining the basis of screw
FINAL SPECIFICATIONSCOMPARED TOHUMAN ANATOMICAL DATA

theory, we refer to Fig. 3.
Each bodyi is characterized by a reference coordinate frame

Human Model din the ioi ] hod ) bod
¥,, centered in the joint connecting bodyo a previous bo
Head Lower tilt —30° — +10° | —45° — +45° ! . o ecting bodyo a p . y
: i — 1 and aligned with the joint rotation axis. This choice
Upper tilt —71° — +100° | —45° — +45° . . .. .
Pan 11000 1100° allows a easy modeling of a chain of rigid bodies.
Roll 163.50 1350 The rigid body velocity of a coordinate frame can be
. 3520 /s 160/s expressed in the form of a twist, which takes the form of
P 33000 /2 3300° /52 a six dimensional vector
E Tilt +40° +30° o w
yes i 0 30 TJW _ : (1)
Pan +45° +30° ¢ v
Umaz 850°/s 600° /s i ) ) .
Grmas 82000° /52 - whereT,”’ denotes the generalized velocity of the body fixed
Field of view (hor.) 175° 60° in coordinate framel; with respect to coordinate framg;,
Field of view (ver.) 160° 60° expressed i . The twist has a rotational velocity component
Focal field of view ~ 20— 50 - w and a linear velocity component

Secondly, a principal inertia framdy; , is centered in the
center of mass of the body. This coordinate frame is chosen
1. such that it is aligned with the principal inertia axes of the
. . . body. By this choice, the inertia tensor of bodydenoted
The design of the head system consists of seven rigid bod|e§4n i, is diagonal when expressed in this frame, which

(a differential housing, two neck elements, the head, the ey > . . : T
reatly eases inserting this data or importing it from other
software packages. Since the relative position of the main

carrier and two eyes), interconnected by joints. In order
facili Igorithm development an in nami ; L .
acilitate algorithm development and testing, a dyna dmocrree(,(\e/rence coordinate frame and the principal inertia frasne

of this design has been developed using bondgraphs and s Ixgonstant, the generalized velocity of these coordinatedma
ith respect to an arbitrary coordinate franie expressed in

theory. Bondgraph theory is well suited for fast and multW

domain dynamic modeling, while screw theory provides the .

. . . . . a global coordinate fram&, are equal
mathematical tools to describe kinematic and dynamic rela-

tions of connected rigid bodies. The combination of these tw
theories provide a powerful and flexible toolset for dynamic

DYNAMIC MODEL

0 = 10 4 709 = 109, @

modeling. The impuls law for a point mas$, = mv, wherep is the
momentum of the point mass; the mass and the velocity,
A. Rigid Bodies can be generalized to rigid bodies. The moment scRévof

body i is given by [6]
In order to model the dynamic behavior of a generic rigid

body, a number of essential properties of a rigid body need to (Pi)T = 7T (3)
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. MGY
Body i+ 1 ,
L P
Principal inertia frame
1:T:J'(J I:/ MTF:AdHYPi 1:};%’0 i LI
° ~
MTE:Adyy
Body reference frame

ig,0 ; T
LT ': Se: (I/VQI?M)
. Uy
Body i — 1 Fig. 4. Bondgraph representation of a rigid body — The gdized
velocities of the two coordinate frames defined on the bodyrapresented
Fig. 3. Representation of a rigid body — The body coordinaent Psi; by 1-junctions. Energy storage is modeled ak-alement.
is chosen to be coincident with the joint connecting it to hevious body.
A principal inertia coordinate frame is defined in the cemttmass, aligned

with the pricipal axes of the body. The inertia tensor of ttelyp can be . .
expressed in this frame in the form of a diagonal matrix. By applying the proper change of coordinates to Eq. (6),
gravity can be modeled as &e-element in¥; .

All components are now available to represent a rigid body
The second law of dynamics for a rigid body, equivalent tim a bondgraph model, as shown in Fig. 4. Note that the bond
p = F, follows from Eq. (3) to thel -element is of mixed causality. Only one state of the
PO _ Wi @) element is independent, the other five are dependent.

whereW? represents the wrench acting on baggxpressed B. Joints

in the global coordinate fram&,. Eq. (4) can be expressed . _ _
in the principal inertia frame of the body with a change of Th_e _r|g|d bodies of the system are mterconn(_ected by actu-
ated joints. The torque and the rotational velocity of the

coordinates: M ' .
output shaft of the joint motor are transformed into a twisd a

(pip)T =ad,, (pip)T 4 (Wip)T7 (5) wrench pair that defines the joint motion. This transfororati
i is defined by a Jacobian matrik[6]
where the symbol (ad) denotes the Lie algebr&of
; . . . T=Jw
The gravity force on bodyi is a wrench defined in a - (8)
coordinate framel; that is located in the principal inertia W =1J",
frame ¥;,, but aligned withW,. By this choice, the wrench \yherey, andr are in general scalars adds a column vector
takes the intuitive form of equal to the unit twisfl'. For example, the Jacobian for the
W;gmv _ [0 000 0 7mg} _ (6) roll motion of the neck, i.e. a rotation about the loeahxis,

would have:
Bondgraph Representation: The generalized velocities of i1 T
coordinate frames can be represented in a bondgraph s&uctu Ji=T, 7 = [1 0000 0] ’ ()

by a 1-junction. The inertia tensof can be represented byWhere the unit twistT'~1"~! gives the relative generalized
1

an| -element. As stated before, the inertia tensor is diagonal, - . ; o .
if it is expressed in the principal inertia frame. Therefate velocity of the bodies connected by the joint. Since the body

. . coordinate frames are chosen to be aligned with the joint
| -element representing this tensor should be connected {o a 9 J

: . : . . - rotation axis, the Jacobian in Eq. (9) takes the form of the
junction representing the generalized velocity of the ggal o . . .

L LY ip. ; . unit twist with only one non-zero element, which gives an
inertia frame expressed in this franfEifg’ . This generalized

o 04 o ~ intuitive representation of the joint movement.
velocity is related tdI'; ’ by the adjoint of the transformation Eq. (9) holds for most of the joints, except for the differen-

. . P .
matrix H that defines the change of coordinates tial drive. The twist of the body attached to the differehtia
T?*j _ T?j — Adypo TZ] 7) drive |56;':\2 function of two actuators, hfance its Japoblan
ip Jair € R®*2. In order to explain the derivation of the twist of

This adjoint operation can be modeled by &) TF-element the differential drive, we refer to the schematic represton
connecting the twd -junctions. depicted in Fig. 5.

By representing the kinetic energy storage of the rigid body The generalized velocity of fram&, located in the center
by an | :Z»-element, the moment of body P?», is given of the common gear, with respect to fradig as a function of
by the state of thé -element, which can modulate a one-porb, andw, the rotational velocities of the driven gears, can be
MGaY-element to implement the first term of the right hand sideund by considering the constraints imposed on the contact
of Eq. (5). pointsc; and cs.
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of p; expressed inly is given by

by = & (Hip))
= Hip; + H{p; = Hip| (12)
— H{ (H{H?) pi
= T}°H{p; = T)"p,
where H! is a homogeneous matrix that defines the change
of coordinates fromb; to ¥,. A similar result is obtained for
P4

(13)

Sincep; andp4 are both coincident witke;, Eq. (12) and
Eq. (13) must be equal

T1'p = T pl, (14)
or equivalently 3 .
T(l)’oc(l) = T?L"'Oc(l). (15)
With an analogous approach fep, the following set of
equations is obtained
0 = Tl
’i‘?’ocg = 'i‘%’ocg.

The right hand sides of Eq. (16) are defined by Eq. (10) and

(16)

(b) 0 0 wg O 0 0 w, O
Fig. 5. Schematic representation of the differential drive-ig. 5a shows a TO’O _ 0 0 0 O 'i‘O’O _ 0 0 0 O
schematic drawing of the design, that shows how the motibtiseocommon A 7T l—w, 0 0 0”8 T |l—wp, 0 0 O
(upper) gear is constrained by the motion of the two driveargeFig. 5b 0 0 0 0 0 0 0 0

shows a schematic representation of the differential difia shows how
the coordinate frames are defined. The constraint on thantasteous linear 17)
velocity of the contact pointe; and ce, can be used to derive the twist of The linear velocity of¥'; expressed inl is zero by design,
coordinate framel; with respect to global reference coordinate fraig. ie.

T = [T 0] (18)

The contact pointg; andc, can be expressed in homogeBy combining Egs. (10), (16), (17), (18) it follows that

neous coordinates i, as 124 Sina - (wy — wa)
. . “a
74 8in o rqSin o L3 (wa + ws) :
T
r _r 0,0 s . cosa - (wp — w
= ¢ ,¢= ° (10) T = |2 0 “1 (19)
T4 COS (v T4 COS (v
1 1 0
0

where the angle: is the angle of the-axis of frame¥; with

respect to the-axis of frame¥, andr, andry are the radii of which can be rewritten in the form of Eq. (8):

the common and driven gears. From Fig. 5 it is straightfodwvar 0.0 Wa
that o is given by Ty = Jais [wb]
17ra o 17rg o
o= % (Bu +00) (11) 5 Tisma 2 lsm()c
. flﬂfcosa 17a 2(30504 w (20)

wheref, andf, denote the angle rotated by the driven gears, = 27e 2 e [ “] .
i.e. the integral ofv, andw, respectively. 0 0 wh

Let p; be a point fixed inl; andp 4 be a point fixed in¥ 4 8 8

(on gear A). Furthermore, let bogh, andp4 be coincident
with the contact point,. The linear velocity ofp; andp 4, In the mechanical design, there is a differential housing
numerically expressed iy, must be equal when the gears arpresent with a non-neglectable mass that only rotates along
assumed to be ideal (i.e. no backlash) [7]. The linear vBlocthe y-axis of the differential joint. Thereforé[‘(l)"0 should be
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T WT 11 .. e
1w lﬁ MTF:J ‘:/ 1.7 1 Rigid 1.70:0 1.70:0 Rigid
w T ‘ Body L R Body

Left Eye H\ Right Eye
Fig. 6. Bondgraph representation of a joint — Tt) TF-element defines 1,704 0 0 1704
the relation between actuator outpiat, ) and the movement of the body r R

connected to the actuator. Loft Byer X % Right Bye:
1.70:0 Rigid
A Body
decoupled in two separate rotations along fheand z-axes. 703 e Gorner
It can be shown that Eq. (20) can be decoupled as: — T —~
Eyes: y

0,0 w ..
T =J v 1.79:0 Rigid
1 decoupled W, Ty Body
0 sina o e
— —
0 (21) ‘@ ’

f=)

(==}

1
_ |0 cosa [ 1 (Wa + wp) } ey
- 0 0 1rg Wp — We . 0.0 Rigid
0 0 2 re ( b ) LT, ‘I:Oily
0 0 1:T20"1 —0
Bondgraph Representation: A joint defined by Eq. (8) P,
can be represented in a bondgraph by (a¥ TF-element, L700 Rigid
as shown in Fig. 6. In general, the left bond is only one- IN Body
dimensional, as follows from Eq. (8). In case of the diffeian on
joint, the bond is two-dimensional, as follows from Eq. (20) — LT —0
It should be noted that théM TF-element has a fixed flow Differential: =
in causality, due to the non-invertability of Eq. (8). 1700
v ody
C. Connecting Bodies and Joints L1y
The generalized velocity of body with respect to¥, oy
expressed in¥, T?’O is given by adding the generalized 1-Fixed World

velocity of the previous body — 1, T, and the relative

velocity TV~

T =100 + T ... 4 T 2 4 T (22)

n

Fig. 7. Complete bondgraph structure — Joints and bodiedbearonnected
by properly transforming generalized velocities to a comnuwordinate
frame, after which they can be added usbhunctions.

Using this relation, a kinematic chain of rigid bodies anidfjg | Vision Processing | X 1\’10“1:0{1 (COI)IU‘OI q S‘zﬁ‘;&i q
can be represented in a bondgraph structure. g
By properly transforming the generalized velocities of the T T

main coordinate systems to a global coordinate frampethe

joints and rigid bodies can be interconnected. This transfdig- 8. Controller overview — The vision algorithm providése motion

mation can be implemented b QM TF-element using the pqntrol alggrlthm with target coordinates. From thl_s, t_hr_mtcoller calculates
o P . y . ) . 9 joint velocities through a maf (q). The change in joint state influences

Adjoint of the transformation matrif as defined in Eq. (7). the target perception, so in order to come to a functionatrobalgorithm,

Addition of the generalized velocities is implemented ttgb we need to know how the joints should be actuated and how thisaton

) . X ; - infl h ion of th .
0-junctions. The resulting structure is shown in Fig. 7. influences the perception of the target

IV. M oTION CONTROL be seen from the figure that the robot behavior influences the
An overview of the controller structure is shown in Fig. 8vision processing algorithm. In order to design an algarith

The vision processing algorithm determines where the rolthfat can use the output of this algorithm effectively, two
head should look at by choosing a proper target in the imageestions need to be answered: how is the target perceived
plane X’ [8]. The output of this algorithm, two sets ¢f,y)- by the camera and how does the joint actuation influence this
coordinates of the target, is supplied as input to the motigerception. From this analysis, it is possible to derive ratr
control algorithm. From these coordinates, the motion r@nt law that actuates the joints so that the desired goal, iokirg
algorithm calculates generalized joint velocitigshrough the at the target in a human-like way, is achieved.
relation

x=F(q)q, (23) A Target Perception
wherex € T, X, the tangent space t&, denotes the time Target perception by the camera can be modeled with a
derivative of vectoi of the target coordinateg, € Q denotes pinhole camera model [9]. From this model it follows that the

the generalized joint states defined in the vector sga@nd coordinates come from a projection of the target on a image
q € 1,9, the tangent space tQ, its time derivative. It can plane in the camera coordinate frame, as is shown in Fig. 9.
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target pointp{Z-7} _ . . _
Usingw, andw, is a more natural choice than using and

wyp from the actuators (see Fig 5). This requires that calcdlate

generalized joint velocities as defined in Eq (27) need to be

mapped to actuator velocities using the second part of Bg. (2
o 4 Yo Thg first step in findindr is to d.etermine kg)oow the camera

‘—I\ ' coordinate frames move as function@f If T} ., denotes

the generalized velocity of the lefti() or right (' z) camera
coordinate frame with respect to the global coordinate &am
Uy, expressed indg, it can be shown that the following

I relation holds [6]
T, Y T?fyR} =Jiry(@a  Jr €RT,qeR’, (28)

Projection plan

Fig. 9. Target coordinates — The target coordinates as pettédy the Where the ‘]aCObl_ar.] matm({_LvR} is constructed by the (umj[)
cameras can be modeled by a projection on a plane (the image)pising a twists for each joint, as in Egs. (9), (20). By evaluating
pinhole camera model. The camera coordinate frame is démtel (1 ry  Eq. (28), we can obtain an expression for the twists of the

for the left and right camera respectively. The projectidanp is at focal : : : :
depth f on thez-axis of the camera frame. two cameras with respect t&, in the same fashion as in

Eqg. (22).
From Eq. (28) it is found that the Jacobian for the left
Let camera is given by
o (@) =3 T 19 90 10 o], (29)
p{L,R} — |y (24) L \4) = |Jdecoupled 9 3 4 L ,
z and, similarly, for the right camera

where L and R identify the left and right cameras, be a target _ 20,1 0,2 /10,3 20,4
point in three dimensional Euclidian spa€&), expressed in Tr(a) = [JdECOUpled 0 T T 0 Ty } - (30)
coordinate framel';;, ;. It can be shown that the projectionin Egs. (29), (30) the twist&s”™ denote the unit twists as
of this target point, expressed in the camera coordinatadya given in Eq. (9), but expressed ih,. The indices refer to the
pérLoiR}, is given by bodies, as defined in Fig. 1.
(LR (LR From Eqg. (25) it follows that when the camera coordi-

p{LZR} _ |:ypr0j:| _ f {y] (25) nate frame moves, the projection is affected, becauide’™!
prol il |z ’ changes. An expression for the instantaneous rate of change
where f is the focal depth of the camera. of ptf, pllF}, caused by the joint movement, can be

Assuming that the origin of the camera coordinate franf@Und by assuming a situation as depicted in Fig. 9 for the
is located in the center of the image, “look at the target” #§ft camera. _
to be interpreted appro; being (0, 0) for both cameras. From Let the homogeneou; coordinates of th_e target, expressed
this, the definition of the state vectaris formed to hold the in the left camera coordinate framie;, be given by

Zproj

projected target coordinates for both cameras: {pL] . [po] 31)
-H , 31
Yleft . 1 011
x = | et = {p ’OJ] . (26) wherep? denotes the target coordinatesin.
y'fght Pproj The linear velocity ofp” expressed in¥;, is found by
Fright differentiating Eq. (31) with respect to time, yielding
P +L | P
B. Target Perception and Joint Movement { 0 ] =H;j [ 1 ] ; (32)

In order to move the robot to accomplish the required ta
it is necessary to know how the state vectorchanges as
function of the change of the generalized joint coordinates

S\/%/here we used the fact that we are considering the instanta-
neous case whemg” = 0. By using the relation

i.e. what the matrix¥ is in Eq. (23). HY =T "HE, (33)
The generalized joint velocities iipare given by the angular .
velocities of the joints: we obtain
_ ; L . 0
: ]t
Wz ) L (34)
Wneck,roll — Té’L |:p ] ,
q = | Wneckiilt | - (27) 1
Weyes,y that can be also written as
Weye,left,z L . L
| Weyeright,z] P = [_p 13] Ty, (35)
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by using the relatiodb = —ba. The twistTg’L can be also where qy denotes the preferred joint state (which may be

written as chosen to b&#) and W = diag{w, ..., w7}, wherew; are
Tg,L — —AngT%O, (36) Weighting factors. By taking
o o o . oG
by noting thatT%’ = —T;7 and T}’ = Ady: T?”. Finally, 2= Bq W (qo —a), (43)
J

from Eq. (28), it follows that the joints are actuated to move towards their initial poaitj,

pt = [f)L 713} Adgrdr (q) 4. (37) proportionally to the weighting factors;. By choosing appro-
0 priate weighting factorsv;, the head will move in a human-
From Eq. (25)p},; is found to be a scaled version pf-, like way [11]. For example, giving the weight corresponding
and therefore to the roll motion of the neck a large value will result in
only small roll motions. This is desirable behavior, beeaus
ppl;roj _ [0 1 0} [f)groj _13} AdgrJr (q) ¢, (38) humans do not often use this motion either. Also, the weights
00 1 ? corresponding to the joints that control the eye motion need

Wherepgr ; denotes the two dimensional velocity vector thdP have ? S|gr)|f|cantt) value,hso that th? eyes telnd tc;‘ return to

gives the instantaneous velocity of the observed targehen £ neutral position, but at the same time a value that is not

image plane and the projected tar@%’poj is given by Eq. 24. too high, to qllow the eyes to move to the target in the first
By taking the same approach, we find a similar expressig}ﬁce‘ Choosing the exact values foy has turned out to be

for the right camera, and these results combined gives tfﬁ&ombmatlon of the above reasoning and trial-and-error.

matrix F in Eq. (23) A more sophisticated approach could be to choose the
| ' weightsw; dynamically, so that we have
W = W(t) = diag{wi (t),...,w7(t)}. (44)

C. Control Law

Now that it is known how the perception of the targeW'th this approach, the joint motion can be controlled over

changes as the joint angles change, a control law can %ge to achieve more sophisticated behavior. For example,

formulated for the actuation of the joints. The goal is to mov. en trackmg a slow moving target, the weights that control
B 1o (0,0). The error in the eye motion could be choosen very low when a target

h rceiv r rdin L : . : LT
the perceived ta get coo d atpé.m] has just come into view. As the target remains in view over
the state vector is defined as . . . X
time, the weights could increase in value, so that the eyes
_ |0} p,froj L p,froj (39) will remain closer to their neutral position and as a redut t
Xerror = 1 pgoj - L neck joints become more active. This kind of behavior clpsel
) _ ) ) ) resembles human behavior.
Using a proportional gaitk,, on this error, the desired rate  optionally, the vector can be used to project “behavioral

Pproj

of change of the state vectot, is formulated as motions” onto the null-space and in this way have the head
pL show emotions while simultaneously looking at something,
x=-K, { 9{"1} ) (40) e.g. somebody’s face.
Phproj
To achieve the desiredl, it is required to invert Eq. (23) to V. SIMULATION RESULTS

calculate the required joint velocitiég Since the robot head The dynamic model and the motion control algorithm have
has multiple redundant joints, inversion of Eq. (23) is givebeen implemented in a simulation environment using 20-sim
by simulation software [12]. This software package allows for

q=F'x+ (17 — FﬁF) z, (41) direct implementation of bondgraph models combined with

the controller code.

where F¥ ¢ R7™* is the weighted generalized inverse of The motion control algorithm and the model are imple-
matrix F in Eq. (23) and vectaz € R” is an arbitrary vector of mented in a structure depicted in Fig. 10. The cameras ase als
appropriate dimension which is projected onto the null spagodeled using the pinhole camera model given by Eq. (25).

of F, see [10] for more details The delay due to the time that the vision processing algwrith
In order to achieve the required human-like motions, weeeds to process the camera images is also modeled.
choose a criterioiz (q) with respect tog The simulation environment is divided in a continuous time
1 and discrete time part. It is expected that the vision preings
G(q) = 3 (@0 —a)" W(qo—q), (42) algorithm will work at a rate of 20 Hz., therefore the cameras

are modeled in discrete time at 20 Hz. The motion control
1in generalx = Fg has a minimum norm, least-squares soluips: Fix ~ @lgorithm is also modeled in discrete time, but at a rate of
when a physically consistent Euclidian inner product isrdefion both the 60 Hz. It has been found that this is the minimum sample rate

vector spacel; X' and 7, Q. In this paper, since any element belonging toat which the motion control is capable of effectively deglin
these vector spaces can be represented by components evighrtte physical ith the del f the visi . lgorith
units, a physically consistent inner product is defined antbliows that wi e delay o € VvISion processing algorithm.

F! — F+ — F7T (FFT)*{ where the symbok- indicates Moore-Penrose 1N joint velocities calculated by the motion control algo-
pseudoinverse. rithm are send to the actuators of dynamic bondgraph model
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Continuous Time ! Discrete Time

I

f 2D target coordi-

nates from left and

right camera at
20 Hz.

=

A

Actuator velocities q

1
1
1
1
1
|
Dynamic : Motion
Bondgraph : Control
Model ' Algorithm
1
1
! T \
T
' The motion control
I / algorithm works at
Actuator angles q 60 Hz.
Fig. 10. Simulation environment in 20-sim — The target anel dynamic

model are modeled in continuous time; the cameras and themeontrol
algorithm are modeled in discrete time. The cameras sugmyatgorithm
with target coordinates at a fixed rate of 20 Hz. The dynamidehof the
head also contains closed loop PID-controllers for theaots.

model

08 = Differential Drive A frad}

= Differential Drive B frad}

= Left Eye Z frad} |

Right Eye Z frad}

/S

N
A\

=

time {s}

Fig. 11. Time plots of the joint angles for the differentialvé and the eyes
— The counter rotation of the differential drive actuatoisp(two) result in
a panning motion of the head. The rotation of the eyes (botiwn) with
respect to the head is much faster than the head movementismdheows
the desired counter rotation to compensate for the head mmaveonce the
target is in view.

10
of the system. The actuators are modeled as closed loop PHD1

controlled servo motors.

Fig. 11 shows time plots of the joint angles of the differen-
tial drive and thez-axis rotation eyes for a horizontal saccadc?12
The norm of the target vector in 2D camera coordinates is

VI. CONCLUSIONS ANDFUTURE WORK

A motion control algorithm for a humanoid head has been
designed. The algorithm acts on camera inputs and can ¢ontro
the humanoid head in a human-like way. This has been
achieved by appropriately actuating the redundant joisitsgu
a null-space projection method. A dynamic model based on
bondgraph and screw theory has been developed and has
been used to test the motion control algorithm in a simulated
environment. Simulations have shown that both saccades and
target tracking tasks can be performed, encountering a huma
like behavior in several circumstances.

Future work are the implementation of the control algo-
rithms on a real-time hardware platform and evaluation ef th
performance in a hardware-in-the-loop environment. When t
algorithm is found to work correctly on the real-time cottro
platform, the real humanoid head system can be interfaced,
because the dynamic model is developed to match the real
system as close as possible. No major issues are to be edpecte
in the implementation phase.
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reduced to zero in about 400 ms. This is achieved by a rapid
movement of the eyes, which reach their maximum angle in

about 300 ms. After this, the eyes start to rotate back
their initial position, as the differential drive moves thead

to

towards the target. When this plot is compared with Fig. &, th
resemblance with human behavior is apparent. The plots show
similar patterns, but on a different time scale. This is lisea

the rapid eye movement of humans could not be achieved.

The algorithm has been succesfully tested in various situa-
tions, e.g.: saccades, target tracking and null-space mene
(i.e. moving the head while keeping the target in focus).
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Implementation of a Vision Based Motion Control
Algorithm for a Humanoid Head

L.C. Visser, S. Stramigioli, R. Carloni, G. van Oort, E.C.rien

Abstract—This paper describes the implementation and testing of the control algorithm consists of the implementation of
of a vision based motion control algorithm for a humanoid hea. the motion control algorithm, the actuator controllers and
The motion control algorithm has been designed in [1] and pre the design of a framework providing communication between
vides the head a human-like behavior. In this work, we desche . .
the implementation and tests in a simulation environment ad the algorithms and the hardware. The f_oIIowmg software
the migration of the algorithm from the simulation environment Components are needed for the realization of a succesful

to a real-time control platform. This migration is governed by a implementation of a controller system for the humanoid head

step-by-step integration and testing procedure. After edt step, « A real-time operating system (RTOS), running on a PC-
the algorithm output is validated and its performance evalated. ’

The algorithm is implemented succesfully on a real-time PCt04 104 platform that hosts the control software

platform. « A framework running on the RTOS, providing commu-

nication between components (i.e. the motion control
algorithm, PID-controllers, hardware interface, etc.)

« An implementation of the the motion control algorithm
that can be integrated in the framework

|. INTRODUCTION « A real-time implementation of the actuator control loops

ITHIN the 3TU collaboration project, the Control  An interface to the vision processing algorithm
Engineering group at the University of Twente and « An interface to the hardware
research groups of the universities of Delft and Eindhoven, These mechanisms and the relations between them is sum-
in collaboration with industry partners, are developing thmarized in Fig. 1. The figure also shows a low-level safety
humanoid robot “TUIlip” [2]. In the scope of this project, alayer. In principle, the control algorithms should take ecar
humanoid head-neck system has been developed, howestinitializing the system (homing of the encoders, sofsvar
the head-neck system will serve two purposes. Firstly, it éndstops, etc.) and provide safe operation. Regardlesska b
meant to be mounted on a teen-sized humanoid robot asi@ low level safety layer should be present outside the
way to percieve the environment. Secondly, the head wilamework. This safety layer may consist of, for example,
be used as research platform in the field of human-machiemergency shutdown buttons, current limiters for the dotsa
interaction. The mechanical design consists of a four degfeardware endstops, etc., so to guarantee safe operatidh at a
of freedom neck and a vision system based on two camerésie, even when the framework stops functioning (e.g. when
The cameras, representing the eyes, tilt on a common axis #mel operating system crashes). The implementation of Hris p
rotate sideways independently. is beyond the scope of this paper.
In previous work a motion control algorithm for this system
h_as be_en deV(_eIoped and teste_d on a dy_namic model irh.aCOmponent Requirements
simulation environment [1]. This paper will focus on the
migration of the motion control algorithm from the simudati
environment to an implementation on a real-time platform.

This paper is organized as follows: in Section Il a set J Real-Time O ) - Th i .
requirements for the real-time implementation is presgnte -Time Operating System: The real-time operating sys-

Based on these requirements, a number of implementathH1 should be able to provide a hard.real-tm?e enywonment.
choices have been made, which are presented in Section If”s_houl_d also allow for easy hardware interfacing, smczdha
Section IV presents a step-wise integration and testingpoaket ware will be used that requires very Iow-IgveI programming.
that should lead to a succesful implementation of the motign Framework: The framework should_prowde a communica-
control algorithm on the real-time platform. The outcome of°" network for the different parts involved in the control

this method will be presented and discussed in Section V. strL_Jcture. Moreover, it should provide an abstr_act intefeo i
which the modules can be connected, and provide the real-tim

environment for the modules.

Motion Control Algorithm: The control algorithm will run
The control of the humanoid head system requires a numiiera hard real-time environment. As observed in simulations
of components: a vision processing algorithm, a motionrobnt the algorithm should run at at least 60 Hz., so execution time

algorithm and hardware interfaces. The vision procesdgma should not exceed 0.017 s. Since the motion control algorith
rithm will run on a separate, dedicated PC, so implementatis only a small part of the complete system and time is needed

Index Terms—Digital control, programming, real time systems,
software testing

In this paragraph we describe the requirements listed above
that are required in order to come to a successful implemen-
ation and integration of the motion control algorithm.

Il. REQUIREMENTS
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Dedicated com-
puter hosts  the

vision  processing
algorithm
| Vision processing
‘ algorithm t
Datalink 1/605

interface

Vision interface
Motion control

Integrate

PID-control

>
time

Target coordinates Fig. 2. Task execution scheme — There are three real-tinte st run

PC-104  platform simultaneously: the motion control algorithm at low fregog (60 Hz. or

Datalink || Motion control / ](“)OSS“ a real-time higher), setpoint generation through integration (1 kHzhigher) and closed
interface algorithm loop actuator control and interfacing (also 1 kHz. or highémterfacing the
vision algorithm is not a real-time task.
A g
Framework care of commnice
tion between mod-
PID e o o PID ules . .. . .
controller controller that the interface to the vision algorithm runs hard-remleti
It is sufficient for the motion control algorithm to check for
Actuator e st new data on the interface once every iteration. This apjproac
control signals Safety layer « operation requires that the interface is non-blocking, so that thetieee
operation of the control algorithm can be guaranteed.
Actuator Actuator

From these requirements it follows that we have three iigad-t
tasks that run simultaneously: a motion control task atadtle
Fig. 1. O\(grview of the ContVOLstructure —d Tlhe féam?vrsgfn ming on a 60 Hz., an integration task and a closed loop actuator cbntro
contrl algorithm, actualor controllers). The ramevodkoaserves as an 2N interfacing task at much higher frequencies (1. kHz. or
abstraction layer between the RTOS and the modules. higher). The vision algorithm should be interfaced peiiady

as well, but not necessarily real-time. This results in & tas

timing scheme as depicted in Fig. 2. The RTOS and framework

to perform other calculations as well, the maximum avadabkhould provide means to implement this scheme.
execution time is more likely to be around 0.005 s. This
imposes limitations on the programming language used and I1l. | MPLEMENTATION CHOICES
programming constructions that can be used. For exampl_eBased on the requirements, a number of choices have been
interpreted languages or programming languages that run i
a managed environment cannot be used.

The algorithm needs to interface the framework to receive .
input values and output desired joint velocities. Thisiifaee A Réal-Time Operating System
needs to be as simple (i.e. little overhead and delay) butstob The choice was made in favor of a GNU/Linux distribution
as possible. running the Xenomai [3] real-time environment. The primary

Actuator Control Loops: The actuator control loops consistreason for choosing GNU/Linux is because of the real-time
of an integrator and closed loop PID-control of the actuaapabilities, the wide range of supported hardware, the eas
tor position. The integrators generate setpoints for the- Plof hardware interfacing and the flexibility.
controllers of the servo actuators. Since there are sevien ac
ators, it is desirable that there is a generic controllet a®@ B Framework

_be instantiated mult_|ple times .W'th different parametaisis The framework is based on the work presented by Lootsma
is preferable over implementing seven seperate contsoller

which is more error-orone. Also. in this way the interfacm [4]. He has provided a easy-to-use and flexible interface t
P ) ' y the real-time environment provided by Xenomai. It was found

to the controllers is always the same, which simplifies ﬂ}ﬁat this interface was well-suited for the framework stune

integration in the framework. The actuator control loopsl an_ . . . _
envisioned for this project.

hardware interfaces should run at a high sample frequencyl_he framework is written in C++ programming language.

of 1 kHz. or higher to obtain smooth and stable actuation (Fne object-orientated features of this language are vety we

_the SVSteT"- The mtegrators in the control loop are eSEmm'asuited to fulfill the modularity requirement. It also allovigr
interpolating the motion controller output.

Interface to the Hardware: The interfaces to the hardware" certain level of abstraction regarding the aforementone
) . : : interfaces.

should be provided in a generic way, in case the hardware

drivers change. The hardware interface should wrap around .

the hardware driver, so changes of the driver do not requfre Motion Control Algorithm

changes in the framework. Based on the requirements, the choice was made to imple-
Interface to the Vision Algorithm: The vision processing ment the algorithm in the C-programming language. Because

will run on a separate PC connected to the PC-104 platfof@icode should be compiled to native machine code, programs

through ethernet. Since the vision processing algorithth wivritten in C can be very fast and are suitable for hard real-

run at a much slower rate than the motion control algorithtime operations (depending on programming structures)used

(~ 20 Hz. and~ 60 Hz. respectively), it is not necessaryC-compilers for almost any platform exist, which will make

Ade regarding implementation details.
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Framework on RTOS

the algorithm very portable to other platforms. The avaligb
of low-level memory operations allows for a very fast and fregrte Tosk futerfoe Tosk
consistent interface to the framework through pointers. A Controllr
extra advantage is that the framework is implemented i

C++, allowing easy integration of the control algorithm fret
framework.

To simplify the implementation of the many matrix opera-
tions in the algorithm, an external matrix library is usetheT
choice was made to use the GNU Scientific Library (GSL
[5]. This is a scientific mathematics library, implemented e —
in C. It is known to compile on many platforms and is
actively maintained. It is a mature library that provides &
ConSiSter,]t interface and _many, optimiza-tion pOSSibiljti.A.S Fig. 3.  Overview of the implementation structure — The framek
wrapper interface to this library is made, in case the chisicesupervisory function controls the initialization phasel aiovides means of
made to use a different library in the future. In that casdy oncommunication between modules. The three tasks that neashteeal-time
the interface needs o be changed, while the agorithm 3 Srouped ard il un separate eads: e motorvabatorti
remain unaltered. This should reduce the chance of erreneou
operation in case of a change of platform or library.

The motion control algorithm will be embedded in a stateaused by the memory allocation operations is too big. Ih tha
machine based controller. In this way, the hardware am@se, initialization and termination functions should bétan
software can be properly initialized prior to the executadn that allocate and deallocate appropriate amounts of memory
the control algorithm. for the algorithm at startup and shutdown.

PID-
Controller

jon feedback harget coordinates, configuration feedback A“l"f(“)"’g >
/

=
»

D. Actuator Control Loops IV. STEPWISEINTEGRATION AND TESTING

For implementing the actuator control loops, two options I order to come to a correctly functioning implementation
are available: exporting the controller designs from thesizo  ©f the control algorithm, a stepwise testing and integratio
software package [6] or realizing a custom implementatioptrategy has been adopted [9]. This procedure is illusirate
Although 20-sim provides excellent functionality for Cet® Flg. 4. Po.|nt of d.epartu.re IS thg control algorithm |n_1plerlmh
generation, the choice was made to manually implement dethe scripted S|mulat|0n.enV|r.onment of the 20-sim softwa
controllers. The main motivation is that in this way an optim Package. Then the algorithm is ported to C-code and tested

integration with the framework can be realized. again to validate its correctness. After successful cotiguie
of this phase, the algorithm can be integrated into the con-

troller framework and should be tested again. The final phase
comprises the integration of the seperately designed rvisio
The hardware is interfaced with a FPGA based PC104tocessing algorithm, the motion control algorithm integd
Anything I/O card [7]. These boards have been used in maimy the framework on the PC-104, and the interface to the
projects in the Control Engineering group, so document&drdware.
drivers and a lot of experience are available. The framework has been developed and tested separately.
The design, implementation and testing procedure for the
framework is treated in [4].

E. Interface to the Hardware

F. Interface to the Vision Algorithm

The interface to the vision processing algorithm shouIR
provide non-blocking read and write functions. Unix-sdske

provide this functionality in combination with theel ect ()~ The first phase is to exhaustively test the algorithm in a
system call [8]. simulation environment. This has been done by implementing

the algorithm together with a dynamic model in the 20-sim

The designed implementation structure and communicatid@ftware package. The algorithm has been tested in a number

signals is shown in Fig. 3. The real-time tasks are grouped Bf,Predefined scenarios:

related operations. The interfaces are primairily impleted ¢ An instanteneous change in target position, resulting in a

through memory pointers. In this way, communication over- saccade

head is kept to a minimum. Also, certain cases of unintendeds A smoothly moving target that must be tracked

data manipulation can be discovered at compile time. « A randomly but smoothly moving target that must be
Initially, the choice was made to allocate memory for the  tracked

algorithm dynamically in each call to the algorithm. While « A stationary target that must be kept in view while

this results in overhead (memory allocation is expensive in redundant joints are actuated

that it is not deterministic), it was found that in this way e Combinations of the above

the code can be kept organized better and memory usage Bamning these tests, signals from the (simulated) actuaRii3

be minimized. Tests will need to show whether the overheadntrollers and cameras were logged, as well as the control

Testing in @ Smulation Environment
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S st covionment | _ GSL only supports SV decomposition for matrickss R™*™
Simulated H Motion Control H Dynamic Model HD:\«:‘\ Logging and A X . 4xT . .
Cameras Algorithm Visualization with n > m and the matrixFF € R does not fulfill this
------------------------------------------- condition. To be able to use the GSL decomposition routines,
— HDI = the SV decomposition df”' is taken according to (2). Using
ﬁ Vowlbaion Jj . BF from (5), FT is then obtained from:

Simulated
Cameras

GA2F! =UsZcVE
T
Gt =Vs2iUf = (FY) (6)
c =F = (G*)T =UgE Ve

Framework

Simulated Motion Control Dynamic Model
Cameras Algorithm

The output of the ported algorithm is validated using the

ey B T Y data collected in the experiments conducted in the previous

N ing H Mo ! }—{ PP Controlers H Safety Laser phase. This is done by an automated program that provides
the algorithm with input data from simulations of the praxso

Fig. 4. Stepwise testing and integration procedure — Foparsge testing phase. The output of the ported algorithm is compared with

phases are identified, each of which works closer towardsgiation of e output of the Scripted algorithm and an error is raised if

the motion control algorithm in the real-time environmeffttiee controller .. .
framework. the output is invalid.

‘ D

algorithm output. This data is used in the next phase to asid C. Integration and Testing on the PC-104

the correctness of the ported algorithm. . . . . .
The next phase in the integration process is to incorporate

. . . the motion control algorithm in the framework on the PC-
B. Porting and Testing the Control Algorithm 104. Since both the framework and the control algorithm

The next phase is to port the motion control algorithrd® Written in the C-language, this is a fairly easy task. In
to C-code. The process of porting the a|gorithm Consisﬁgder to test the algorithm on the frameWOfk, it needs to
of two phases. The first step is to provide an interface fgceive target coordinates and joint actuator positiodifaek.
GSL and test this interface. The interface primarily cassis!his is achieved by porting the dynamic model and simulated
of elementary matrix and vector manipulation functiong, e.target and cameras to C-code as well. The 20-sim software
addition, multiplication, etc. package provides template-based export functions to do thi

One key feature of the algorithm is the utilization of @&utomatically. It should be noted that, due to the model
pseudo-inverse with optimization [10] to obtain desiremhfjo complexity, only a limited number of scenarios that do not

actuator velocities demand to much of the model can be tested and only in
simulated real-time. This is because the PC-104 platfors ha
q=F*x+ (I - F'F) z. (1) limited computing power available. Nonetheless, this #hou

Since GSL does not support pseudo-inverses natively, 'EnEDutbe sufflf:lent to verify correct behavior of the contr.ol g
_In this phase, where both the control algorithm and the

was implemented that utilizes Singular Value (SV) decompo
P g (SV) pdynamic model run on the PC-104 platform, a PC is used

sition to obtain a pseudo-inverse [11]. A mat € R"*™ . . ) .
pse [11] < to gather and visualize data signals. Since the correctfess
can be decomposed in : X ) :
the algorithm has alread been validated in the previousgphas
A =UxVT, (2) the focus is primarily on testing the interface between the

. ) ) framework and the algorithm.
where the diagonal matri®22 € R™*™ holds the singular

valueso;
> £ diag(oy,...,0,) D. Connecting the Vision Processing Algorithm

p =min{m,n} 3 The final phase of the testing and integration process is to
o1=09> =0, >0 (3) connect the seperately developed vision processing #igori

to the framework and control algorithm. The vision process-

ing algorithm analyzes image frames from two cameras and
From this, a pseudo-inverse™ € R™*" is obtained through decides what the head should look at. Due to the nature of this
task, this phase requires that the dynamic model is removed
from the framework and that the actual hardware is intedace

Ops1 = =0, =0.

At =vxetuT, (4)

whereX* follows from (3) and is defined as
1 If all testing phases have been completed succesfully, this

»t 2 diag(i, oo, —,0,... ,0) ) (5) phase will yield the complete integrated system, compgisin
o1 Tk cameras, vision processing algorithm, motion control algo
p=min{m,n} rithm and a naturally moving humanoid head.
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V. RESULTS AND CONCLUSIONS

The first three steps of the integration and testing proeedur
have been completed. The algorithm was successfully ported
to C-code and the validation process showed no errors in
the calculated output. The execution time of the algorithm
was found to be approximately 465, significantly below the
maximum of 5 ms. As mentioned before, there is still room
for improvement if 40us turns out to be too long. Also, since
memory allocation is not deterministic, the required exiecu
time of the algorithm cannot be determined beforehand with
the current implementation. This might need to be improved
in the future as well.

Integration of the motion control algorithm with the con-
troller framework has been completed succesfully as well.
Because the PC-104 platform has a limited amount of cal-
culation power, it was not possible to simulate the algarith
and the dynamic model real-time. Instead, a pseudo real-tim
environment, where the clock runs a fixed factor slower to
“create” time, was created in which the algorithm was tested
This only allowed for very simple testing scenarios, but the
emphasis in this phase was on testing the integration wéh th
framework rather than on the correct behavior of the algorit
(since this was already validated). The scenarios that bhese
tested have shown no problems.

The final integration step, where the motion control aldponit
and vision processing algorithm are connected and the real
hardware is interfaced has not been completed yet. This is
due to unavailability of the hardware. No serious problenas a
expected to arise in completing the integration, sinceresive
testing of the algorithm and the integration in the framdwor
have not revealed any issues. It is therefore expectedhbkat t
final integration step will be succesfull as soon as all parés
available.
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A Screw Theory

This appendix summarizes some basic concepts of screw theory in order to allow
the reader to better understand and follow the formulae presented in this report.
For a more comprehensive and complete introduction, the reader is referred to
literature.

A.1 Homogeneous Coordinates

Let

%

i

p:

ISEINSI

be a generic point in three dimensional Euclidian space £(3), expressed in coordi-
nate frame ¥;. The point can be numerically expressed in a different coordinate
frame ¥; by applying a change of coordinates £(3) — £(3) due to a rotation
and translation

g 7
y| =R} |y| +dj,
z z

where R € SO(3) defines the rotation from ¥; to ¥, and the vector d € R?
the corresponding translation.

The change of coordinates can be expressed by a single matrix multiplication
by introducing homogeneous coordinates. A generic point P in homogeneous

coordinates is represented by _
3

x
i_ |Y
P =1
1
The change of coordinates is then defined by
j i
x x
vyl _ Hf Y :
z z
1 1

where the homogeneous matrix H/ € SFE(3) has the following structure:

_[R]
J 7 1
H; = [000 1]'

A.2 Twists and Wrenches

It can be shown that a change of coordinates H € SE(3) can be found by taking
the exponential of a matrix T € se(3):

where T has the form



with & € s0(3) and v € R3. The equivalent vector representation of T is

T:M.

Here w represents a rotational velocity and v represents a linear velocity.
The vector T is called twist and represents the generalized velocity of a
coordinate system rigidly attached to a body. According to Chasles’ theorem,

any twist can be written as
w w 0
b= ere ]

This corresponds geometrically to a rotating motion around w combined with a
simultaneous translation X along w: a screw-like motion (hence the name “screw
theory”). _

If a matrix H € SFE(3) defines the change of coordinates from ¥; to ¥},
then their relative motion, expressed in V¥,, is given by:

/7 — H/H!
[ [t/

It can be shown that T{ 7 can be expressed in an arbitrary coordinate system

A NE A
Vi gt Tl Ve
This change of coordinates is defined by an operator, called adjoint, on the
homogeneous matrix Hf that defines the change of coordinates from ¥; to Wy:

k

1kDk k
djRj Rj

Similarly, a wrench represents the generalized force acting on a body and
takes the form
W=[m f].

Here m represents a torque and v represents a linear force. A wrench W is a
element of the dual space s¢(3)* and we have

P =WT,

where P denotes power.
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B Motion Control State Machine

The motion control algorithm is governed by a state machine. The primary task
of the state machine is to ensure that the encoders are properly initialized prior
to operation. The structure and functional design of the state machine is shown
in figure 1. The following states are available:

Stopped This is the initial state in which the state machine will be on startup.
Zero output is sent to all encoders. This state can only be left by the start
and initialize commands.

Initialize This is a transition state provided for optional logging purposes. It
is directly left to go into the homing state of the first joint.

Homing Joint < n > In this state, the endstop detection is used to termine
the range of the joints. This is achieved by actuating the joint slowly in
positive and subsequently in negative direction until the endstops are hit.
By reading the encoder data, the range of the joint can be determined,
upon which the joint states can be properly initialized.

Initialization done This state is provided as a pausing point, so that all ini-
tialization functions can be completed. Upon receiving a start or stop
command, this state will be left to enter the stopped or running state
respectively.

Running In this state, the motion control algorithm will calculate actuator
velocities as it is designed to do. On any error, this state will be left for
the error state. Upon receiving the stop command, the state will be left
for the stopped state.

Error This state is provided for error handling. Subsequently the stopped state
will be entered.
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o » Stopped

Error

Running
Initialize Initialization|

done
Homing Homing
Joint 1 Joint 7
Homing Homing
Joint 2 Joint 6
Homing Homing
Joint 3 Joint 5

Homing
Joint 4

Figure 1: State machine structure.
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