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Abstract

Query data analysis is a time-consuming task. Currently, a method
exists where word (combinations) in queries are labelled by using an
information collection consisting of regexes. Because the information
collection does not contain regexes from never-before seen domains,
the method heavily relies on manual work, resulting in decreased scal-
ability. Therefore, a machine-learning based method is proposed in
order to automate the annotation of word (combinations) in queries.
This research searches for the optimal configuration of a pre-processing
method, word embedding model, additional data set and classifier vari-
ant. All configurations have been examined on multiple data sets,
and appropriate performance metrics have been calculated. The re-
sults show that the optimal configuration consists of omitting pre-
processing, training a fastText model and enriching word features using
additional data in combination with a recurrent classifier. We found
that an approach using machine learning is able to obtain excellent
performance on the task of labelling word (combinations) in search
queries.

Keywords: Machine Learning; Word Embedding; Stemming; Lemma-
tization; NLU; Neural Network; Recurrent Neural Network; Dimension Re-
duction;

1 Introduction

With the rise of the Internet, the behaviour of consumers has changed.
People are no longer restricted to the products offered by nearby stores: they
now can order whatever they like online instantly. Resellers have noticed
this shift in consumer behaviour and many have opened up an online store.
When people want to know where to buy a product online, they execute a
search query on a search engine. The search engine delivers a set of online
stores featuring the product, from which a consumer can make a choice.

The search queries inserted in a search engine provide an indication of the
interests of consumers. Search engines offer a service where search queries
regarding different topics can be retrieved [I]. Producers can use frequently
occurring search query themes to learn which products are in demand by
consumers. They can make use of these insights by for example starting
to offer these products, or optimize their findability. This way producers
can adapt better to the ever changing needs of consumers, and optimize
their sales. The need for a system which is able to retrieve information by



smart data grouping based on semantics will be explained in the Problem
Statement.

This research topic has been provided by New-Media [2]. New-Media
analyzes large data sets consisting of search queries, and provides search
insights based on word patterns in and between these queries. These search
insights are offered to producers in order to guide their company and estab-
lish their website in a demand-driven fashion.

1.1 Problem Statement

While it is possible to retrieve a large list of search queries together with
their search volume from search engines, this unstructured data needs to be
processed in order to lead to search insights. Search insights are develop-
ments in search volume of key words in search queries over a time period.
To learn these search insights, useful key words need to be detected in the
search queries, and labelled with categories. Different key words may be
deemed as useful information in different domains. The retrieved useful key
words need to be grouped based on semantics, in order to be able to provide
a complete overview of each class of semantic coherent words. An example
of the labelling of useful information in queries is provided in table [I} The
underlining types clarify which word is labeled with a category.

Search Query Categories
square plant pot from plastic shape, pots, material
buy four green flowerpots purchase intent, color, pots
bohemian crystal vase location, material, vases

Table 1: Queries with labelled objects

The input of the categorization process is an unstructured set of queries,
while the output is the set of queries each labeled with a (set of) categories.
The problem can be summarized as a classification problem, where the input
is a search query, and the output is an ordered sequence of labels for the
query tokens. While a method exists which consists of a rule-based approach
which retrieves information based on regular expressions (REs) as discussed
in [3], the need has arisen to find a quicker, more scalable and smarter
approach. The scalability of an application is its capability to handle a
growing amount of work, or its potential to be enlarged to accommodate
that growth [4]. The REs can be seen as a list of word (combinations)



making up a the categories. In the current system, query categories need
to be defined manually, and every type of useful information needs to be
added manually to the useful information collection in the form of a separate
RE. When the data set is very large, many RE definitions must be added
manually, resulting in decreased scalability.

Because the current RE-based system extracts information based on a de-
fault list of REs, its performance varies across different domains: the sys-
tem uses one useful information collection in every domain. Therefore the
need to add domain REs exists which implies that the system needs manual
adjustments before it can be used in new domains. This limits the scal-
ability in terms of the number of domains. A smart domain-independent
system, which is able to learn (domain-specific) word definitions using Ma-~
chine Learning (ML) approaches, eliminates the need for manually adapting
the useful information definitions. This results in a higher profit for the
organizations using such an approach.

In preliminary research, an analysis on the RE-based system has been per-
formed in order to find the system’s strengths and weaknesses. The research
has shown that the manual work component in the RE-based system plays a
huge role in achieving good performance, and that ML is a promising tech-
nique for the classification of word entities. The RE-based system without
the manual work component obtains a recall score of only 0.55 when exam-
ining the labelling of unique words with 6 categories. The words accounting
for the remaining percentage need to be added by performing manual work.
The preliminary research has shown that the usage of independent word
embeddings of individual words combined with a simple Neural Network
improves the recall score to 0.85. In this follow-up research, a ML-based
system is presented which is able to identify and classify words occurring in
search queries automatically, eliminating the RE-based system’s weaknesses.
The following research question is proposed:

How can machine learning based on word embeddings be applied to retrieve
information from search queries?

How can the content of queries be categorized? Query content categorization
is useful because it enables selecting categories which have been deemed
appropriate for delivering search insights by a domain expert. The set of
queries can be compressed to sets of word (combinations) making up the
categories.



When categorizing the content of search queries, the way in which the fea-
tures are composed together with the classifier type influence the result.
The different way in which query features can be composed and enriched,
together with the different promising classifier types need to be examined
in order to learn the optimal configuration.

In order to find an answer to the central research question, the question
is decomposed into sub-questions which help with finding an answer. The
following sub-questions are proposed:

1. Does removing word inflection increase the quality of a word embed-
ding?
2. Which feature composition model is best for categorizing query words?

3. Are additional external data corpora helpful for feature composition?

4. Which query classification method performs best given optimal hyper-
parameters?

1.2 Objective

The task at hand is to create a system which is able to classify the content
of search queries. The classifiers are implemented by making use of the
Keras [0] framework. In order to generate well-performing classifiers, correct
features which optimally indicate categories have to be created from the
queries. For the task at hand, we hope to create a well-performing classifier
which can support and automate the annotation of queries. We will test the
performance of the classifiers, and will give recommendations about which
classifier configuration to use.

1.3 Outline

In chapter |2, an investigation of the research which has been performed
in this field is presented, together with a motivation of why this research
is useful. Due to the ever-changing nature of the state-of-the art in ML
for text processing, the focus is on work published in recent years. The
answers obtained from the literature study and the experiments will be used
to answer the research questions. Then experiments must be performed in
order to learn which classifiers and features perform best. The setup of these
experiments is explicated in chapter [3l The results of the experiments are
stated in chapter ] Finally a conclusion is drawn, and recommendations
for future work are proposed in chapter



2 Background

In this chapter, the concepts needed to perform query processing are worked
out. In the area of Natural Language Processing (NLP), researchers ex-
plore how computers can be used to understand and manipulate natural
language text or speech [6]. Furthermore, the process of a computer learning
the meaning of a text fragment is called Natural Language Understanding
(NLU). A wide range of NLP and NLU techniques are discussed, in order to
learn the state-of-the-science in semantic word classification. Furthermore
research presenting different classification techniques is discussed, including
feature generation methods. Finally ways to optimize the classifiers and
visualize the features are presented.

2.1 Pre-processing Techniques

Pre-processing involves the processing of raw data, to prepare it for use
in another processing procedure. The goal of pre-processing is to trans-
form data into a format more applicable and effective for the purpose of
this process. In this section, variants of a pre-processing component called
data reduction are discussed. Data reduction techniques aim to enable the
analysis of a reduced representation of the data set without compromising
the integrity of the original data while producing quality knowledge. Data
reduction techniques may improve the results of query classification, by es-
tablishing higher quality word features.

Stemming, lemmatization and morphological segmentations are data reduc-
tion methods. The goal of both stemming and lemmatization is to reduce
inflectional and sometimes derivationally related forms of a word to a com-
mon base form. Morphological word segmentation is the process of dividing
a word into its component words. Removing the inflection of words be-
fore generating word features may improve the quality of the word features.
Stemming, lemmatizations and morphological word segmenation are used
to map words to a denser matrix, in order to increase a system’s recall by
sacrificing precision. A systems precision is the fraction of relevant instances
among its retrieved instances, while its recall is the fraction of relevant in-
stances that have been retrieved over the total amount of relevant instances.
Stemming reduces all inflected and derivational forms of a word to the same
stem by removing and/or appending characters. The most well known stem-
ming algorithm is the Snowball stemmer which has been created by Porter
[7] in which rules can be expressed in a natural way. Furthermore Paice [§]
has come up with the Lancaster stemming method which is more aggres-



sive and faster. The aggressiveness of a stemmer corresponds to the degree
of inflection reduction. A stemmer which is not aggressive enough or too
aggressive yields sub-optimal results where the inflection-reduced words are
either too specific or not specific enough. Lemmatization on the other hand
reduces all inflected forms of a word to the same lemma by performing a
dictionary-lookup. Gaustad [J] has created a lemmatizer which makes use
of the CELEX lexical databases for dictionary-lookup. The Frog [10] NLP
package also features a Dutch lemmatizer using the CELEX database. The
Frog [10] also features a morphological word segmenter which also makes
use of the CELEX database for word-lookup.

2.1.1 Suitability

The lemmatizer and word segmenter featured in Frog are the most suit-
able dictionary-based inflection reducing methods for Dutch words, because
they make use of the most extensive Dutch word database available. The
Snowball stemmer is the most suitable stemmer, because it finds the cor-
rect balance between aggressiveness and speed. These are the most suitable
techniques for removing the inflection of Dutch words.

2.2 Word Features

To be able to successfully classify words into their semantic category, ap-
propriate word features have to be determined. Recently a lot of research
has been performed in the area of word embeddings. Word embeddings can
be seen as language modeling and feature learning techniques, which map
words or phrases from a vocabulary to vectors of real numbers. Mikolov et
al. [11I] have started an innovation trend in word embeddings, by creating
a local context window based continuous skip-gram model called word2vec.
A skip-gram model tries to predict the source context words (surrounding
words) given a target word (the center word) in a word n-gram. The model
is able to learn high-quality distributed vector representations that capture
a large number of precise syntactic and semantic word relationships. The
word vectors are learned functions of the internal states of the model. An-
other method called GloVe [12] uses global word co-occurrence counts to
extract and represent the contextual meaning of words in terms of a feature
vector. Speer et al. [I3] have combined data from different data corpora
like ConceptNet with word2vec and GloVe word vectors by making use of
retrofitting (extending an existing model with information not fitted during
manufacturing), and the resulting model performs better than the individual



models. A drawback of the methods discussed above is that they are unable
to predict the embedding of unseen words. Therefore Bojanowski et al. [14]
have created fastText which is able to predict the embedding of unknown
words, by training vectors on character n-grams according to the skip-gram
method. This enables the generation of representative embeddings for un-
seen inflectional word forms. The word embeddings are composed from a
bag of n-gram vectors.

The word embedding models discussed above only capture a single word
representation, while ambiguous words have multiple representations de-
pendent on the context. Li and Jurafsky [15] find that multi-context em-
beddings improve performance on part-of-speech tagging, semantic relation
identification and semantic relatedness but not named entity recognition
or various forms of sentiment analysis. Nguyen et al. [16] have proposed a
method to learn multi-sense word embeddings, based on an underlying topic
model. The topic of a word is determined based on its surrounding words.
Huang et al. [I7] propose a technique which makes use of a neural network
to learn (multiple) semantic meanings of words. The neural network takes
into account both the local and global context of a word while learning.
It is important to take away from this research that words can have mul-
tiple meanings, and a ML system performs better when it is able to learn
more than one word embedding. Finally, the current state-of-the-art in word
representations are models called ELMo [18] and BERT [19] which model
characteristics of word use like syntax and semantics, together with how
these uses vary across linguistic contexts. Elmo uses a deep bidirectional
language model to learn the word vectors, which is a model where a word
feature is generated by using the words on both of its sides in a sentence.
BERT uses attention transformers as opposed to a deep bidirectional model.
These models take into account the surroundings of a word when generating
its embedding. All language models have in common that they perform best
on tasks when having been trained on large data sets originating from the
target domain.

Furthermore external graph-based text corpora like Open Dutch Wordnet
[20] or ConceptNet [21] can be used to learn semantic relationships between
words. By calculating the degree of association between words and cate-
gories, the relationships become suitable to be used as a word feature.



2.2.1 Suitability

The most suitable methods to compose word features are word2vec and
fastText, due to their maturity and wide adoption in the community. The
models are widely used and pre-trained models are available. Word embed-
dings can be enriched by incorporating existing knowledge graphs like the
Open Dutch Wordnet.

2.3 Word Classification

Now that the state-of-the-art in useful word features is clear, the state-
of-the-art in word classification methods will be discussed. Traditionally,
words features like n-gram frequencies and WordNet information have been
used to classify words into e.g. named entities. Fleischmann and Hovy [22]
have classified named entities using different feature types with Decision
Trees (DT), Neural Networks (NN), Support Vector Machines (SVM), Naive
Bayes (NB) and k-Nearest Neighbours (kNN) classifiers into fine-grained
categories.

More recently however, simultaneously with the rise of word feature vectors,
the classification methods have shifted to NN variants. Wei et al. [23]
have done research in the area of Named Entity Recognition (NER). They
have used features like words, part-of-speech tags, chunking information and
word shape features such as dictionary and morphological features to train
a conditional random field (CRF). A CRF [24] is a type of probabilistic
model which is used to segment and label sequence data. Additionally, a
Bidirectional Recurrent Neural Network (BRNN) was trained with word
embeddings. A RNN is a variant of a neural network which takes into
account the feature vectors preceding a feature vector during training, where
its directed nature allows for temporal dynamic behavior for a time sequence.
When the RNN is Bidirectional, also the subsequent feature vectors are
taken into account, by training the RNN simultaneously in positive and
negative time direction [25]. Finally, the output of both models is fed into
a support vector machine (SVM) in order to obtain the combined results.

Lample et al. [26] have also done research in the area of NER. They have
used a RNN variant called Long Short-term Memory (LSTM) which has
been trained using a combination of both supervised and unsupervised learn-
ing. The word features in the classification are character-vector based word
vectors, combined with distributed word2vec word vectors. Both the unsu-
pervised and combined models obtain state-of-the-art performance in NER
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in four languages including Dutch.

2.3.1 Suitability

Little research has been performed in the classification of modern word em-
beddings using conventional classification methods like DT, SVM, NB or
kNN, which makes them less likely to be a good candidate. The most suit-
able methods for classifying word embeddings are the various NN types.
The RNN and BRNN extensions help with understanding words, because
their ability of temporal dynamic behavior for a time sequence allows taking
into account context.

2.4 Sentence Features

There are different feature types being used for sentence/text classification.
Traditionally, linear methods like bag-of-words or bag-of-n-grams were used
to classify sentences [27]. Recently however, more researchers exploit word
embeddings when performing sentence classification in combination with
Convolutional Neural Networks (CNNs) [28]. A CNNs is a deep neural
network type which opposed to other NN variants requires minimal pre-
processing, because it is able to learn filters from the input data. Sentence
features can be learned from individual word features by using a max pooling
architecture [29], [30]. A sentence feature is constructed using a sliding
window of n word features. The best performing sliding window feature is
appointed the sentence feature.

Furthermore, Cer et al. [31I] have come up with a sentence encoding model
which is specialized in creating sentence embeddings which can be used for
transfer learning to other NLP tasks. Transfer learning means that a pre-
trained model is fitted for a domain by further training an existing model
on domain-specific data. The model uses a transformer encoder and a deep
averaging network encoder to encode word vectors into sentence vectors.
The sentence level embeddings surpass the performance of transfer learning
using word level embeddings alone.

Finally Mikolov et al. [32] have created a unsupervised learning method
which creates fixed-length paragraph vectors from variable-length sets of
words. A Distributed Memory Model of Paragraph Vectors is used to rep-
resent paragraph semantics. They have achieved state-of-the-art results on
several text classification and sentiment analysis tasks.

It is obvious that sentence features which have been trained on a data set
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from the target domain achieve better performance than features which have
been trained on a generic data set. Because a large domain-specific data set
is not always available, one could use transfer learning which starts with
an already trained model. Furthermore, Limsopatham and Collier [33] have
come up with a novel approach which combines word embeddings created
from both generic and target domain corpora using a CNN and they achieve
state-of-the-art performance on several sentence classification tasks.

2.4.1 Suitability

The most suitable sentence feature composition method is a bag of word
embeddings of the words occurring in a sentence. Which of the word em-
beddings are useful is then learned during training (using e.g. a sliding
windows of size n with a max pooling neural network architecture). This
approach is most appropriate for the sentence layout of queries, often with
one or two word(s) indicating the query topic. The relative small training
data set size does not allow for state-of-the art results when using the para-
graph vector approach. Furthermore it is interesting to also investigate the
traditional bag-of-words and bag-of-ngrams features in order to be able to
make a comparison.

2.5 Sentence Classification

Now that the sentence features are clear, we will discuss the state of the art
in sentence classification methods. Blei et al. [34] describe Latent Dirichlet
Allocation (LDA), a generative probabilistic model for collections of discrete
data such as text corpora. LDA is a three-level hierarchical Bayesian model,
in which each item of a collection is modeled as a finite mixture over an un-
derlying set of topics. Each topic is, in turn, modeled as an infinite mixture
over an underlying set of topic probabilities. Moody [35] has expanded LDA
by incorporating word embedding vectors, naming it LDA2vec. The model
learns dense word vectors jointly with Dirichlet-distributed latent document-
level mixtures of topic vectors. In the context of text modeling, the topic
probabilities provide an explicit representation of a document.

Collobert and Weston [36] have developed a multi-task deep neural network
semi-supervised learning approach which is able to perform NLP sub-tasks
including part-of-speech tagging, chunking, named entity tagging, semantic
role labeling and finding semantically similar words based on word vector
features and sentence features. The results of sub-tasks are shared in this
deep neural network, resulting in state-of-the-art performance. Kim [30]
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has used CNNs to classify sentences, by means of using word vector fea-
tures computed according to the word2vec skip-gram method. The neural
network is trained on sentence features derived from the vectors of indi-
vidual words in a sentence. This approach improves on the state-of-the
art in multiple domains, including sentiment analysis and question classi-
fication. This research indicates that combining unsupervised methods to
create word embeddings with supervised methods for classification yields
great results when classifying sentences. Yin et al. [37] have compared the
performance of CNNs with the LSTM and GRU RNN variants. The GRU
has a more simple internal structure than the LSTM, which results in the
LSTM having the ability to model more temporal related features. They
execute the model types on different NLP tasks like sentiment classification,
answer selection and part-of-speech tagging. They find that RNNs deliver
robust performance and outperform CNNs in almost all NLP tasks.

Amrit and Hek [38] performed a literature study on clustering the results
of brainstorm sessions, and have compared the performance of promising
unsupervised word clustering techniques by evaluating them on one data
set. They conclude that the AKC [39] and WUP [40] algorithms obtain
the highest accuracy (73 and 72% respectively). AKC and WUP both make
use of IS-A relations, which words share in the Dutch word knowledge graph
Cornetto [20], in order to cluster words. These methods perform better than
word2vec-based methods.

2.5.1 Suitability

The most suitable method for the classification of sentence embeddings is
by using some NN variant, which is trained by sentence features composed
on top of word embedding vectors. The LDA(2vec) is more suitable for the
classification of documents instead of short sentences. The usage of existing
knowledge graph data is less suitable in our scenario, because clustering us-
ing IS-A relations of words with all other words in a data set is a exponential
time-complex process which does not scale well.

2.6 Hyper-parameter Optimization

Classification algorithms feature a lot of parameters which influence their
performance. The process of fine tuning a model’s parameters in order to
optimally solve the machine learning problem is called hyper-parameter opti-
mization. While grid-based and random-based search have been traditional
way of searching for a model’s optimum, more efficient methods have been
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proposed. A method using Bayesian optimization [41] has been proposed,
where a learning algorithms generalization performance is modeled as a sam-
ple from a Gaussian process (GP). Bayesian optimization performs a trade-
off between exploration and exploitation in order to minimize the number
of function queries. Furthermore, other techniques like gradient-based opti-
mization [42] where hyper-parameters are optimized using gradient descent,
and evolutionary optimization [43] where the space of hyper-parameters for
a given model is explored by making use of evolutionary algorithms have
been proposed.

2.6.1 Suitability

The most suitable method for optimizing the hyper-parameters of the clas-
sification algorithms is Bayesian optimization, because of its state-of-the-art
performance in combination with its wide adoption in the field. Its char-
acteristic to minimize the number of times a classifier has to be trained
makes it well suited for this scenario where the optimization of classifiers is
expensive to evaluate.

2.7 Dimension Reduction

Dimension reduction techniques are useful for creating a compact vector
which can among other things be used for visualization and classification
tasks. Principal Component Analysis [44] involves finding the solution of an
eigenvalue-eigenvector problem for a positive-semidefinite symmetric matrix.
The principal components are ordered in a way that the first few hold most
of the variation found in the original variables. PCA seeks to preserve the
distance structure within the data. Recently other techniques which favor
the preservation of local distances over global distance have been proposed.
T-distributed Stochastic Neighbor Embedding (t-SNE) [45] is a machine-
learning based technique which widely used for data visualization. T-SNE
first constructs a probability distribution over pairs of high-dimensional ob-
jects. Then t-SNE defines a similar probability distribution over the points
in the low-dimensional map, and it minimizes the KullbackLeibler divergence
between the two distributions with respect to the locations of the points in
the map. UMAP [40] is a novel technique which has a strong mathematical
foundation being based on Riemannian geometry and algebraic topology. Its
clustering performance is similar to t-SNE, while it is claimed to be faster
and more scalable.
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2.7.1 Suitability

For the visualization of feature vectors in two-dimensional space for semantic
clustering, the preservation of local distances is favored over the preserva-
tion of global distances. Therefore the most suitable method for reducing
the dimension of feature vectors is UMAP. It is a recent but well adopted
technique, which strong mathematical foundation combined with its state-
of-the-art performance make it the best choice especially for large data sets.

2.8 Application

The pre-processing techniques discussed in chapter will be used to
inspire how sentences and individual words can be pre-processed in this
research. Furthermore, the word features and classification techniques de-
scribed in chapters [2.2.1] and [2.3.1] together with the sentence feature cal-
culation techniques and the sentence classification techniques discussed in
chapter [2.4.1] and [2.5.1] will be used for the classification of the word com-
binations occurring in search queries. These classification methods will be
optimized using the hyper-parameter optimization technique described in
[2.6.1] Finally word and sentence feature vector distributions are visualized
using the dimension reduction technique discussed in chapter
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3 Methodology

To determine how ML can be used to create an adaptive query processing
system, we design new systems which are inspired by the related research
discussed in chapter [2 In order to measure the performance of the systems,
a valid testing method is constructed. Finally, real world data sets are used
to measure the performance of the method in different domains according
to the testing method defined later in this chapter.

3.1 Data Sets

In this research, data sets which consist of user defined search queries (pro-
vided by New-Media) are used. These data sets originate from different
domains, and contain various flavours of query data. Each query in the
data sets can be seen as a simple sentence consisting of mainly key words.
Two different label types are attached to the tokens in the queries:

1. Global category: a label attached to a token which indicates the global
topic of the entire query.

2. Detail categories: a label attached to a token which indicates details
about the query topic (Global category).

The global category label in a query is an entry from the list of domain-
specific global categories. Every domain has a defined set of global cat-
egories. The detail categories are words which provide details about the
global category. They indicate what information consumers search for with
respect to the global category. Detail categories are not domain-specific and
contrary to global categories occur in all different domains. Tokens belong-
ing to the same global category, and tokens belonging to the same detail
category are semantically related. This allows for unsupervised semantic
clustering and supervised classification of the tokens in the queries. Multi-
ple data sets are used to evaluate the ML-based system. Examples of queries
where the tokens are labelled with both label types are provided in table
The different underlining types clarify which word (combination) is labeled
with a category.
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Query | Glob. Category Det. Categories

square plant pot from plastic pots shape, material
buy four green flowerpots pots purchase intent, color
bohemian crystal vase vases location, material

Table 2: Queries with labelled global and detail categories

The data sets used to evaluate the ML-based system are described in the
following sections.

3.1.1 Barbecue product data set

This product data set contains Dutch queries from the domain of barbecues.
The data set consists of 14423 relevant queries of users looking for concepts
or products related to barbecues. Every query contains one global category
label. The data set is imbalanced over the global categories. The distribution
of the global categories over the relevant queries is visualized in figure

Barbecue Tools

2.0%

Protective Covers
1.6%

Barbecue Accessories
7.4%

Pizza Accessories
1.4%

Coal and Lighting
4.7%
Pizza Oven
4.1%
Smoke Oven
4.1%

Gas Barbecue
9.3%

Barbecues
64.5%

Figure 1: The distribution of the global categories over the relevant queries

The data set contains 9773 detail category labels. The data set is more
balanced over the detail categories than over the global categories: no single
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detail category dominates the distribution. The distribution of the detail
categories across the relevant queries is visualized in figure [2|

Shape
2.0%
Food Type
16.8%

Proportion
0.6%
Property
5.4%
Size
3.2%
Colour
2.1%
Purchase Intent
7.8%
Location
3.1%
Material

1.4%

Remainder
10.1%

Part
1.7%

Figure 2: The distribution of the detail categories over the relevant queries

Examples of relevant queries of the barbecue data set where the tokens are
labelled with different global categories and detail categories are presented
in appendix [A]

3.1.2 Shower product data set

This product data set contains Dutch queries from the domain of showers
and baths. The data set consists of 36143 relevant queries which are search
terms of users looking for concepts or products related to showers or bathing
products. The global categories are again imbalanced in this data set. The
distribution of the global categories over the relevant queries is visualized in

figure
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Sink
10.2%
Heating
1.2%

Bath
11.4%

Toilet
23.1%

Mirror
1.0%
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Remaining Products
15.1%

Furniture

Figure 3: Distribution of the global categories over the relevant queries

The data set is more balanced over the detail categories than over the global
categories. The distribution of the 51751 detail categories across the relevant
queries is visualized in figure [
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Examples of relevant queries of the shower data set where the tokens are
labelled with different global categories and detail categories are presented

in appendix

3.1.3 Goal

The goal of the ML-based system is to predict the global and detail category
labels of the tokens occurring in queries. In order to reach this goal, a ML-
based system which is able to detect and match both global and detail
categories is created. How the classification of tokens into global categories
and detail categories takes place is discussed next.

3.1.4 Pre-processing

Multiple pre-processing methods are examined in order to learn if and which
type of word inflection removal helps optimizing the task of classifying
queries. First the queries are tokenized. The inflection reduction techniques
which are examined are the following:

1. Stemming

2. Lemmatization

20



3. Morphological word segmentation

4. Omitting pre-processing

The tokens are stemmed using the Porter Snowball stemmer [7]. Further-
more the tokens are lemmatized using the Frog [10] NLP package. Examples
of stemming and lemmatization are provided in table

Token ‘ Stem Lemma
bins bin bin
flowerpots | flowerpot | flowerpot
university univers | university

Table 3: Stemming and lemmatization

Also, the tokens in the queries are morphologically segmented using the
Frog [10] NLP package. This means that single word tokens are split up
into multi word tokens. Only the free morphemes are used, while the bound
morphemes (inflection) are omitted. These multiple token segments can
later be matched with the global categories. Examples of morphological
word segmentation are provided in table

Token Free Morph. 1 ‘ Free Morph. 2 | Bound Morph. 1
bins bin S
flowerpots | flower pot S
universities | university S

Table 4: Morphological segmentation

3.2 Classification

Queries contain one or more tokens indicating a global category, and zero
or more tokens indicating detail categories. Tokens within a category are
semantically related. Therefore a classification technique based on the word
embeddings of the words occurring in a query is proposed.

3.2.1 Feature Composition Methods

As word features, word embedding vectors are used. As described in section
the word2vec and fastText models are suitable feature composition
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methods. These unsupervised models are implemented using the gensim
[47] Python library. The models are trained on the query data set described
in section The resulting word embeddings are 100-dimensional feature
vectors. This relatively small size has been chosen because of the limited
train set size. Like discussed in section 2.4.1] a bag of word embeddings is
suitable for use as a sentence feature.

3.2.2 Additional data corpora

Word embeddings are of better quality when being trained on a large
data-set [48] originating from the target domain. Because large domain-
dependent data sets are not always available, other models pre-trained on
generic domains can be used to improve word embeddings [33]. Wikipedia-
based pre-trained word2vec [49] and fastText [14] models featuring 300-
dimensional word embedding vectors are combined with the domain-specific
models using vector concatenation in order to generate richer domain-fitted
word embeddings. The performance of the enriched features is compared
with the performance of the standard features.

3.2.3 Classification Methods

According to section[2.3.T]and [2.5.1] neural network variants including CNNs
and RNNs deliver state-of-the art performance on the task of text classifi-
cation. Therefore the following classifier types will be evaluated on the task
of query classification:

—

. Artificial neural network (NN)
2. Long-short term memory neural network (LSTM)

3. Gated recurrent unit neural network (GRU)

e

. Convolutional neural network (CNN)

These classifiers need a layout which performs well on a text classification
task. Such an architecture commonly includes max-pooling and dropout
layers [30], [37]. The layouts are as follows. All classifiers have an input
layer. The input layer receives an array of word embeddings for each query.
The arrays are padded to the size of the longest query.

For regularization, the models employ dropout on the input layer. A dropout
layer which randomly omits a subset of the hidden unit in the network
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reduces the overfitting of a classifier [50] especially on small training data
sets. The models employ a dropout layer [51]. The dropout layer is located
behind the input layer with word embeddings.

Furthermore, the classifiers contain a specific architectural unit. The NN
model features a variable amount of hidden layers each consisting of a vari-
able amount of hidden units. The LSTM model contains a LSTM component
consisting of a variable amount of LSTM cells. The GRU model contains a
GRU component consisting of a variable amount of GRU cells. The CNN
model features a variable amount of convolutional layers each with a variable
amount of filters.

The final layer is the output layer. The output layer delivers a prediction of
the category labels of the query. The size of the output layer is the number
of words in the input queries. Each output label obtained from the output
layer corresponds to a query word. The global layout of the classifiers is
visualized in figure
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Figure 5: The global layout of the classifiers

The classifiers are implemented in Python using Keras [5] (with a tensorflow
[52] backend).

3.2.4 Test Setup

The quality of the features described in section influences the qual-
ity of the downstream query classification task. All combinations of the 4
pre-processing techniques, 2 word embedding models and 2 additional data
options need to be evaluated with each of the 4 classifiers mentioned in sec-
tion [3.2.3] Therefore a total of 4 * 2 * 2 * 4 = 64 combinations need to be
evaluated on both the data sets mentioned in section 3.1l The data sets are
split in a train/test set and a validation set, using a split ratio of 80:20.
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For every combination of the feature creation methods and the classifiers,
a different set of optimal classifier hyper-parameters may exist. Therefore
the hyper-parameters of the classifiers need to be optimized before every
experiment following the Bayesian optimization method discussed in section
2.6.1] on the validation set. The optimizable classifier components are the
following: in all classifiers, the dropout rate of the dropout layer is opti-
mized. Furthermore, in the NN the number of hidden layers, and their sizes
are optimized. Additionally, in the LSTM the number of LSTM cells is op-
timized. The number of GRU cells is optimized in the GRU-based classifier.
Finally, in the CNN the number of convolutional layers, together with their
kernel sizes are optimized.

The feature composition methods in combination with the classifiers will be
evaluated by performing 5-fold cross validation on the train/test set. First,
the data set is randomly partitioned into 5 equal size splits. Of the 5 splits,
one split is retained as the test set, and the remaining 4 splits are used
as train set. A wvalid testing setup has been compiled in order to ensure
that the train and test sets are kept strictly separate. Therefore the feature
composition models are trained strictly on the train set. The words from
the test set are looked up in this model in order to generate test set word
embeddings. The classifier is trained on the train set, and evaluated on the
test set. This process is repeated 5 times, with each of the 5 splits used
exactly once as the test set. Finally the mean of the 5 results is calculated
to produce a single estimation. This ensures that all the entries in the data
set are eventually used for both training and testing. The way the data
set is split in order to facilitate hyper-parameter optimization and model
evaluation is visualized in figure[6] The performance of the classifiers on the
tasks of classifying global and detail categories is evaluated for each task
individually.

24



Data Set

v

Train/Test Validation
‘L Hyper-

Classifier | <—J parameter
Fold1| Test Train Tuning
Fold 2 Test Train
Fold 3 Test
Fold 4 Train Test
Fold 5 Train Test

Figure 6: The data set splits

3.2.5 Performance Measures

In this section, appropriate performance measures are determined for the
labelling of query word (components) with both global and detail category
labels. Because the isolated results of each of these two classifiers are inter-
esting, the performance of these two classifiers will be evaluated separately.
Each of these two tasks can be viewed as executing a multi-label classi-
fier on the words occurring in the queries. For the sake of evaluation, the
used multi-class classifiers can be viewed as a set of binary classifiers, each
predicting one class.

The main difference between the global categories and the detail categories,
is that the distribution of the global categories is imbalanced, while the
distribution of the detail categories is balanced. First a couple of concepts
will be discussed, in order to motivate why a certain evaluation metric has
been chosen for a task. True positives (TP) are cases in which a binary
classifier correctly predicted a value as having the class. True negatives
(TN) are cases where a value has correctly been predicted as not having the
class. In the case of false positives (FP) the classifier incorrectly predicted
a value as having the class. Finally, in the case of false negatives (FN)
the classifier incorrectly classified a value as not having the class. The true
positive rate (TPR) is the percentage of the values actually belonging to
the class which are correctly classified. The false positive rate (FPR) is the
percentage of values not actually belonging to the class but who have been
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incorrectly classified as doing so. Thus the TPR and TNR get higher when
the number of TPs and TNs get higher. The positive predicted value (PPV)
is the percentage of values actually belonging to a class and which have been
correctly classified as doing so.

Because New-Media prioritizes obtaining qualitative good results over ob-
taining quantitative good results, the goal of the classifiers is to encounter
a minimal amount of results which are incorrectly classified by one binary
classifier as having some class (FP). Therefore, resulting from a literature
review, this research will use the ROC-AUC (area under curve) [53][54]
performance metric which is used to measure the actual performance of
classifiers on imbalanced data sets [55][56].

The receiver operating characteristic (ROC) graphs show the classifier per-
formance plotting the TPR against the FPR. The area under this ROC
curve (which is known as the AUROC) shows the ability of the classifier
to correctly separate the data set being tested into the different categories.
The AUROC can be defined as the expectation that a uniformly drawn ran-
dom positive is ranked before a uniformly drawn random negative [57]. The
AUROC score gets higher with an increasing TPR, or a decreasing FPR.

In order to calculate this score in a multi-class setting, the TPR and FPR
are calculated over the combined result of all binary classifiers, resulting in
the micro-averaged AUROC score. The micro-averaged AUROC score ag-
gregates the distinctive abilities of all classes while incorporating their size
when computing the averaged metric, which is more useful when classes are
imbalanced than simply averaging all individual class scores. The direct
connection of the AUROC score with the number of FPs, and suitability for
imbalanced data sets, make it a suitable metric for measuring the perfor-
mance of the classification of global categories.

When evaluating the performance of the system on labelling the detail cat-
egories, two evaluation metrics should be taken into account. Again, the
multi-label classifier is viewed as a set of binary classifiers for the sake of
evaluation. First of all, there should be examined how well the classifier is
able to correctly classify the words labeled with the class. This ability can
be measured by calculating the TPR of the classifier. Furthermore there
should be examined how many of the words have correctly been classified
as having the class. This is measured by calculating the PPV score. The
F1 metric combines these two scores into a single score by taking the har-
monic mean. The scores of all binary classifiers are aggregated by taking
the micro-average. Furthermore the F1 metric has been widely used in the
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area of NLP to measure the performance of comparable research like named
entity recognition [58][59]. These properties make the F1 metric suitable for
the task of measuring how well the system is able to classify the tokens with
a detail category label in the queries.
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4 Results

This chapter displays the results of this research. It presents and discusses
the performance of the ML-based system in matching global and detailed
category labels to query tokens. Furthermore, the differences in performance
when using the pre-processing methods, model types and the optional usage
of additional data corpora in combination with the classifiers is discussed.
This leads to insights in which setup performs optimal in the scenario of this
research.

4.1 Global categories

To get an idea of the distribution of the global categories across the queries
in the data sets, the global category labels are visualized. For each data set,
a fastText model is trained. Then the queries are tokenized, and the feature
vectors of the n words occurring in the query are looked up. This results
in a 2-dimensional matrix containing n rows with word vectors. For multi-
word tokens, the mean of every column is calculated, in order to generate a
single token feature vector. Finally the token feature vectors are dimension
reduced using the UMAP technique, which is motivated in section [2.7.1
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Figure 7: Dimension reduction of the features in the barbecue data set

The visualization of the features of the tokens which have a global category
label, occurring in the 14423 queries of the barbecue data set, is presented
in figure [7l There can be concluded that most of the tokens within the
global categories are clustered well with other tokens belonging to the same
category. The clusters of a single global category label are divided across the
visualization space, because of the local distance preservation characteristic
of UMAP which focuses on preserving the local neighbour relations. Some
outlier tokens which are separated from the main category clusters can be
observed. There can be concluded that global category clusters are well
defined when the token features vectors are reduced to two dimensions.
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Figure 8: Dimension reduction of the features in the shower data set

The visualization of the features of the tokens which have a detail category
label, occurring in the 36143 queries of the shower data set, is presented in
figure There can be concluded that the shower data set contains more
clusters than the barbecue data set. Most of the tokens are in or close to a
cluster of their global category although there are more outlier tokens than
in the barbecue data set. There can be concluded that the categories are
well defined when the feature vectors are reduced for visualization in two-
dimensional space, however they are not as clearly distinct as the category
clusters in the barbecue data set.

The research continues with examining which pre-processing method per-
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form best when classifying tokens into global categories. To answer this
question, the pre-processing methods used for token inflection reduction
during all experiments are examined. 16 results are obtained for each of the
4 pre-processing methods, on both the data sets. The mean and maximum
values of the AUROC scores in these groups are calculated. The results of
the different pre-processing methods on the data sets are visualized in figure
[l For clarification, the scores are listed above the respective groups.
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Figure 9: The average and best classifier performance using the different
pre-processing methods

From the results can be concluded that the morphological segmentation tech-
nique obtains significantly lower mean and maximum scores than the other
pre-processing methods. The relative performance of the pre-processing
methods on the two data sets is nearly identical. From the results can be
concluded that the performance difference between omitting pre-processing,
and performing stemming or lemmatization is negligible. Morphological seg-
mentation is an outlier because it obtains far lower scores than the other pre-
processing methods. There can be concluded that omitting pre-processing
delivers the best results: performing pre-processing does not substantially
improve the classifier results.

Now the different model types used to create token features in the differ-
ent experiments are evaluated. To find out which of the two model types
performs best, the mean and maximum scores of each of the two groups
containing the scores of 32 experiments on both data sets are calculated.
These scores are visualized from left to right in figure
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Figure 10: The average and best classifier performance using the different
model types

There can be concluded that while the performance of both model types is
good, the fastText model performs overall better on both data sets. Both the
average and maximum scores are higher in the experiments when a fastText
model is used to create word embeddings. Using both of the model types,
the results are better on the shower data set, than on the barbecue data set,
however the relative differences between the model types stay intact. There
can be concluded that fastText outperforms word2vec substantially.

Next step is to examine the performance of the classifiers when the features
have been enriched using a large domain-independent data corpus consisting
of all Wikipedia articles. The AUROC scores of all 64 experiments per
data set are grouped on the case whether additional data has been used
to compose the word features. The mean and maximum AUROC scores of
these groups are calculated, and presented in figure
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Figure 11: The average and best classifier performance when using addi-
tional data

From the results can be concluded that the performance of the classifiers
increases slightly when using enriched features. Both the average, and the
best scores on both data sets are approximately 1 percent higher when the
features have been enriched using Wikipedia data. From the results can be
concluded that incorporating additional data sources improves the classifier
performance.

Finally, the performance of the classifier variants on labelling words with
global category labels is evaluated. The resulting AUROC scores of all
experiments are grouped on the usage of the classifier types on both data
sets. The mean and maximum performance of these groups is calculated,
and the results are presented in figure
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Figure 12: The average and best performance of the different classifier vari-
ants

From the results can be concluded that the average and best performance
of the LSTM and the GRU is better than that of the NN and the CNN, on
each of the two data sets. The performance of the LSTM is slightly better
than that of the GRU, however the difference is negligible. There can be
concluded that the recurrent models obtain substantially better results than
the NN and CNN on the task of labelling query tokens with global category
labels.

The best performing configuration of the feature creation methods with a
classifier is identical two data sets. The best performing configuration is
derived from the maximum scores displayed in figures 9] and On
the barbecue data set, the configuration of omitting pre-processing, training
a fastText model, and incorporating an additional data set, in combina-
tion with a LSTM achieves the highest AUCROC score of 0.9417. On the
shower data set, the same combination achieves the highest AUCROC score
of 0.9811.

4.2 Detail categories

The results of the detail category labelling of tokens occurring in both data
sets are described next. In order to get an idea of the distribution of the
detail category labels across the different data sets, the features of the detail
category word (combinations) are visualized. For each data set, a fastText
model is trained, and the feature vectors of the detail category tokens are
retrieved. If the detail category consists of multiple words, the mean of the
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corresponding feature vector matrix is taken over the rows of the matrix.
The feature vectors of the tokens are dimension reduced using the UMAP
method, which is motivated in section [2.7.1
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Figure 13: Barbecue data set visualization

The visualization of the features of the the 9773 tokens which have a detail
category label, occurring in the queries of the barbecue data set, is presented
in figure There can be observed that the most of the detail categories
consist of a set of distinct clusters. The clusters observed in the visual-
ization consist of hundreds of word (combinations). These clusters consist
of semantically related words like synonyms and antonyms. The clusters
belonging to a detail category are scattered over the visualization.
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Figure 14: Shower data set visualization

The visualization of the features of the 51751 tokens which have a detail
category label, occurring in the queries of the shower data set, is presented
in figure Again, the visualization consists of smaller clusters with closely
semantic related words. The clusters making up a category are scattered
over the visualization. The clusters are more segmented than the clustering
of the detail categories of the barbecue data set.

The research continues with examining which word pre-processing method
helps delivering the best results on the task of labelling query words with
detail category labels. In order to answer this question, the pre-processing
methods used for word inflection reduction during the experiments must be
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examined. The resulting F1 scores of the 64 experiments on both data sets
are grouped on the used pre-processing method. From these groups, the
mean and maximum scores are calculated, and visualized in figure The
mean scores tell us which method performs generally better, while the maxi-
mum score help contribute to constructing an optimal feature configuration.
For clarification, the scores are noted above the respective groups.
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Figure 15: The average and best classifier performance using the different
pre-processing methods

From the results can be concluded that stemming contributes to the highest
score on the barbecue data set, while omitting pre-processing contributes
to the highest score on the shower data set. They are closely followed by
the other pre-processing methods, except morphological segmentation. Per-
forming morphological segmentation yields far worse results than the other
pre-processing methods, especially on the shower data set. There can be
concluded that the additional effort of performing pre-processing does not
result in substantially better results. Therefore, omitting pre-processing is
the best choice.

Now the different model types used to create token features are evaluated.
The results of the 64 experiments on each of the 2 data sets are grouped on
the used model type. The resulting mean and maximum F1 scores of each
group are visualized in figure [16| for both data sets.
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Figure 16: The average and best performance of the classifiers using the
different model types

From the results can be concluded that the fastText model performs better
than the word2vec model. Both the average, and the best scores of classifiers
using fastText models are higher than classifiers using the word2vec coun-
terpart. The difference between the best performing word2vec-using model
and the best performing fastText model is as high as 2 percent on the barbe-
cue data set. There can be concluded that fastText performs substantially
better than wordvec.

Next step is to examine the performance of the classifiers when the features
have been enriched by using a large domain-independent data corpus which
consists of all Wikipedia articles. The F1 scores over all experiments are
grouped on the case whether additional data has been used to create the
feature. The mean and maximum scores of the groups are calculated for
both data sets, and presented in figure [T7}
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From the results can be concluded that both the average and the best per-
formance of the classifiers are higher when a fastText model is used instead
of a word2vec model. The increase in maximum performance is as high as 5
percent on the barbecue data set. There can be concluded that the fastText
model yields substantially better results than the word2vec model.

Finally, the performance of the different classifier variants on the labelling
tokens with detail category labels is investigated. First, the results of the
64 experiments on the two data sets are grouped on used classifier variant.
Then the mean and maximum scores are calculated for each group, and the
results are presented in figure
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From the results can be concluded that again the recurrent LSTM and GRU
classifiers perform substantially better than the NN and the CNN. Which
of the classifiers perform best differs slightly over the two data sets: the
GRU performs slightly better than the LSTM on the barbecue data set,
while the LSTM performs slightly better than the GRU on the shower data
set. There can be concluded that the recurrent models perform substantially
better than the NN and the CNN on the task of labelling words in queries
with detail categories.

The optimal configuration of which feature creation methods to use in com-
bination with which classifier differs slightly over the two data sets. For the
barbecue data set, the optimal configuration consists of performing stem-
ming, training a fastText model and enriching features using additional data
in combination with a GRU resulting in a F1 score of 0.9646. The perfor-
mance of stemming is not substantially higher than the performance when
pre-processing is omitted, which results in a optimal F1 score of 0.9629.
For the shower data set, the optimal configuration consists of omitting pre-
processing, training a fastText model and enriching features using additional
data in combination with a LSTM resulting in a F1 score of 0.9664.
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5 Conclusion

In this chapter, conclusions are drawn based on the obtained results. An-
swers to the research sub-questions are found, and used to answer the re-
search question. Finally, the research is discussed, and recommendations for
future research are given.

Based on the obtained results, there can be concluded that the removal of
word inflection does not substantially increase the quality of a word feature
when labelling words with both global and detail category labels. There can
be concluded that the word features of inflectional word forms are distinctive
enough for the classifiers to obtain great results.

From the results can be concluded that the fastText model outperforms
the word2vec model in labelling words with both global and detail category
labels. The differences in performance are substantial, with an observed
performance improvement of 1 percent when labelling words with global
category labels, and 2 percent when labelling words with detail category
labels. Most likely the fact that fastText is able to derive word embeddings
of unseen words by taking into account n-grams of word characters, leads to
this improvement.

The usage of an additional data corpus in order to enrich the word features
has also lead to an improvement in the results by a slight margin when
labelling words with the label variants. Especially when labelling query
words with detail category labels, an improvement in the F1 score of the
best performing classifier as high as 5 percent is observed on the barbecue
data set. The improvements on labelling words with detail categories can
be explained by the infrequent occurrence of certain words in the data set,
resulting in their word embeddings not being of an optimal quality.

From the four examined classification methods, the recurrent neural net-
works perform significantly better than the default and convolutional neural
networks. The fact that the recurrent models outperform their counterparts,
can be explained by the fact that the recurrent models take into account
surrounding words when assigning labels to words. Subtle differences are
observed between the GRU and the LSTM on the two data sets. The dif-
ference in performance within the group of recurrent models, and within
the group of the NN and the CNN is marginal. Because the difference is
so minimal, no recurrent model can be appointed to be the best performing
one.
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Finally, for the labelling of tokens occurring in queries with both global and
detail category labels, a optimal configuration has been found. The optimal
configuration consists of combining token features from a fastText model
trained on the data set with a model trained on an additional corpus, while
omitting word pre-processing. This feature creation configuration is com-
bined with a recurrent model like the LSTM for optimal sequence labelling
performance.

5.1 Discussion and Limitations

While the results of the performed experiments are outspoken, some com-
ments need to be made in terms of the abilities of the systems. First of
all, the used embedding models are able to capture only one word meaning.
When the word embedding of a homonym is looked up in word2vec or fast-
Text, the word embedding will not always match the contextual meaning of
the corresponding token.

Furthermore, the recurrent models only see words which occur before them
in the query, not the tokens which occur after them. When important com-
ponents of a multi-word label occur in a query, only for the last component
the classifier takes into account all components, for label assignment.

5.2 Future Work

Although the results of this research are promising, there is still room for
improvement. Therefore recommendations for future research are provided
in this section. First of all, optimizations are possible in the process of
generating feature vectors. The strength of an enriched feature vector can
be optimized by utilizing transfer learning to fit the model trained on an
additional data set to the domain-specific data. Furthermore, while the
word2vec and fast Text word embedding models deliver great results, recently
more advanced models have been introduced. It is interesting to see whether
state-of-the-art models like ELMo [18] and BERT [19] help further improving
the labelling scores.

Secondly, now that it is clear that enriching word embeddings with addi-
tional Wikipedia data improves the classification, the addition of different
domain-specific and domain-independent data sources can be examined in
order to examine whether they help increase the performance even further.

Finally, optimizations are possible in the classifier used to classify the fea-
tures. Now that is known that recurrent models perform best on the task of
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labelling query tokens, it is interesting to check whether additions like mak-
ing the RNN bi-directional [25] improve the performance baseline created in
this research. Furthermore combining this research with other classification
methods like CRF's [24] might help further improving the results.
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Appendices

A Barbecue Product Data Set

Query

Global Category

Detail Category

weber barbecue

bbq tools sale

best bbq book

buy barbecue furniture
szblue gas bottle price
nice pizza cutter
grandhall pizza stone
pizzarette stone oven
smoke oven sale

wood shavings intratuin
white charcoal

action bbq cover

weber barbecue grid cleaner

Barbecues
Barbecue Tools
Barbecue Accessories
Barbecue Furniture

Gas Barbecue Accessories

Pizza Tools
Pizza Accessories
Pizza Oven
Smoke Oven
Smoke Accessories

Coal and Lighting Accessories

Protective Covers
Cleaning Accessories

Brand
Purchase Intent

Purchase Intent
Brand, Purchase Intent

Purchase Intent
Brand

Color

Brand

Brand

Table 5: Queries labelled with global and detail categories originating from

the barbecue data set

B Shower Product Data Set

Query

Global Category

Detail Category

drain plug wash bowl
design bathroom radiators
door lock toilet

antique bathroom mirror
bruynzeel hot tub

non-slip shower tray

aquavive shower faucet
bathroom furniture standing
bamboo bathroom accessoiries

Sink
Heating
Toilet
Mirror
Bath
Shower
Tap
Furniture

Remaining Products

Attachment
Style
Attachment
Style

Brand

Type

Brand
Mount

Material, Accessoiries

Table 6: Queries labelled with global and detail categories originating from

the shower data set
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C Data Explorer Application

As part of this research, an application has been developed for New-Media.
The application receives a data set with search queries as input, and out-
puts the data set where the query words are labelled with global and detail
categories. In short, the application performs tokenization, trains a word
embedding model, and is able to train a classifier based on an annotated
data set, and use this classifier for label prediction. The words in the search
queries for who a label is predicted, are dimension reduced and visualized for
examination by a domain expert. In figure a visualization is presented
of the word (combinations) in the barbecue for which the classifier predicts
a detail category label. The most basic functionality of the application is
discussed next.

The visualization shows a plot with a set of clusters containing points which
correspond to word (combinations). Each cluster color corresponds to one
detail category label. The size of the point corresponds to the number of
occurrences of this word (combination) in the queries. New clusters can be
created, and existing clusters can be expanded. When a point is clicked,
its cluster becomes selected, and its detail category label is presented in the
text box to the right of the graph. The *Text’ and ’Label’ check boxes let
the domain expert declare whether the point word (combinations), and/or
point label suggestions are visualized. Finally, the point label suggestions
of selected clusters can be updated by inserting a new label in the text area
in the top of the screen, and clicking the 'Label’ button.

The sliders on the bottom of the interface are used to control the number of
points which are visualized. The 'H’ slider indicates that only the points are
visualized for which the classifier is h percent sure that their corresponding
word combination has a certain label, where h is the position of the 'H’
slider. Therefore, when the slider is dragged to the left, more points are
visualized: the classifier is less sure of the label prediction of the new word
(combinations). The "N’ slider controls the total number of visualized points.
When the 'N’ slider is dragged, the number of visualized points increases or
decreases, in order to present the domain expert with a more complete, or
simpler overview.
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