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Abstract

The Non Destructive Testing (NDT) of large surface composite aerostructures is a very time consum-
ing but critical process. Optical thermography is a relatively fast method for large surface inspection.
This method is currently applied as first quick scan after which more detailed inspections are per-
formed with different NDT methods to determine the defect properties and severity. This research
is conducted to determine the defect characterisation capabilities of optical thermography as a NDT
method for CFRP aerostructures.

In this research firstly, the current state of optical thermography methods is investigated. Two optical
thermography methods have been tested experimentally and are investigated further using numerical
simulations. Secondly, characteristics in the thermography results that can be used for the identification
of the defect properties are identified. Thirdly, all factors that can influence the characteristics of the
thermography results are determined. Experiments and numerical simulations are used to determine
the sensitivity of the characteristics to these factors One-Factor-at-A-Time (OFAT). Finally, a window
of possible values of the characteristics is obtained for three different defects; teflon coated glass, kap-
ton and an air filled delamination. The obtained value windows can be used for defect characterisation.

The thermography methods are divided in two categories; frequency domain analysis thermography
and pulse compression analysis thermography. The first applies Fast Fourier Transform (FFT) on the
temperature signal of each pixel to obtain the phase at a certain frequency. The phase of a non defect
area is then subtracted from the phase of a defect area to obtain the phase difference. This operation
is performed for a range of frequencies resulting in the phase difference as a function of the frequency.
Four characteristics are identified in this data; the peak phase difference, the peak phase frequency,
the blind frequency and the phase transition frequency.

The second category applies Cross Correlation (CC) on the temperature signal of each pixel to obtain
the cross correlation value as a function of the time delay. The difference in the normalized peak cross
correlation value of the defect area and a non defect area is the first characteristic of this method. The
second characteristic is the difference in time delay at which the correlation peak occurs for the defect
and non defect area. The third characteristic is the cross correlation phase.

The influence of different heat signals, cameras and lamps on the characteristics is determined firstly
after which the influence of the surface, the material and the defect are determined. This process is
performed for both thermography method categories.

Two different NDT application scenarios are considered; in production and Maintenance Repair and
Overhaul (MRO). In the composite production industry, the information on potential defects (foil and
tape inclusions), the thickness and the properties of these materials are known. Even without detailed
knowledge on the composite material properties, this makes characterisation of defects with optical
thermography possible for the composite industry.

In the MRO industry, the knowledge on material properties of the composite is often limited. The type
of sub surface defect expected in MRO inspections are delaminations of which the thickness can vary.
However, characterisation of delaminations is possible with frequency domain thermography since the
blind frequency characteristic is only marginally influenced by the air gap thickness. The thickness
and depth of an air filled delamination can thus be determined within a range.

In conclusion, it can be stated that the best suited method for defect characterisation is frequency
domain analysis thermography. The numerical results described in this report allow for decisive char-
acterisation of sub surface defects with the aid of optical thermography without detailed knowledge on
the composite material properties but requires knowledge on the potential defects in the sample. The
greatest uncertainty in the characterisation of defects with the aid of optical thermography is the lack
of detailed knowledge on the composite material properties, which results in a rather large spread of
the possible thermography results for a certain defect.
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Chapter 1: Introduction

In this chapter an introduction to the executed research is presented. To create an overview of testing
for aerospace applications, presents an overview of damage types and Non Destructive
Testing (NDT) methods for damage detection in the aerospace industry. Section presents the
scientific context of this research. Section describes the objective of this thesis based on the
scientific context and gaps in the knowledge on NDT. The objective is formulated in a research question

in This chapter concludes with an outline of the remaining chapters in

1.1 Non Destructive Testing

Non destructive testing (NDT) can be described as a term for methods that are used to detect certain
features in an object without changing the integrity or properties of the object irreversibly. In the
field of aeronautical applications, the features sought after are defects, abnormalities or imperfections
in components and structures [2].

In literature, the terms Non Destructive Investigation (NDI), Testing (NDT) and Evaluation (NDE)
are commonly used as synonyms [3]. However, the three terms can be interpreted differently. NDI and
NDT have an overlapping definition since both terms refer to qualitative measurements, but NDI is
most commonly referred to for visual inspection methods. NDT is a wider term that includes the use
of a range of different methods to test if an object has certain features. NDE is mostly referred to when
the test results are quantitatively evaluated to determine characteristics of the detected features such
as defect type, shape and depth. NDE also involves the making of the final judgement based on the test
results. In the definition of NDT given by The American Society for Testing and Materials (ASTM),
NDT also includes the evaluation of the test results: “NDT is the development and application of
technical methods to examine materials or components in ways that do not impair future usefulness
and serviceability in order to detect, locate, measure and evaluate discontinuities, defects and other
imperfections; assess integrity, properties and composition; and measure geometrical characteristics.”
[4]. In this report, it is chosen to use the term NDT as defined by the ASTM. The terms NDI and
NDE will therefore not be used in this report.

NDT is an important part of the modern aviation and aerospace industry since it plays a crucial role
in the safety of structures. One of the primary objectives of the aerospace industry is to increase fuel
efficiency of aircrafts. To achieve this, weight reduction if one of the main design goals. This result in
the trend of increasing application of Carbon and Glass Fibre Reinforced Polymers as can be seen in
Figure 1.1} [5].

80 T T
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Figure 1.1: Percentage of aircraft mass comprised of composite materials (in initial configuration) [5].
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Composite materials consist of a matrix material with a reinforcing component. Composite materials
are either constructed as solid laminate or a sandwich panel consisting of a low-density core material
sandwiched between the two thin (1 - 2mm) panels . The performance of fibre reinforced polymers
is greatly influenced by abnormalities in the material. NDT methods are used to look for these ab-
normalities in the material. Small defects can be acceptable depending on their nature and location.
Depending on the size of the defect, it is decided whether or not to reject the object. The type of
abnormalities that are potentially present in composite components is dependent on the life stage of
the components. The component life can be divided in the production stage and the in-service stage.
Aerospace structures are subject to extensive testing and evaluation during both production and the
service life . The most common defects obtained during production are resin-starved or resin-rich
areas and cavities in the material as a result of entrapment of gasses or material inclusions such as
Nylon or other tapes and foils [2].

Other types of defects occur during the service life of a component as a result of exposure to extreme
environments, overloading and impact. The properties of composite materials are susceptible to degra-
dation due to exposure to for example certain fluids, engine exhausts, fire and lightning strikes. The
exposure to extreme environments may not be visible but can result in seriously degraded properties
. Overloading of a composite component may result in crack initiation or disbonding, while impacts
cause different types of damage depending on the impact energy.

Composite materials are in general sensitive to impact . Impacts can be caused by, for example,
tool drops, flying debris on runways, bird strikes and hail storms. All of these cases result in different
impact energies. Depending on the impact energy, impact damages range from easily identifiable holes
in the surface to subsurface defects that are barely visible at the surface. In some cases the surface
dent caused by low and medium energy impacts is visible directly after the damage is obtained but
may become invisible over time @ The severity of the damage caused by an impact is dependent on
the object shape and size, the impact energy, the laminate properties and thickness. Even a low energy
impact (typically smaller than 40 J, see [7]) may result in fibre fracture, matrix cracking, delamination
or disbonding of the sheet from the core material ﬂgﬂ Although invisible from the outer surface, the
internal damage can significantly influence the structural strength . Medium energy impacts often
result in a local surface dent with subsurface delaminations and fractures while high energy impacts
can penetrate through the object creating a surface hole. The different types of impact damage in a
solid laminate composite material are schematically shown in [Figure 1.2

Barely Visible Visible Impact . g
Impact Damage > Damage —> @
< No Penetration ————>{«— Penetration —> £ ||
Typell Typelll © g
Backside Fiber ~ Small Thru- TypelV ®
Typel Failure with Thickness  Extensive Thru- TypeV £ e
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(a) The type of damage. (b) The compression strength after impact.
Figure 1.2: Impact damage in composite structures, depending on the impact energy [@/

Impact damage can be categorized in three categories, the first category is not visible impact damage.
This damage can still result in a significant reduction of the strength as can be seen in
The second category is Barely Visible Impact Damage (BVID) meaning that this type of damage is
very hard or not detectable by general surface inspection. The third category is Clearly Visible Impact
Damage (CVID). Although it is hard to define the boundaries of each category, it is commonly defined
as the minimum impact damage which is surely detectable by scheduled inspection . Airbus has
defined a threshold for this detectability based on the dent depth. The threshold is 1.3 mm surface
dent depth for general visual inspection (CVID) while for detailed inspection a surface dent depth of
0.3 mm (BVID) is defined as threshold [11].
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The critical size of discontinuities depends heavily on the function and design of the component [4].
Depending on the component and the critical defect type and size, a different NDT method can be
applied. Several different methods are available for the testing and detection of defects, each method
has its strengths and weaknesses, unfortunately there is no NDT method that is the best for all
applications. The results of methods are sometimes combined resulting in a multi domain inspection
method, more details on this can be found The most commonly used NDT methods are
listed below:

e Visual inspection: Represents the first step of NDT examination. Has several advantages:
simplicity, rapidity, low cost, minimal training and equipment requirements and the possibility
to be performed while the part is being used or processed. However, the detection range is limited
to the visible areas. Digital 3D scanners are also applied, more details on this technique can be

found in

e Liquid penetrant: Makes use of a bright coloured fluid (the penetrant) that seeps into surface-
breaking discontinuities. The visibility of these discontinuities is enhanced by the penetrant after
removing the excess penetrant from the surface.

e Electromagnetic methods: Uses electromagnetic sensors to detect disturbances caused by
abnormalities in the object, in the magnetic field imposed on a conductive material.

e Ultrasonic methods: Detects abnormalities based on the transmission or reflection of high
frequency sonic waves (bandwidth 0.5-50 Mhz) through an object and measuring the amplitude,
frequency and/or time of arrival of the returned echoes.

e Thermography: Measures the surface temperatures of an object with an IR camera, combined
with heat deposition on the object (active) or without heat deposition (passive). Disturbances
in the heat flow caused by subsurface defects can be derived from the surface temperature over
time.

e Acoustic methods: Uses acoustic waves to detect defects. Ranges from the well-known ’coin-
tap’ testing to acoustic resonance testing equipment.

¢ Radiography: Makes use of radiation that is passed through an object and is projected onto a
recoding medium to detect defects.

e Shearography: Uses interference of laser speckle patterns to measure variations in the strain
of the surface with cameras.

1.2 Research context

The inspection of aircraft components during and after manufacturing is a critical stage of the man-
ufacturing process. Currently, ultrasonic NDT methods are mostly applied in production facilities to
inspect the produced parts. This is a costly and time consuming process. On the other hand, airlines
and the Maintenance Repair and Overhaul (MRO) industry have great interest in the automation
and improvement of inspection methods for large surfaces to reduce both the planned ground time for
periodic inspections and the unplanned ground time caused by for example impact damage.

Periodic inspections of aircrafts in the MRO industry are split in A, B, C and D checks. A lot of NDT is
performed during these checks. The manufacturer of the aircraft provides the operator with a schedule
for these inspections. The A check is a routine light maintenance consisting of visual inspection and
testing of certain systems. This check is performed every 300-600 flight hours and takes approximately
10 hours. The B check is more detailed but is frequently split and integrated in the A and C checks.
The C check is a more detailed and labour intensive check including structural inspection of the aircraft
and panels. This check is performed every 3000-6000 flight hours or every 18 to 20 months and takes
at most a week. The D check is the most time consuming check which requires the airplane to be
grounded for 1-2 months after 4-8 years. This check requires a lot of components to be disassembled
from the airplane and it is commonly combined with an overhaul of the aircraft. The D check takes up
to 50,000 man hours and approximately 2 months to complete, depending on the size of the aircraft.
The costs of a D check surpasses one million dollar for most commercial aircrafts [12]]|13][14].
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The occurrence of certain events as a hail storm may result in the airplane being grounded for detailed
impact damage inspection. The aircraft is visually inspected and detected damage is measured and
evaluated. The administrative activities and more detailed checks required after visual inspection are
labour-intensive. This results in very long inspection times (3-5 hours per square meter [15]). Visual
inspection is limited to RDID and BVID while impact damage can cause subsurface damage that is not
detectable with visual surface inspection. More detailed checks of suspected damage regions are there-
fore required, this can for example be done using hand-held ultrasonic equipment. Since abnormalities
greatly influence the structural integrity and thus the safety, early detection is of great importance.
When an abnormality is detected, it can either be accepted when the safety is not compromised or
considered a ’defect’” when the abnormality is not acceptable. The acceptance and rejection criteria
are part of the damage tolerant design philosophy, this philosophy addresses the ability of components
and structures to tolerate a certain density of specific damages while maintaining safe operation [4].
Both composite aircraft component manufacturers and the MRO industry are thus interested in fast
and reliable inspection of composite parts.

The area of interest of this research is the effective inspection of large surfaces. Most NDT methods
require contact with the test object while a contactless method is favourable for large surface inspec-
tion since it requires less set-up time and no complicated mounting on the object is required. While
most NDT methods focus on a relatively small area and small defects, both visual inspection and
thermography are contact-less methods and both methods have the potential to be used to efficiently
test large surface areas. These methods complement each other in the way that visual inspection is
able to detect surface abnormalities while thermography is able to detect subsurface abnormalities.
These methods are suitable for typical thin skin-stiffener aerospace structures.

The possibilities for combining computerized visual inspection and thermography have been investi-
gated, see [16]. Computerized visual inspection can be used to detect defects with a surface dent or
penetration. Three dimensional data acquisition is far evolved over the past two decades. Several
techniques are available to effectively acquire a three-dimensional geometry. An overview of the recent
developments in three dimensional data acquisition can be found in Combining three
dimensional data with thermography requires a lot of work to implement both methods efficiently.
However, commercial software is available to map the two-dimensional thermography data on the
three-dimensional geometry.

Thermography is an extensively researched field. Thermography is applied in numerous scientific
fields including thermo-fluid dynamics, medicine, agriculture, building inspection, inspection of elec-
trical components and NDT [17]]18]. Thermography can be performed passively or actively with a heat
source to actively deposit heat on the test object. Passive thermography is often applied to objects
that generate heat internally such as electrical components. Aerospace structures often require an ex-
ternal heat source to generate sufficient temperature differences. A collection of active thermography
methods have been developed; Pulsed Thermography (PT), Pulsed Phase thermography (PPT), Lock
in thermography (LT), Frequency Modulated Thermal Wave Imaging (FMTWI) and Barker Coded
Thermal Wave imaging (BCTWI) [2][19][20]. The thermography methods differ in the type of signal
used for the heat deposition and the processing method of the perceived temperature signal. This
results in different depth ranges and detectability.

The current state of work on optical thermography does not offer an adequate method for quantifying
the detected abnormalities. The quantitative evaluation of thermography data is the biggest challenge
in developing an effective multi domain inspection method using both 3D data acquisition and ther-
mography. Common practice is to perform thermography measurements to locate defects and use other
NDT methods to characterize the defect. The characterization of defects with thermography requires
further attention. The characterisation consists of determining the (depth)position, dimensions and
type of defect. This information is very useful in deciding whether the component needs repair or
replacement and in case of reparation, to determine how to repair the defect.
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1.3 Research objective

Thermography is mainly applied as a quick method to locate subsurface defects, after which another
NDT method such as ultrasonic scanning is used for defect characterisation. This characterisation
consists of determining all the properties of the defect including the material, lateral size, thickness
and depth location. The identified gap in thermography research is the characterisation of defects.
Characterisation of defects with thermography enables the user to determine the nature and severity
of a defect without having to apply other NDT methods on the sample.

The research objective is to determine the possibilities of using optical thermography to characterise
defects in Carbon Fibre Reinforced Plastic (CFRP) aerostructures. This requires exploration of the
characterisation capabilities of thermographic imaging techniques for both production and in-situ in-
spection of composite aerospace structures.

As mentioned in the type of damages expected in a production and in-situ inspection
are different. Also the environment and conditions under which these inspections are performed are
different. The first types of defects are found in a controlled production environment while the second
type of defects are found in the field during MRO inspection. Although both types of defects can occur
within the same type of components, these types of defects are considered separately in this research
since the conditions and knowledge on the inspected parts differ between the two environments.

1.4 Research questions

Based on the research objective described in the following main research question is for-
mulated:

How and to what extend can damage in aerospace composite materials be characterised
with the aid of optical thermography?

In order to answer this question, several subquestions have to be answered first, these questions are
listed below:

e What is the influence of the (partly unknown) composite material properties on the thermography
results?

o What is the influence of the different types of defects on the thermography results?
o What is the influence of noise on the thermography results?

o Which optical thermography method is the most conclusive in determining defect characters?

1.5 Research outline

The current state of thermography techniques, theory on Infrared Radiation (IR) and heat transfer
is reviewed in The methodology used in this research can be found in In this
chapter both the experimental and numerical methods applied in this research are discussed. The
validation of the numerical analysis is shown in The results on the characterisation with
the different thermography methods is discussed in and [6] The conclusion and discussion of
the obtained results and the formulation of the research question answer can be found in
Recommendations for further research are made in
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Chapter 2: Theory on thermography

This chapter aims to create a thorough overview of the knowledge relevant to this research. Optical
thermography uses Infrared Radiation (IR) to determine the surface temperature. The physical theory
of Infrared Radiation (IR) is described in Since only the surface temperature can be
measured, the internal heat flow is important for subsurface defect detection. The heat flow in the test
object can be described by thermal waves as is explained in[section 2.2} The theory and recent advances
in different optical thermography methods are described in This final section concludes
with an overview of the advantages and disadvantages of the different thermography methods.

2.1 Infrared Radiation

Sir William Herschel discovered thermal radiation in the early 1800s, this discovery was first called
Calorific Rays since the rays contained (thermal) energy. In the following two centuries, many other
scientists (amongst them Macedonio Melloni, Gustav Kirchhoff, James Clerk Maxwell, Joseph Stefan,
Ludwig Boltzmann, Max Planck) worked on the theory of IR developing it into the knowledge of
today.

Any object at a temperature above absolute zero emits electromagnetic radiation in the IR section of
the electromagnetic spectrum. An overview of the electromagnetic spectrum is shown in [Figure 2.1
The types of electromagnetic radiation can be classified by their wavelength in vacuum:

e Short Wavelength Infrared Radation band (SWIR): from 0.76 to 2 pm
e Medium Wavelength Infrared Radiation Band (MWIR): from 2 to 4 pm
e Long Wavelength Infrared Radiation band (LWIR): from 4 to 14 pm

e Very Long Wavelength Infrared Radation band (VLWIR): from 14 to 1000 pm
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infrared wavelengths ara
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Short
wave

medium, and long. A mors
precise description of these
wavelengths 15 microns, 2
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Gamma X Rays TUltraviolet
Ravs Ravs
[ [ 1 | [ ]
1pm 1 nm 1 km
10-% um 10- um 10¢ um

Figure 2.1: The electromagnetic spectrum with the IR bandwidth .

The spectral emittance of the electromagnetic radiation Ey can be described by Planck’s law in [Equa]
[22]. In Plank’s law, ¢; and c; are the first and second radiation constant, X is the wavelength
of the radiation and T is the absolute temperature of the black body.

(&1
Ey\ = (e ATT) (2.1)
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The maximum spectral radiance at a given temperature is given by Wien’s displacement law which is
shown in [Equation 2.2| In this equation b is the Wien’s displacement constant (= 2,898 pm - K).

b
Az = = 2.2
. (22)

Integration of Planck’s law over the entire spectrum results in the total hemispherical radiation intensity

in [Equation 2.3|in which ogp is the Stefan-Boltzmann constant (~ 5.67 - 1078 W -m~2.K~%).
Ey, =ogpT* (2.3)

The equations stated above are applicable to blackbodies. Real objects are referred to as gray bodies
since real objects only emit and absorb a fraction of this energy. The fraction of the emitted energy is
called the emissivity of a material while the fraction of the incident flux that is absorbed by a object is
called the absorbance. Next to the absorbed energy, a part of the energy is reflected. The emissivity,
absorbance and reflectivity are dependent on the material, surface roughness and wavelength of the
light [23).

Practical applications using the IR spectrum date back to the nineteenth century [24]. Many more
ideas of IR applications are formed in the beginning of the twentieth century. Some of these appli-
cations were detecting icebergs in 1914 [25] and monitoring forest fires in 1934 [26]. Applications
on material analysis started by measurements of thermophysical properties of materials. The basic
idea of this technique dates back to 1937 by Vernotte who also described the effusivity of a material [27].

Effusivity is one of the material properties of importance in thermography as it describes the ability
of a material to exchange thermal energy with its surroundings. The thermal effusivity is related to
the thermal conductivity k, the mass density p and the specific heat capacity c, as is described by

quation 2.4

e =/kpec, (2.4)

The first infrared camera was invented in 1929 for application in the anti-aircraft defence in Britain.
In the 1940s the first thermographic camera in the form of infrared line scanners was developed by
the U.S. military. This technique took one hour to produce a single image. It took until the 1960s
for the first real-time thermographic camera to be commercially available, this type of camera used a
cooled photoconductor [28]. A photoconductor directly detects photons and translates this into elec-
trons. This results in either a current flow or a change in conductivity which is proportional to the
radiance of the measured surface. This technique is still used for high-end cryogenic cooled cameras.
A small Stirling cooler is used to keep the detector at a constant temperature of 77 K, resulting in a
high sensitivity and less influence of stray radiation. Nowadays many different materials are applied
in photoconductive detectors: amongst others PbSe, HICdTe, InSb and PtSi [29]. In the 1990s, un-
cooled microbolometer cameras became available on the commercial market, making IR technology
more available and affordable [30]. In the recent years the detection frequency and resolution of IR
cameras has improved rapidly [23].

IR cameras can detect Short Wave IR radiation (SWIR) or Long Wave IR radiation (LWIR). In
the LWIR band, the absorbance of IR radiation by COs in the bandwidth of 4 to 4.5 pm and the
absorbance by HoO in the bandwith of 5.5 to 7.5 pm influences the measurements. The absorbance
of the IR spectrum by atmospheric gasses can be seen in Since this absorbance is in the
range of IR cameras, it can influence the results.
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Figure 2.2: The absorbance of the electromagnetic radiation in the atmosphere [31).

2.2 Thermal waves

Three dimensional heat flow in a solid object is the basis of the indirect measurements performed with
thermography. The three dimensional heat flow in a solid object can be described by the parabolic
diffusion equation given in

9 (kW)+ 0 (kamyt))+ 0 (kf)T(a:M

- . 6T('1:7 y? Z7 t)
Ox Oz dy dy 0z 0z

ot
(2.5)
In this equation k; is the thermal conductivity in direction i, I(x,y, z,t) is the rate of internal heat
generation, which is zero for structural components and C is the volumetric heat capacity of the
object. The equation can be simplified if we assume an isotropic homogeneous semi-infinite solid

object, resulting in the one dimensional out-of-plane heat transfer described by

)+I(a:,y,z,t) =C

-2 =0 (2.6)

In this equation « is the thermal diffusivity and equals the ratio between the thermal conductivity
k and the heat capacity C. The thermal diffusivity is a measure for the rate of transfer of heat in
a material from hot to cold regions. The assumption of an isotropic homogeneous semi-infinite solid
object is not valid for composite material samples. The one dimensional approach does however provide
insight in the behaviour of heat flow. By assuming the only heat flow with the surrounding of the
sample is described by the boundary condition in which describes the heat deposited on
the top surface by a frequency modulated heat source, one can obtain the temperature distribution
within the solid.
0T (z,t)
O =0
The heat deposition on the top surface consists of two factors. The first factor is the time independent
temperature rise, described by the first term in the square brackets of The second factor
is the periodic temperature oscillation described by the second term in the brackets of
As will be explained in the term of interest for most thermography methods is the pe-
riodic temperature oscillation. “The temperature oscillations resulting from the periodical heating of
the surface, can be described by thermal waves. Thermal waves are often described as the solution of
the parabolic heat diffusion equation (Equation 2.6) in the presence of a periodical time varying heat
source modulated in intensity at a given frequency. ” [32]

—k - %Re[(l +exp(iwt))] (2.7)

Equation [2.6] can be solved for the periodic oscillating boundary condition by substitution of

resulting in [33]134] [35]-

T(x,t) = 0(x)exp(iwt) (2.8)
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0%0(x)

2 —
9z 1 O(x)=0 (2.9)
In this equation, ¢ is the complex wave vector given by |[Equation 2.10
14
q= al (2.10)
I

In this equation, the penetration depth p is the distance over which heat is transported in the sam-
ple during one modulation cycle. The penetration depth (or thermal diffusion length) is inversely

proportional to the modulation frequency as is described by
=2 (2.11)

From the relation between the penetration depth p and the frequency f of the heat deposition in
Equation 2.11} it can be concluded that lower frequencies penetrate deeper in the sample material.
From |[Equation 2.9} the following solution for the temperature distribution can be derived :

Iy T T T
T(x,t) = —— — t+ — 2.12
(1) 2ey/w exp< M) o (N ety 4> ( )

This solution is a highly damped plane wave propagating in the x-direction. The heat flow in an object
resulting from periodically oscillating energy deposition can thus be described as highly damped plane
waves, although it is not an actual wave equation since it does not have the second-order time deriva-
tive of a wave equation. An example of the thermal waves in a CFRP sample subject to periodical
heating can be seen in

Temperature [K]

0
Depth [mm)] 0 Time [s]

Figure 2.3: One dimensional thermal waves in a CFRP sample (k; = 0.7 W/mK, p = 1,528 kg/m3,
¢p = 1,100 J/kgK) at a frequency of 0.1 Hz.

The thermal wave propagates in this manner until an interface is reached. At an interface, thermal
waves are reflected and refracted. To solve the temperature distribution over an interface, the tem-
perature and heat flux must be consistent at the interface. Taking the continuity of the temperature
and heat flux as boundary condition at the interface, the reflection coefficient R of the thermal waves

travelling from material 1 to material 2 in [Equation 2.13|is obtained .

e1—es  \kipicpr — \/kapacy
erter  \kipicp + /kapacpe

The reflection of thermal waves at an interface is an important phenomenon for the detectability
of subsurface defects using thermal waves. Thermal waves reflect on subsurface features such as
delaminations. The reflected thermal waves propagate back to the surface where the wave superposes
on the incident wave. Thermography measures the surface temperature over time, enabling detection
of the reflected thermal waves and thus of subsurface features. The different thermography methods

are discussed in [section 2.9

(2.13)
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2.3 Thermography techniques

Thermography is the measurement of the surface temperature of an object using an IR camera that
detects IR and produces images of the radiation intensity. Thermography methods can be split in two
categories, active and passive methods. In passive methods, no external excitation is applied while in
active methods an external excitation is applied in the form of a heating or cooling source. Although
both active and passive thermography are applied in the field of NDT, active thermography is more
common |23]. Passive thermography is often applied to objects that generate heat internally, for ex-
ample the detection of hot spots on integrated circuit boards [2]. The lack of temperature differences
in defects in composite materials results in a low sensitivity for defects with passive thermography,
thus limiting the application for damage detection [|2]. However, active thermography is frequently
applied in damage detection in composite materials since an external energy source is used to increase
the temperature, enlarging the difference between the defect and non defect regions. Commonly used
methods for excitation are optical and ultrasound. In this report the focus is put on optical excitation
since this method is better applicable to large surfaces. The schematic set-up of an active optical
thermography method can be seen in

Lamp Lamp

DIR Camera

(==
(===

Composite 4—— ——— | —Defect

Figure 2.4: Schematic set-up of active thermography on a testobject with a subsurface defect.

Local differences in the surface temperature can be caused by several factors including both exter-
nal and internal factors. The external factors can be considered disturbances to the thermography
process since the accuracy of the method is decreased by these influences. The external factors that
can influence the surface temperature are amongst others, the heating source, humidity and air flow.
The internal factors are related to the heat flow of the material. The heat flow is affected by internal
features of the material. Next to the thermal properties of the material, these features can be different
kind of abnormalities; delaminations, moisture ingress, spurious material inclusions, resin rich regions
or fibre distortions, but also the geometry of the object.

The disadvantage of thermography is the limited depth-penetration capability of the technique. The
maximum detectable defect depth is dependent on the thermal properties of the material. Defects in
GFRP for example are proven to be detectable up to 6 mm [36], but detectability is highly dependent on
the defect size, defect thickness and the thermal properties of both the defect and the sample material.
For other materials a larger depth can be inspected depending on the thermal properties of the material.

Multiple methods of active optical thermography are applied in the NDT field [2][19][20].

e Pulsed Thermography (PT): A widely applied method, the reason for the popularity of PT is the
short inspection time. The method relies on a short thermal excitation in the form of pulsation
of a high power flash lamp. The analysis is done in the time domain.

e Pulsed Phase Thermography (PPT): Uses a pulse signal from high power flash lamps. The
analysis is done in the frequency domain to obtain the amplitude and phase.

e Lock in Thermography (LT): Uses a sinusoidal signal to deposit heat over a longer time period.
Analysed in the frequency domain to obtain the amplitude and phase at a certain frequency.
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e Frequency Modulated Thermal Wave Imaging (FMTWTI): Uses a chirp signal to deposit heat
over a longer time period spread over multiple frequencies. The analysis can either be done in
the frequency domain or by applying Cross Correlation (CC).

e Barker Coded Thermal Wave Imaging (BCTWI): Uses a 7-bit Barker code signal to deposit
heat. This signal is specially developed for the application in CC.

These method differ in signal used for heat deposition on the surface and in the way the perceived
signal is analysed. Since some of these methods use either the same signal or the same signal processing
method, an overview of the methods is given in

Table 2.1: Overview of the heat source, heat signal and data processing method of the different optical
thermography methods.

Method | Heat source Heat signal Data processing method

PT Flash lamp(s) (Dirac) pulse Time domain

PPT Flash lamp(s) (Dirac) pulse Frequency domain (FFT)

LT Lamp(s) / laser | Sine wave Frequency domain (FFT/Lock-in)

FMTWI | Lamp(s) / laser | Chirp Frequency domain (FFT)/Pulse compression (CC)
BCTWI | Lamp(s) / laser | 7-bit Barker code | Pulse compression (CC)

These methods have been studied extensively over the past 20 years by a large group of scientists. The
different methods are split based on the data processing method used since this determines the results of
the thermography methods. The application of time domain analysis, frequency domain analysis (using
lock-in/FFT) and pulse compression analysis (using Cross Correlation (CC)) in thermography are
explained in the [subsection 2.3.1}, [2.3.2] and [2.3.3] respectively. In each of these subsections the suitable
heat sources and heat signals for each type of analysis are also discussed. Lastly,
summarizes the differences of the thermography methods.

2.3.1 Time domain analysis

The analysis in the time domain relies on a short thermal excitation in the form of a pulsation from
a high power flash lamp. The lamp deploys heat to the surface of the object for a duration of a few
milliseconds. After the heating period the surface temperature is measured with an IR camera to
obtain the temperature decay curve. The temperature decay of the front surface is caused by propa-
gation of the thermal wave front, radiation at the surface and convection at the surface. Subsurface
abnormalities influence the propagation of heat inside the material resulting in a different surface tem-
perature above the abnormality with respect to non defect regions as can be seen in the typical surface
temperature decay curve in

— Non defect area
——— Defect area

Temperature

Time [s]

Figure 2.5: Typical plot of the surface temperature decay of defect and non-defect regions after a pulse
heat deposition.
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Since the detection of abnormalities is dependent on the thermal propagation in the material, deeper
defects are observed later than shallow defects. The deeper defects have a reduced contrast due to
the attenuation of the thermal wave in the depth direction and the lateral heat dissipation. The
observation time ¢ and the contrast ¢ are be described by [Equation 2.14] and [2.15| respectively [23].

d2

t~ — 2.14
2 (214)
1

c~ -5 (2.15)

In these equations, d is the defect depth and « is the thermal diffusivity. Time domain analysis (Pulse
Thermography) is very sensitive to variations of test conditions [2]. Uneven heating or reflection on
the surface influences the surface temperature distribution and thus directly influence the results. This
limits the applicability of the method to controllable environments in which even distribution of the
heat source over the surface is possible.

2.3.2 Frequency domain analysis

The temperature of the surface is measured during the heating process using an IR camera. This
time-domain data can be transferred to the frequency domain by using a lock-in amplifier or by using
a Discrete Fourier transformation (DFT) from [Equation 2.16| for each pixel separately [2][37]]38].

F, =Y T(k)e 2mn/N = Re, + ilm, (2.16)
k=0
After transferring the data to the frequency domain, the amplitude A and phase ¢ can be obtained
for each pixel n using [Equation 2.17| and 2.18§] respectively.

A, = y\/Re? +Tm? (2.17)

Im
, = tan~! n 2.1
¥ an (ch) (2.18)

By analysing the data for each pixel separately, amplitude and phase images are obtained as is schemat-
ically shown in The amplitude image is sensitive to inhomogeneities of the test surface,
the emissivity and the distribution of the applied heat |2|. In the phase image, each of these effects
is eliminated by processing the data on pixel level [2]. This is very useful for practical applications of
thermography in aerospace industry since the surfaces are curved and large, making uniform heating
very hard to achieve.

Figure 2.6: Schematic representation of the image processing of frequency domain analysis [39].

When the top surface of an infinitely large sample is exposed to uniform heat deposition and no
abnormalities are present, the thermal wave propagates as a plane into the material. This would result
in uniform phase and amplitude images. Abnormalities will however disturb the heat flow. If the
thermal waves strike on an interface, for example a delamination, the incident wave is partly reflected.
The incident thermal wave and the reflected wave therefore interfere resulting in a change in amplitude
and a phase shift.
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Three different heat signals can be used for frequency domain analysis in thermography, the first is a
pulse signal, the second is a periodical sine wave signal and the third is a linear chirp signal. Using
a pulse signal in combination with frequency analysis is referred to as Pulsed Phase Thermography
(PPT). Using a sine wave in combination with frequency domain analysis is called Lock-in Thermog-
raphy (LT) and lastly the combination of a linear chirp signal with frequency domain analysis is called
Frequency Modulated Thermal Wave Imaging (FMTWI). Each of the three methods is explained in
more detail.

Pulsed Phase Thermography (PPT) uses a pulse signal (similar to PT) for the energy deposition on
the test object surface. An ideal pulse of null duration has a frequency spectrum with uniform energy
distribution over all frequencies. Real pulses have a finite duration and amplitude, the signal contains
different energy at different frequencies. The energy distribution over frequencies is determined by the
pulse duration, longer pulses concentrate energy in lower frequencies. The inspection of deeper regions
requires lower frequencies as is clear from thus the pulse duration must be increased.
This spreads the available energy over the frequencies resulting in lower energy at high frequencies and
thus increased influence of noise at these frequencies . The available energy is limited due to the
short period of time heat is applied to the surface and the maximum power of the source. For accurate
testing at different depths, multiple measurements with varying pulse lengths must be performed .

Lock in Thermography (LT) uses a sinusoidal power modulation of the heat source to deposit heat on
the test object surface. The heat is applied using an optical source, in most cases one (or multiple)
halogen lamp(s). In some cases a laser is used as a heating source. The temperature modulation results
in a periodical transfer of heat to the surface. The heat propagates into the test object as a thermal
wave. Since the signal is a sine-wave, the phase ¢ and amplitude A can also be found by using the four-
point algorithm using [Equation 2.19] and [2.20] respectively. Using more points reduces the influence
of the noise. In these equations, S; to S4 are equidistant signal data points as shown in
Practical heat sources are however unable to cool the object, resulting in an increasing global trend
of the surface temperature. The sample is heated for several cycles until a near equilibrium DC
temperature has been reached as can be seen in A multiple (1-10) of cycles are measured
after the DC temperature has reached an equilibrium to obtain accurate results using
and This results in a cycle time of several minutes for lower frequencies. An alternative method
is de-trending the signal to obtain the AC component.
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Figure 2.7: Plots of the temperature over time with lock in thermography.
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For the LT analysis, the energy is concentrated around the frequency of the excitation source whilst a
pulse contains a broader frequency spectrum. This increases the contrast with respect to PPT where
the limited energy is spread over a range of frequencies. For Carbon Fibre Reinforced Plastic (CFRP)
materials, the excitation frequency is normally within the range from approximately 0.001 Hz - 5 Hz
[41][42]. For high conductive materials like metals, higher frequencies are commonly used in the range
up to 50 Hz [43].

All defects have a blind frequency fp, which is a frequency at which the defect region has no phase
shift with respect to non defect regions and the defect can thus not be identified using the phase
data. For frequencies above the blind frequency, the phase difference is small and approaches zero
with increasing frequency. A plot of the phase shift for different excitation frequencies is shown in
in this plot the blind frequency is highlighted with a red circle. Theoretically the blind
frequency can be predicted when the material properties, defect depth and location are known [44][45].
Experiments by several authors suggests that the blind frequency correlates to 1.5 to larger than 2

times the penetration depth at that frequency [46][47][48]. This can be described by [Equation 2.21

d=Cp=C |21 (2.21)
7 fo

In this equation C' is the material correction factor (1.5 to 2+), d is the defect depth, oy is the thermal
diffusivity and f; is the blind frequency. In practical NDT applications, the properties C' and a; are
not exactly known. It is therefore necessary to always test on multiple frequencies resulting in long
measurement times. This is one of the main limitations of LT and led to the application of a chirp
signal.
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Figure 2.8: Phase difference between defective and non-defective area as a function of the excitation

frequency with highlighted blind frequency fi, (simulated for NTP-A2 panel defect T51).

Frequency Modulated Thermal Waves Imaging (FMTWI) uses a chirp signal with which the surface
heating is done with a range of frequencies. This range of frequencies can be chosen based on the test
subject and its properties. The signal is a low peak-power, long duration modulated wave signal. The

linear chirp signal is described in time by and is shown in

s(t) = A cos (271' <f12Tf0t + fo> t+ d)) (2.22)

In [Equation 2.22] A is the amplitude of the signal, f; is the start frequency, f; is the end frequency,
T is the total signal time and ¢ is the initial phase. The advantage of using a linear chirp signal is

that a range of frequencies is covered, the phase can thus be determined for multiple frequencies using
the data from one measurement. This requires significantly less measurement time and only a single

measurement to obtain the data in [Figure 2.8|for a defect [49].

The limited signal to noise ratio obtained with the phase in the frequency domain analysis led to the
development of pulse compression analysis for thermography as is discussed in the following subsection.

\‘f{
n T— UNIVERSITY
?9 Dedicated ta innovation in aerospace OF TWENTE.

15



2.3.3 Pulse compression analysis

In the search for higher sensitivity and resolution, using pulse compression is proposed as processing
method . Pulse compression is a technique that is often used in radar systems since it is designed
to enhance the detection sensitivity, resolution and reduce noise. The cross correlation g(7) of the

reference signal s(t) and the perceived signal h(t) can be determined by [Equation 2.23| or 2.24] The
first is in the time domain while the latter is in the frequency domain.

g(r) = /_oo s(h(r + t)dt (2.23)

g(1) oc F7HS(w) * H(w)] (2.24)

As an explanatory example, the Cross Correlation (CC) of a sine signal and a cosine signal is shown
in With increasing time delay 7, the red cosine signal is shifted to the right resulting in
different values for the correlation. The resulting correlation value is shown in [Figure 2.95 Since these
signals are periodical in nature, the cross-correlation is also periodical. The period of the signals is set
to 2 s, the time shift between the sine and cosine signal is thus 0.5 s. This results in a peak in the cross
correlation at a delay time of 0.5 and 2.5 s. The length of the signals is limited, resulting in a value of
zero if the time delay 7 is larger than the duration of the reference signal s(t). Non-periodical signals

are more suitable for CC since these signals have one cross correlation peak instead of a periodical
peak value as can be seen in |[Figure 2.10
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Figure 2.9: Graphical explanation of Cross Correlation (CC).
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The time delay and value of the cross correlation main peak are the characteristics that can be deter-
mined for each pixel resulting in a peak correlation image and a peak delay image respectively. The
time delay of the main peak is determined using [Equation 2.25

TOCpeak = T|{g(r)=max(g(r))} (2.25)

The CC peak value is dependent on the magnitude of both the perceived signal h(t) and the reference
signal s(t). The amplitude of the reference signal can be set to one. However, the amplitude of the
measured signal is directly dependent on the heat distribution on the surface. Uneven heating therefore
greatly influences the CC peak value. In 2011, Tabatabaei et al. suggested the cross correlation phase
as a method to normalize the CC peak value . The cross correlation phase can be obtained by
dividing the cross correlation of the signal and the reference by the cross correlation of the signal and
the quadrature of the reference as is shown in The quadrature of the reference signal
is determined by performing a Hilbert transform which is the term between square brackets in the

denominator of [Equation 2.26

. F Y S(w) * Hw))
F=H([—i sgn(w)S(w)] * H(w)) |._,

(2.26)

Both the time shift, the magnitude of the CC peak and the CC phase can be a measurement of the
defect depth . In recent years, several experiments have been conducted on CC as analysis
method for thermography, all showing the improved Signal to Noise Ratio (SNR) in comparison with
LT . Applications have expanded to concrete inspection and human breast cancer in-

spection [56].

All non periodical signals are in theory suitable for pulse compression using CC. However there are
several signals which result in a good Peak Sidelobe Level (PSL). The Peak Sidelobe Level (PSL) can

be determined using |[Equation 2.27]

Side lobe peak

PSL =20 log(———F—
Og(Main lobe peak

dB (2.27)

Several signals have been applied in thermography:

e Linear chirp signal
e Digital chirp signal
e Quadratic chirp signal
e 7-bit Barker signal

The auto correlation function of a chirp signal is shown in It can clearly be seen that the
side lobes around the correlation peak are relatively large. Reduction of the side lobe amplitude results
in improved detection performance and depth resolution . Three options for reducing the side
lobe energy are proposed . The first method is replacing the linear chirp with a digitized chirp
signal (DFMTWI) as Mulaveesala proposed in 2016 . In DFMTWI the input signal is converted
into the digital form that can be seen in The advantage of using a digitized form of
the chirp signal is the higher amount of energy injected at the fundamental frequency leading to an
increased amplitude of the reflected signal . The second method is replacing the the linear chirp
signal with a quadratic chirp while the third method is to use a 7 bit Barker coded signal. Both signals
are shown in [Figure 2.12| Barker coded signals are widely used in radar and ultrasonic systems, in 2011
the use of this binary phase code has been implemented for NDT purposes by Tabatabaei and Mandelis
. Seven different Barker codes are known. A Barker code has a maximum cross correlation side
lobe peak of one. In total 11 different Barker codes are known. The 7-bit Barker code is the optimal
length for optical thermography .
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The result of the quadratic chirp and the 7-bit Barker code signals on the correlation function is shown

in The reduced PSL in theory results in a higher SNR leading to a high contrast between
defective and non-defective regions .

Many efforts have been put into the use of a Barker sequence codes in NDT over the past 10 years
. In 2018, Fei Wang et al. used a truncated-correlation of a pulsed chirp signal with a laser heat
source for qualitative three-dimensional visualization of surface cracks by changing the reference signal
delay time . BCTWTI has been applied to CFRP and GFRP materials, verifying the detectability of

defects with this method and the superiority of the method in comparison with LT .
However no effort has been done to link the thermography results to defect characters and further
research is required on this subject.
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Figure 2.11: Chirp signals (frequency from 0.5 Hz to 2.5 Hz in 10 sec).
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2.3.4 Comparison of the optical thermography methods

As discussed in the previous subsections, different methods are available for optical IR thermography.
The methods differ in the heat source and the heat signal used for the heat deposition and the process-
ing method for the measurement data. An overview of these differences has been provided in

Due to the fundamental differences between the methods, the results obtained also differ. PT and
PPT deposit heat on the object using a pulse signal. PT is sensitive to uneven heating and reflections
of the surface making it unsuitable for large surface in-situ inspections. PPT is less sensitive to these
factors since the phase is analysed for each pixel separately. PPT is however limited in the amount
of heat that can be deposited on the surface due to the pulse length. Both PT and PPT require very
high powered lamps in order to deposit enough heat on the surface in a few millisecond duration flash.

Frequency domain analysis with a sine wave or a chirp signal spreads the energy deposition over a
longer time. The long duration low peak power heat deposition makes deeper defects detection pos-
sible without overheating the object and with only a limited peak power required from the lamps.
The pulse compression analysis also uses low peak power long duration signals, but these signals are
processed using CC resulting in different thermography results. The pulse compression analysis results
in a higher SNR than the frequency domain analysis.

The time domain analysis is known to be sensitive to the environmental conditions. The high power
flash lamps are inferior in reaching deeper defects without overheating the test object. Therefore in
this research the focus is on frequency domain analysis and pulse compression analysis with low peak
power long duration signals. These analysis methods have more defect detection potential at larger
depths and require less power from the lamps.
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Chapter 3: Methodology

This chapter elaborates on the methodology used in this research in order to answer the research
question. The research question (see |section 1.4) is split in four sub questions. The sub questions are
repeated here for the convenience of the reader:

o What is the influence of the (partly unknown) composite material properties on the thermography
results?

o What is the influence of the different types of defects on the thermography results?
o What is the influence of noise on the thermography results?

o Which optical thermography method is the most conclusive in determining defect characters?

Thermography is a secondary method, meaning that the method does not directly measure defect
properties but only the temperature of the top surface. From this temperature, different results are
obtained depending on the thermography method. Therefore the results and characteristics of each
method must be determined. From these results, relevant features need to be determined regarding
the subsurface defect. Due to secondary nature of the thermography measurement, several factors
influence the results. An overview of these factors and their parameters is shown in In
this section, the method for determining the influence of each factors is discussed.

The samples available for this research are limited to a single CFRP material and teflon coated glass
inserts as is discussed in The samples are not sufficient to answer the first and second
research question. Numerical simulations are therefore used to vary the properties of influence to the
thermography results. The experiments are used to validate the simulation model and determine the
influence of noise on the thermography results. In details on the experimental set-up and
the CFRP samples used in this research are provided.

Numerical simulations are used to vary properties, such as the thermal conductivity of the material,
that are difficult to vary in real samples. Section shows the details of the simulation model. The
simulations are used to determine the sensitivity of the process to different properties and provide
insight in how the techniques work under ideal circumstances without noise. The data obtained from
both the simulations and the experiments require processing. The data processing method differs for
the different thermography methods. The data processing in the frequency domain analysis and the

pulse compression analysis are discussed in |section 3.4

To provide an answer to the last question, the steps above are executed for the frequency domain
analysis and the pulse compression analysis and processed separately in and [6] respectively.
Conclusions to each of the questions stated above are formulated in

3.1 Influencing factors and their parameters

Thermography methods use the surface temperature to detect subsurface abnormalities, the result ob-
tained by any thermography method is thus indirect. A number of factors influence the thermography
results. For quantitative analysis of thermography results, the influence of each of these factors needs
to be determined. The influences can be split in six factors; the thermography method, the lamps,
the camera, the surface, the sample material and the defect. Each of these factors has several process
parameters that are either determined by the test object or by the set-up used. A schematic represen-
tation in the form of an Ishikawa diagram (also known as fishbone diagram) of the influencing factors
and their parameters is given in The green boxes in this figure represent the factors that
can be influenced by the set-up or the operator while the red boxes are the factors that are determined
by the object under inspection. The parameters of each factor are shown next to the arrows.
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Figure 3.1: Ishikawa diagram showing the influencing factors (in the boxes) and their parameters on
thermography results. Green bozes indicate that the factors can be influenced by the set-up or the
operator. Red boxes indicate that the factors can not be influenced.

It is clear that the thermography results are not only influenced by the properties of the defect. In
order to characterize defects with the thermography results, either the value of the parameters or
the sensitivity of the results to the parameters in needs to be known. Since often not all
parameters are known, the sensitivity of the results to the parameters is determined using a One-
Factor-at-A-Time (OFAT) analysis. This type of analysis determines the influence of several factors
one at a time instead of testing the influence of multiple factors simultaneously. This provides a clear
view of the influence of each parameter. However, the interaction between the influence of different
factors is not included in an OFAT analysis. This is overcome by combining the influence of each of
the parameters to obtain a set of parameters that result in the boundary values for the thermography
results. The parameters will be elaborated here for each factor, starting with the factors in the green
boxes from and ending with the factors in the red boxes.

Thermography method This research focusses on two signal processing methods as is discussed in
The different data processing methods generate different results. Frequency domain
analysis provides a phase and amplitude value for each pixel at different modulation frequencies.
Pulse compression analysis results in a peak correlation value, peak delay time and cross correlation
phase for each pixel. The characteristics of these signals are determined and the sensitivity of these
characteristics to variations in all other parameters is obtained by varying the parameters one at a
time. Since different signals can be used for both methods, the difference in heat signals is also a
parameter that can influence the thermography results.

Lamps The halogen lamps can vary the process in several ways; the total power, the distance from
the surface and the angle towards the surface. The result of varying these parameters is a different
heat flux at the surface of the sample. As a 5 W heat flux does not result in a significant temperature
increase while a 50 kW heat flux would result in overheating the component and damaging it, the total
heat flux can influence the detectability of defects and the results. The amount of heat absorbed by
the sample is measured and the sensitivity of the results to variations of this heat flux are determined
by increasing and decreasing the lamp power in both experiments and numerical simulations.

Camera The camera used for the thermography measurements has an effect on the detectability
of defects. The sample rate of the camera directly determines the amount of data obtained by the
measurement. The processing of the data is limited to this discrete step size. The detection bandwidth
and thermal and spatial resolution limit the detectability of defects. These limitations are taken into
account in the comparison of the simulations and the experiments.

Surface The surface of the test object is commonly covered by a coating. This coating can vary
in thickness depending on the application. The surface roughness and colour of the coating result
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in variations of the emissivity, the absorbance and the reflectivity. These three properties influence
the amount of heat that is absorbed and the amount of heat that is transmitted. The absorbed heat
is already varied in order to determine the influence of the lamps. The amount of radiative heat
transmittance directly influences the magnitude of the temperature measurement with the IR camera.
This magnitude is however not of direct influence to the results as is discussed in A
reflective surface might increase the influence of noise. To prevent this, two precautions are taken.
The first is a filter in front of the halogen lamps to block the IR camera detection bandwidth to block
direct reflections of the heat source. The second precaution is an IR absorbing screen behind the set-up
to prevent other IR sources reflecting on the surface.

Material Thermography relies on a difference in thermal properties between the defect material and
the sample material to detect the defects. The thermal properties of a sample are more likely to be
known in production environments while in in-situ inspections, the knowledge of these properties is
often limited. In production environments, these properties can also be determined more easily since a
test sample can be made from the same material and both sides of the samples can be reached allowing
for through transmission measurements. The range of the properties of CFRP and the properties of
the other materials obtained from literature is listed in The influence of the wide range
of CFRP properties on the thermography results is determined by performing numerical simulations
with different material properties. Combinations of CFRP properties resulting in the boundary ther-
mography result values can then be composed. By performing simulations with these combinations of
CFRP properties, the range of thermography results for a specific defect can be determined.

Defect A subsurface abnormality in a composite part is defined as a defect in this research. A defect
can vary in four different parameters. The first is the depth at which the defect is located. Since heat
propagation is highly dissipative, deeper defects are harder to detect. The second parameter is the
defect material. Composite panels can contain various sorts of defects as is discussed in[section 1.1l The
expected type of defects depends on the environment. In production environments, the main defects
occurring are resin-starved areas, resin-rich areas and foreign material inclusions, such as teflon or
kapton. In in-situ inspections, the main defects of interest are delaminations. The properties of several
different materials are shown in The third and fourth parameters are the size of defects in
lateral and thickness direction respectively. All four parameters can heavily influence the thermography
results. The defect lateral size and depth are varied in the samples. The thermal properties of the
sample and defect and the thickness of the defect are not varied within the samples. The influence of
these properties is evaluated using numerical simulations for each thermography method.

Table 3.1: CFRP and defect material properties from literature and the NTP samples.

Material Property Min. | Nom./sample | Max. | Unit
Density 1,150 | 1,528 2,250 | kg/m®
CFRP [65][66][67] | Thermal capacity 1,000 | 1,100 1,200 | J/kgK
[68]169][70]]71] Thermal conductivity in-plane 2 7 12 W/mK
Thermal conductivity out-of-plane | 0.3 0.7 1 W/mK
Density 2,200 kg/m?
’llé%f]il()?r;lcoated glass Thermal capacity 1,000 J/kegK
Thermal conductivity 0.26 W/mK
Density 1,420 kg/m?
Kapton tape [73] Thermal capacity 1,090 J/kgK
Thermal conductivity 0.12 W/mK
. . Density 1.2 kg/m?
‘ég”(;ﬁm gap) Thermal capacity 1,005 J/kgK
Thermal conductivity 0.07 W/mK
Density 1,000 kg/m?
[\Z;ther Thermal capacity 4,193 J/kgK
Thermal conductivity 0.586 W/mK
. Density 1,600 kg/m?
(T;)rf)l;%‘alzt’mganels) Thermal capacity 1,800 J/kgK
p Thermal conductivity 0.35 W/mK
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3.2 Experiments

The experimental set-up consists of a FLIR SC7600 IR camera, two 2 kW halogen lamps, a signal
generator and a computer for data logging. The set-up is shown in [Figure 3.2l During the experiments,
a large (&~ 3000 x 2000 mm) polycarbonate screen is placed behind the IR camera to prevent IR
reflections on the sample surface. The FLIR SC7600 camera has a resolution of 640x512 pixels and
can record with a frame rate of 100 Hz. The camera detects IR radiation in the band of 3.4 to 4.9 pm
and the reading can thus be influenced by COs in the atmosphere. The full list of specifications of the
FLIR SC7600 is shown in The signal generator is controlled by the computer with the
Displaylmg software from Edevis GmbH. This software is also used to record the IR data during the
experiment. The experiments are conducted at NLR Marknesse in the Aerospace Vehicles Test House
(AVTH) Optical Lab.

CFRP panel

Computer

IR camera
Signal generator

Figure 3.2: The experimental set-up.

The spatial resolution of IR thermography is theoretically limited by the wavelength of the detected
light . However, for the aerospace NDT application of inspecting large surfaces this is no real limi-
tation since 3.4 to 4.9 pm is far smaller than needed for an acceptable defect detection. The resolution
of the IR camera and the distance to the test sample limit the spatial resolution of the images. With
the FLIR SC7600 camera, the spatial resolution is approximately 0.6 mm at 1000 mm distance. In
order to scan the entire sample, a distance of 2250 mm is required resulting in a spatial resolution of
approximately 1.35 mm.

The NTP-A1 and NTP-A2 samples used in the experiments are made from Hexcel HexPly M18/1
G939 prepreg. This material has a mass density of approximately 1,528 kg/m?® with a fibre volume
percentage of 55% after curing . The exact thermal properties of the material are unknown. The
dimensions, defects and inserts of the NTP-A1l and NTP-A2 samples can be seen in
and [3:3b] respectively. The samples contain both artificial defects consisting of teflon coated glass
inserts (Tygavac TFG 075/1) and impact damages. Teflon coated glass fabric is a relatively hard
to detect material in a CFRP panel since the (thermal) properties are similar to the properties of
the CFRP. Detecting tape or foil inclusions is primarily of importance in a production environment.
Since teflon inserts are relatively hard to detect, it can be considered a good performance indicator for
thermographic NDT methods.
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(a) Description of the NTP-A1l sample. (b) Description of the NTP-A2 sample.

Figure 3.3: The solid CFRP panel samples.

Experiments are conducted for each thermography method. However, not all parameters from
ure 3.1| can be varied experimentally, numerical simulations are therefore required. These simulations

are discussed in [section 3.3l

3.3 Simulations

Since the differential equation describing the three dimensional heat flow is too complex
to solve analytically, a numerical analysis is used. The numerical analysis is conducted using implicit
FEM simulations in Abaqus from Dassault Systemes [77]. All teflon insert defects in the NTP-A1
and NTP-A2 samples are circular as can be seen in By using the double symmetry of a
circular defect, the model can be restricted to a quarter of the defect. Different geometry sizes have
been compared, resulting in no significant difference in temperature and phase. To save computational
time, the smallest geometry is used with a size of 25x25x5.4 mm. A transient heat transfer model is
used with 8-node linear brick elements.

The defect is modelled with four layers of elements with the material properties of either teflon coated
glass, kapton tape or a thin air gap from The tape or foil inserts are consolidated in the
composite due to the curing process, resulting in a solid connection to the composite. The air gap is
also modelled as a solid since the Knudsen number Nk, is much smaller than 1, allowing the gas gap
to be modelled with Fourier’s law of heat conduction [78]. The Knudsen number Ny, is described by
the ratio between the mean free length of the gas molecules (= 0.064 pm for air |78]) and the mean
gap thickness (taken at 37.5, 75 and 150 pm in the simulations).

The rest of the elements are modelled with orthotropic material properties with a lower thermal con-
ductivity in the thickness (x) direction to simulate the orthotropic behaviour of the composite material.
To simulate the process on the painted front side of the samples, the surface coating is integrated in the
model by adding two layers of elements to the top surface with the material properties of the coating
that are listed in The coating has a total thickness of approximately 30 pm. The exact
coating specifications of the samples are classified due to military applications.
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Different meshes are used for the different defect sizes and depths. The sizes (26.35, 12.7 and 225.4
mm) and depths (0.7, 1.4, 2.0, 3.4 and 4.7 mm) of the NTP-A1 and NTP-A2 samples are used. The
model for defect T3 1 of sample NTP-A2 (225.4 mm teflon insert at a depth of 0.7mm from the coated
front surface) is meshed with 178,560 8-node elements with in total 188,595 nodes. This mesh and the

coordinate system orientation is shown in

Figure 3.4: The FEM mesh used in the simulations. The defect is highlighted with the red dashed line
and the measurement locations with the 5 red dots.

In the simulation model, the initial condition of all nodes is set to 20 °C, being approximately equal to
the temperature in the experimental environment. The top surface is used for the heat deposition using
a time dependent heat flux. The time dependent heat flux signal differs for the different thermography
methods.

All other boundaries of the sample are considered isolated meaning that no heat flux is present per-
pendicular to the boundary surfaces. This is a valid assumption for the two symmetry planes. In
reality the heat at the rear side of the object will be transferred to the environment, either connected
objects or air through radiation, conduction and convection. The other boundaries can be assumed
isolated since the distance to the defect is large enough for the lateral heat flow to be negligible at
these boundaries. With uniform heating of the front surface the heat theoretically only flows in the
thickness direction in areas without defects.

The result of the simulation is the temperature of all nodes as a function of time. The nodes of the top
surface represent the temperature of the top surface measured by the IR camera. Only the relevant
nodes are evaluated as is indicated with red dots in The 5 relevant nodes on the top surface

are:

e Center of the defect

e Half the radius of the defect

e Edge of the defect

e Middle between edge defect and edge object
Edge of the object

Concluding on the model, the following assumptions are made in the numerical simulation model:

e Orthotropic heat conductivity in the composite material. High conductivity in plane (fiber
direction) and low conductivity in through-thickness direction.

e Heat deposited by the halogen lamps is a uniform heat flux at the top surface of the sample.

e Isolated sample, no heat transfer (radiation, convection and conduction) with the surrounding
(with the exception of the inwards heat flux at the top surface).

e The defect shape is double symmetric, therefore only 1/4th of the defect and surrounding is

modelled.
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e The temperature change in the material is in the range of 1-20 K, therefore the temperature
dependency of the material properties is neglected.

e The connection between the defect material and the CFRP is assumed to be consolidated per-
fectly.

e The air gap is modelled as solid according to Fourier’s law of heat conduction since the Knudsen
number N, is much smaller than 1.

3.4 Data processing

The data processing of the experiments and simulations is relatively similar. The main difference is the
amount of data that is used. During the experiments, the data is collected in the form of a multi-page
TIFF file. Each page in the TIFF file contains one IR image with a resolution of 640x512 pixels. The
experiments are performed at a sampling frequency of 10 Hz. Since the data processing is done for
each pixel separately, this results in 327,680 datasets with a length of 10 times the total measurement
duration. From the simulations, the temperature signal is only extracted for 5 spatial points on the
top surface. The simulation step time is varied based upon the modulation frequency used to limit the
computational effort required.

Reference regions are selected manually to obtain a difference in the characteristics between a defect
and a non defect region. In the experiments four reference regions are taken directly surrounding the
defect (an example can be seen in . In the simulations, the two data points outside the
defect region are used as reference region.

The data of both the experiments and the simulations is processed using MATLAB. For the different
thermography methods, the data is processed using different algorithms. The two main techniques
used are the Fast Fourier Transform (FFT) and Cross Correlation (CC). Both techniques are applied
on pixel-level, evaluating each pixel separately. A schematic overview of the data processing steps can
be seen in and for FFT and CC respectively. In both methods, a reference signal s(t) is
used to perform a measurement (either a simulation or experiment) resulting in the perceived signal

h(t).

The surface temperature of the test object increases with an AC and a DC component as can be seen
schematically in For the analysis of the data, we are only interested in the AC component
since this component contains the frequency information. By using a least-squares polynomial fit, a
second order polynomial is removed from the data to obtain the de-trended signal.

o ) Measurement o ‘ ‘ ) ol .
H ’ : ; 1 + Detrended signal haq(1)
\“Reference signal s{?,-»((mmulatlon or experiment) \lf’ercewed signal h(t)-’}—b( Detrending (2nd order) o 9 ac{’))
Modulation frequenc;{r‘-’ ( Zero padding
R fn e, -
" Magnitude A(f l
Phase ¢ “‘-‘._ ___,." ________ X
k Fast Fourier Transform ! Zero-padded signal I
* hac off)

Figure 3.5: The steps in the data processing of frequency domain analysis.

The Fast Fourier Transform is an efficient algorithm for calculating the Discrete Fourier Transformation
of a finite discrete signal. Using the FFT algorithm requires the discrete signal to have N data points
with N being a power of 2. Since round sample frequencies and measurement durations are used in
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both the experiments and the simulations, a method called zero padding is applied. This method
refers to adding zeros to the end of the time-domain data to increase the amount of data points. By
increasing the amount of data points, the FFT frequency resolution is improved. The data obtained
from the FFT is the phase and the magnitude of one pixel for a range of different frequencies. LT uses
one frequency for the heat deposition, therefore we are interested in the phase and magnitude of each
pixel at this frequency. In the chirp signal used in FMTWI, a range of frequencies is present. The
phase and magnitude of each pixel can therefore be analysed at every frequency within the modulated
range.

o . . Measurement o ' ) et ) o ) T
' J ¢ Detrended signal hae(t
\-Reference signal 3(t2,4»[(5imulaton or experiment) }—)\I‘:’ercewed signal h(t)",—){ Detrending (2nd order) }—) g ac{’),'

Normalized peak
correlation gpeak

Hilbert transform (H) J T A ¢

Peak delay time .C;'éss correlation valug: ) ,"'i?esampled signal "
. Cross Correlation (CC) { B mft) [
l Tpeak . a(m) L .. ac R e

—|
,'6Ladrature referenéé\ ,C-réss correlation valhu~é« .
4 . ) — Cross Correlation (CC
.. signal sgoft) .- .. 9g0(T) (CC)
[ X

Figure 3.6: The steps in the data processing of pulse compression analysis.

Cross Correlation is a method to determine the similarity between two discrete signals as a function of
the relative horizontal shift between the two signals. The horizontal shift in the case of time varying
signals is equal to the time delay. An example of CC is given in [subsection 2.3.3] The signals used
in thermography for the CC correlate well at one time interval. At this time interval, the maximum
correlation value occurs. The time delay at which this peak occurs and the magnitude of this peak
are analysed for each pixel separately and are used for further analysis of the object. The CC signal
requires processing to eliminate the dependence on the magnitude of the perceived signal. This can

be done by determining the CC phase as is discussed in [subsection 2.3.3

In addition to the CC phase, a novel approach using normalization around the main lobe is applied to
eliminate the dependence of the CC signal on the magnitude of the perceived signal. The correlation
value is normalized around the peak with a window of plus and min two seconds. The normalization
is done by setting the mean to zero and the standard deviation to one.

The objective of this research is to characterize defects with measurement data obtained with differ-
ent thermography methods. Therefore part of the post-processing of the data is the characterisation
of defects. The characterisation consists of determining the (depth)position, dimensions and type of
defect. The different thermography methods are compared in the defect characterisation capabilities
by determining the correlation between the defect depth, size and type and the obtained measurement
data for each thermography method. The influence of each parameter from on the ther-
mography results is determined after which boundaries of the thermography results are determined.
By combining this range of thermography results resulting from the variation in all parameters from
the lamps, camera, surface and material with the results for different types of defects, the characteri-
sation capabilities of a method can be determined. These steps are performed for both the frequency
domain analysis thermography and the pulse compression analysis thermography to determine which
thermography method provides the most conclusive results about defect characters.
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Chapter 4: Simulation validation

This chapter provides an overview of the method used for the validation of the numerical model. The
numerical model is used to analyse the transient thermal behaviour of the sample, it is therefore not
specific to a certain thermography method. The FEM model needs to be validated to check the va-
lidity and match the thermal properties of the sample. The validation of the model can be done by
comparing the temperature of the sample during the experiment and the simulation. The acquisition
of an accurate surface temperature is however not trivial. An IR camera obtains a Digital Intensity
Level (D.I.L.) which after calibration can be used to obtain an accurate temperature measurement.
The IR camera used in the experiments is not calibrated for the relevant temperature range. It is
therefore decided to validate the simulation by comparing the results of the thermography process of
the simulation and the experiments after data processing.

The impact damages on the NTP panels all have fibre fracture which distorts the heat flow. These
impact damages are therefore easily detectable and recognizable from the cross like shape of the fibre
fracture lines as can be seen in The focus in this research is on defects with a uniform ther-
mography signature that does not allow identification based on the defects qualitative thermography
signature, but requires quantitative analysis of the data. The teflon coated glass inserts of the NTP
samples are defects that are not identifiable by their qualitative shape. These defects are therefore
investigated in this research and used for the validation of the simulation model.

The front side of the NTP-A2 sample is used for the validation. The comparison is made with the
frequency domain analysis and a sine wave signal (LT). The results of LT on 14 different frequencies
are used: 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.15, 0.1, 0.075, 0.05, 0.025, 0.01 and 0.005 Hz. For the
validation, the three shallow defects of the NTP-A2 sample are used since these provide the biggest
contrast with LT. Unfortunately the deeper located defect in the NTP-A1 and NTP-A2 panel were not
detectable with the experimental set-up. An explanation for this is given in As discussed
in the material thermal properties of the sample are only known within a certain range.
The simulation is therefore performed with several different thermal properties to obtain a good fit.
The results of the parameter fit is shown in and This fit is obtained with the following
properties; k; = 7 W/mK, k; = 0.7 W/mK, p = 1528 kg/m? and ¢, = 1100 J /kgK. For the experiments,
two measurements are performed (run 1 and run 2) and four reference regions are used as non defect

region as is illustrated in the mean of the 8 resulting lines is shown with the solid red line
in and
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Figure 4.1: Phase difference between defect and non defect regions of the coated surface at different LT
frequencies, obtained with simulations and experiments. Two runs were performed with the experiment

and four different reference regions are used as is shown in |Figure 4.3a),
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The spread in the experimental results is a result of the noise and uneven phase over the sample in
the experiment. By choosing different non defect regions as reference, the phase difference with the
defect region differs due to the noise and edge effect. The four different regions used as reference
for defect T3 ; are shown in while shows the phase of the defect and non
defect regions and the magnitude of the noise in the experimental results. At lower frequencies, the
effect of the object edges on the heat flow and the uneven spread heat is clearly visible as can be
seen in Due to this effect, selecting different reference regions results in different results.
The outliers of the experimental results of defect T; 1 (the smallest defect) in are a result
of the defect being only 4-5 pixels in diameter and thus being more sensitive to noise. Overall, the
trend of the simulation results and the average of the experimental results are very similar over the
frequency range. It is therefore concluded that the numerical model is suited for simulating the optical
thermography process.
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Figure 4.2: Phase difference between healthy and defect regions of the coated surface at different LT
frequencies, obtained with simulations and experiments (Defect T1 1 on NTP-A2).
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Figure 4.3: Ezperimental LT result at 0.3 Hz on the coated surface of the NTP-A2 sample (lower left
quarter of the sample, cross like shape defects on the upper half of the image are impact damages).
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(a) Phase image with the defect regions (red = 13,1, (b) Phase profile over blue line in with
orange = Ts1, purple = Th1) and the cross-section defect regions highlighted (red = T31, orange =
line. T>,1, purple = T11).

Figure 4.4: Experimental LT result at 0.005 Hz showing the edge effect on the coated surface of the
NTP-A2 sample (lower left quarter of the sample, cross like shape defects on the upper half of the
image are impact damages).
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Chapter 5: Frequency domain analysis

This chapter shows the results obtained with simulations and experiments for the frequency domain
analysis. The theory on frequency domain analysis thermography can be found in
The characteristic result values are first introduced after which an analysis of the sensitivity to the
parameters in [chapter 3|is discussed and the discovered correlations between defect characteristics and
the thermography results are shown. The final section of this chapter concludes on the findings on the
thermography frequency domain analysis method and the characterisation capabilities of this method.

The data obtained from frequency domain analysis is the phase ¢ and the amplitude A for each pixel
at the heat signal frequency. This can graphically be shown as phase or amplitude image for each
frequency. Examples of phase images can be found in [Figure 4.3a) and [Figure 4.4al at a frequency of
0.3 and 0.005 Hz respectively. The noise present in the experiments is omitted in the simulations. It is
known that the amplitude data is sensitive to noise and uneven heating, therefore the amplitude data
of the simulations is omitted and only the phase data is used for evaluation. LT (sine wave signal) is
used for the frequency domain analysis since PPT (pulse signal) has less depth penetration capabilities
and requires high power flash lamps.

It is known that the results are dependent on the frequency of the signal. By performing LT simulations
at the frequencies 1.1, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.15, 0.1, 0.075, 0.05, 0.025 0.01 and 0.005
Hz, a phase difference plot as shown in is obtained for each combination of parameters.
This phase difference plot shows the phase difference with respect to a non defect region of CFRP.
Although in theory a linear chirp signal would give the same results as LT, LT with a single wave is
used as this provides more insight in the behaviour of the surface temperature. The phase difference
obtained with a linear chirp signal is shown in
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Figure 5.1: Frequency domain thermography simulation results of defect Ts1 of NTP-A2 (k = 7
W/mK, k, = 0.7 W/mK p = 1,528 kg/m?® and ¢, = 1,100 J/kgK).

Four characteristics can be obtained from the phase difference plot for each defect:

e Peak phase difference, max. phase difference between a defect and non defect region. (1 in

Figure 5.1al)
e Peak phase frequency, frequency resulting in maximum phase difference. (2 in [Figure 5.1al)

e Blind frequency, the frequency from where the defect is not detectable. Frequencies higher
than the blind frequency result in a very small phase difference. (3 in|Figure 5.1al)

e Phase transition frequency, lowest frequency resulting in zero phase difference. (4 in

ure 5.1a)
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The response of these characteristics to variations of the parameters from is determined in
the following paragraphs for each factor. The sensitivity of lock-in thermography to these properties is
determined using the One-Factor-at-A-Time method (OFAT). The only factors that can be influenced
by the set-up or the operator are the thermography method, the lamps and the camera as is graphically
shown in with the green boxes. The thermography methods treated in this chapter are the
frequency domain analysis methods with a long duration low peak power heat signal. The influence
of the thermography method is determined by comparing the results of this chapter with the results
of pulse compression thermography in The influence of the lamps and the camera on the
characteristics listed above is determined first. The influence of the surface, the material and defect
properties is determined secondly. With the sensitivity of the lock-in thermography results to all the
parameters being known, the characterisation capabilities of the method are analysed in the final part
of this chapter.

5.1 Effect of the lamp parameters

The parameters of the lamps that can be changed are the angle and the distance with respect to
the test object and the power of the lamps. A variation in these parameters results in a different
heat flux at the surface of the sample. In real world scenarios, bodies do not behave as black bodies
as is treated in Taking into account the reflection, emissivity and absorption of bodies
makes the calculation of the heat flow more complex. Determining the heat flux as a function of all
variables is difficult due to its dependence on the emissivity of the halogen lamps and the absorbance
and reflectance of the sample surface. Accurate measurements of these properties are far from trivial.
It is therefore decided to obtain an estimate for the heat flux by measuring the temperature of the
front and rear surface of the sample while heating the sample with 20 s pulses of the halogen lamps.
The temperature of the front and rear surface is measured using thermocouples. The thermocouple
on the front surface is covered with a small piece of insulating material and reflective tape to prevent
radiation heat from the halogen lamp from directly heating the thermocouple.

The experiment is performed with varying power of the lamps, ranging from 500 W to 4,000 W in
steps of 500 W. In the experiment the lamps are placed at a distance of 800 mm from the surface at
an angle of 45 degree towards the surface to create an open view for the IR camera. By assuming a
uniform temperature in the sample when the temperature of the front and rear surface are equal, the
result in is obtained. The coating is only 30 pm thick, the thermal capacity of the coating
is therefore neglected for the power estimation. By using the dimensions and thermal properties of
the material, the energy absorbed by the object can be estimated. In reality the object will emit heat
through both radiation and convection. However, this effect is omitted here to obtain a heat flux that
results in representative temperature differences in the simulations because the natural convection and
outward radiation are omitted from the simulations. In the rest of the experiments, 75% of the total
lamp power is used to extend the service life of the halogen lamps. 3,000 W power of the lamps results
in a representative heat flux of approximately 520 W. This heat flux reference is only valid for the
coated surface of the NTP-A1l and NTP-A2 samples.
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Figure 5.2: Temperature change of the NTP-A2 panel due to a 20 s pulse heat deposition as a function
of the lamp power.
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The influence of the heat flux variations on the thermography results is determined by performing
simulations of one defect at three different power levels of the lamps, 75 %, 100 % and 150 %. It
is trivial that the heat flux heavily influences the surface temperature as can be seen in
However after processing the data, the same phase difference is obtained for all three excitation levels
since the phase is independent of the magnitude. This is confirmed by performing experiments at 50
%, 75 % and 100 % lamp power. The results of these experiments are shown in Increasing
the power does result in a higher signal to noise ratio (SNR), which is determined by

SNR = |§| (5.1)

In this equation S is the difference in phase between a defect and a non defect region and o is the
standard deviation of the non defect (reference) region. The SNR is an indicator for the detectability
and contrast of a defect. For phase images with an even phase of the non defect regions, a threshold
value could be used to identify defects. Using a threshold value would require a SNR larger than 1.
In experiments this is however not trivial since the phase of non defect regions is not equal over the
entire surface as can be seen from [Figure 4.3b|and [4.4b]

235 .
Defect P=150%
| Healthy P=150%
23 Defect P=100%
Healthy P=1002%
.| | Defect P=75%
o225 Healthy P=75%
]
k=
o 22r
@
(=N
§ f
g 2151 \
£ AN
=1 ! \
@ 21k .
2057,
20 | | |
0 5 10 15 20 25 30

Time [s]

Figure 5.3: The surface temperature as a function of time for the defect T3 o of NTP-A2 with kj = 7
W/mK and ky = 0.7 W/mK at three different heat flux with a frequency of 0.2 Hz and 6 cycles.

Table 5.1: Phase difference and SNR of 3 runs at 0.2 Hz with 6 cycles.

Power 50% 75% 100%
& [mm] Runl [ Run2 | Run3 | Runl | Run2 | Run 3 | Run 1 | Run 2 | Run 3
25.4 dp [deg] | -1.011 | -0.951 | -0.984 | -0.942 | -1.022 | -0.975 | -0.989 | -1.061 | -1.041
SNR [] | 0.52 0.96 1.01 1.87 1.88 1.61 1.44 1.66 1.85
12.7 dp [deg] | -0.949 | -0.949 | -0.898 | -0.951 | -0.904 | -0.917 | -0.995 | -0.829 | -0.957
SNR [-] | 0.62 1.19 1.38 2.24 1.60 1.64 2.52 2.12 2.42
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5.2 Effect of the camera parameters

Both the spatial resolution and the thermal resolution of the camera used in thermography can influ-
ence the results. The spatial resolution mostly influences the ability to accurately determine the lateral
size of defects, this parameter is treated later in this chapter. The thermal resolution of the camera
used in a thermography set-up is a limiting factor for the detectability of deeper defects or defects with
thermal properties very similar to the thermal properties of the material. Both cases result in a very
low temperature difference between the top surface above a defect and a non defect region. By increas-
ing the heat flux, a larger temperature difference can be obtained. In the simulations all defects up to
4.7 mm depth are detectable. With the small temperature difference, there is still a phase difference.
Two sine-waves with a small phase difference, have a small difference in the instantaneous amplitude.
The detectability limit of the difference in the instantaneous amplitude is the thermal resolution of the
camera.

The mean and maximum temperature difference over 6 frequency periods (at 0.2Hz, similar to the
temperature profile in is obtained and shown graphically in In this figure it can
be seen that the temperature difference between the defect and non defect regions is very small. The
FLIR SC7600 camera used in the experiments has a thermal resolution of < 20 mK which is shown
as the threshold line in It can clearly be seen that both the mean and max temperature
differences for most defects located deeper than 0.7 mm are below the 20 mK threshold. This means
that difference in the surface temperature above a defect and a non-defect region is not identifiable with
the IR camera. This results in an unidentifiable phase difference between defect and non defect regions.

The detectability in the experiments is also influenced by the noise reducing the detectability even
further. This results in the poor detectability of the 25.4 mm defect at 1.4 mm in experiments even
though the maximum temperature difference in the simulation exceeds 0.02 K at low frequencies.
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Figure 5.4: The surface temperature difference between defect region and non defect regions obtained
from simulations with a teflon coated glass insert of different sizes at different depths.

The temperature difference can be increased by enlarging the power applied to the surface as can be
seen in in which the power is varied on the 25.4 mm defect located at 1.4 mm depth.
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Figure 5.5: The surface temperature difference between defect region and non defect regions obtained
from simulations with a 25.4 mm teflon coated glass insert at 1.4 mm depth with varying lamp power.

5.3 Effect of the surface parameters

The samples used for the experiments have a matte green military coating of 30 pm. Civil aircrafts
in general use a thicker coating between 88.9 and 139.7 um [79]. Since both coatings are in general
Poly Urethane (PU) coatings, the influence of the coating thickness can be compared by increasing the
coating thickness in the simulation model. The result of simulations with a coating layer of 30 pm and
115 pm is shown in [Figure 5.6} From these results it can be concluded that a thicker coating results in
a smaller peak phase difference which is also shifted to a lower frequency. However, the thickness of a

coating can be measured using different methods, for example an ultrasonic thickness gauge [80].
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Figure 5.6: The phase difference for a 25.4 mm teflon coated glass insert at 0.7 mm and 1.4 mm depth
with 30 pm and 115 pm thick PU coating layer.

Civil aircrafts generally have a reflective coating. This results in less heat being absorbed by the test
object surface. As is discussed earlier in this section, lower heat deposition results in a lower SNR and
thus a lower detectability of detects. A reflective coating thus might require more powerful lamps to
obtain the same results.

When applying optical thermography on an object with a a reflective coating, the reflection of the
lamps towards the camera can distort the results. The experimental set-up has a filter in front of the
halogen lamps to filter the light for the detection bandwidth of the camera to prevent direct reflections.
A reflective coating can also result in reflection of the environment behind the camera. This can be
solved by covering the area behind the camera with a non IR translucent material. As discussed earlier
in[section 3.2] in the experimental set-up a large polycarbonate screen has been placed behind the set-
up. Without this screen, significant disturbances were found in the results by for example a person
moving behind the camera.
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5.4 Effect of the material parameters

The material properties influence the lateral heat diffusion and the attenuation of the through-thickness
heat diffusion. The material of the sample has four properties that can influence the results of ther-
mography; the thermal conductivity in through-thickness (out-of-plane) direction k; and in lateral
(in-plane) direction k; of the material, the specific heat capacity ¢, and the mass density p. The exact
material properties are often unknown in NDT applications and the spreading of the properties is
relatively large as can be seen in which is a summarized copy of The range for
the four material parameters differs significantly in magnitude. The range is 49% of the maximum
value for p, 17% for ¢,, 83.3% for k; and 70% for k;. The influence of the material properties is de-
termined by varying the four parameters (k;, ki, ¢, and p) in the ranges from one at a time
(OFAT). By combining the influences of the four parameters, sets of parameters resulting in minimum
and maximum thermography results can be composed. These sets can then be used to determine the
boundaries of the thermography results for a certain type of defect as a result of the spread of CFRP
material properties. The influence is determined for a 25.4 mm diameter teflon coated glass insert at
different depths. The influence of different defects is treated in

Table 5.2: Material properties from literature and the NTP samples.

Material Property Min. | Nom./sample | Max. | Unit
Density 1,150 | 1,528 2,250 | kg/m®
CFEFRP [65]]66](67] | Thermal capacity 1,000 | 1,100 1,200 | J/kgK
[68]169][70]|71] Thermal conductivity in-plane 2 7 12 W/mK
Thermal conductivity out-of-plane | 0.3 0.7 1 W/mK
Density 2,200 kg/m?
’llgj%f]ll()?r;lcoated glass Thermal capacity 1,000 J/kgK
Thermal conductivity 0.26 W/mK
Density 1,600 kg/m?
Top coating Thermal capacity 1,800 J/kgK
Thermal conductivity 0.35 W/mK

The thermal conductivity in the out-of-plane direction k; is varied in 5 steps within the range given
in for CFRP; 0.3, 0.5, 0.7, 0.9 and 1 W/mK. Simulations have been performed at a series
of frequencies for each combination of defect and thermal properties. shows the increasing
trend of all four characteristics of the phase difference as a function of the frequency with increasing
k:. The influence of k; on the thermography results is rather large. The lowest value of k; (0.3 W/mK)
results in a positive phase difference. However, this result is combined with a very small temperature
difference (<< 20 mK). In an experiment this would therefore most likely result in an undetectable
defect while highest value of k; results in a peak phase difference of -1.89 degree for a teflon coated
glass insert at 0.7mm depth.
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Figure 5.7: The phase difference as a function of the frequency for 25.4 mm teflon coated glass inserts
with varying out-of-plane thermal conductivity k.
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The lateral heat conductivity k; is varied in 5 steps within the range in 2,4.5,7,9.5 and
12 W/mK. Even though the range is significantly larger in comparison with the through-thickness
conductivity k¢, the influence k; is relatively small as can be seen in The blind frequency
is not significantly influenced, however the peak phase difference is clearly influenced by the lateral
thermal conductivity. At 0.7 mm depth the difference in results is small, with increasing depth the
influence increases as more heat travels in lateral direction.
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Figure 5.8: The phase difference as a function of the frequency for 25.4 mm teflon coated glass inserts
with varying lateral thermal conductivity k.

Both the specific heat capacity ¢, and the mass density p are varied in 3 steps. The results of these
simulations are shown in[Figure 5.9} Increasing either c, or p results in the same trends, the peak phase
difference increases while the phase transition-, peak- and blind frequency decrease. The magnitude
of the variation of the thermography results is proportional with the range of the values for both
properties. Since p has a wider range, this property results in a larger variation of the thermography
results.
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Figure 5.9: The phase difference as a function of the frequency for 25.4 mm teflon coated glass inserts.

The material properties can be combined in the thermal diffusivity a; and «; for the two orthogonal
directions respectively. The thermal diffusivity «; is described by [Equation 5.2

k.
a; = k (52)
PCp
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The thermal diffusivity « of a material is a measure for the rate of heat transfer from hot to cold inside a
material. Since the through-thickness direction of heat travel is the most important for defect detection
with thermography, the influence of the k¢, ¢, and p on the thermography results is determined as a
function of a;. By varying the thermal properties of the material, the thermal diffusivity changes. The
thermal diffusivity for each of the parameter combinations used in the simulations of

and [5.9]is given in [Table 5.3] The combination of k;, = 0.7 W/mK, ¢, = 1,100 J/kgK and p = 1,528
kg/m® is the combination fitted to the NTP-A1 and NTP-A2 samples in

Table 5.3: The thermal diffusivity variations from the simulations.

ki [W/mK] | ¢, [J/keK] | p [kg/m3] | oz [107 m?/s]
0.3 1,100 1,528 0.179
0.5 1,100 1,528 0.298

Varying k; | 0.7 1,100 1,528 0.417 Fit (ref)
0.9 1,100 1,528 0.536
1 1,100 1,528 0.595
0.7 1,000 1,528 0.458

Varying ¢, | 0.7 1,100 1,528 0.417 Fit (ref)
0.7 1,200 1,528 0.382
0.7 1,100 1,150 0.553

Varying p | 0.7 1,100 1,528 0.417 Fit (vef)
0.7 1,100 2,250 0.283

The correlation between the four characteristic values of LT and the thermal diffusivity «; is shown
in and These figures provide a more clear overview of the trend in the data from
and Each line in [Figure 5.10| and [5.11] represents a variation in one of the three
parameters; thermal conductivity %k, thermal capacity c, and mass density p. The values for o; for
each of these variations can be found in The main trend that can be observed in
and is the increasing value of the characteristics with increasing thermal diffusivity ;. There is
however a deviation from this trend with the influence of the thermal capacity c, and the mass density
p on the peak phase difference in While ¢, and p have a negative correlation with the
thermal diffusivity « while the thermal diffusivity « has a positive correlation with the peak phase
difference. The peak phase difference is clearly not only a function of the thermal diffusivity «. An
explanation for this is given later in this section.
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Figure 5.10: The characteristics for 25.4 mm teflon coated glass inserts with varying thermal diffusivity

oy as a result of varying ki, p and ¢, (the values of o can be found in|Table 5.5).

It must be noted that the frequencies in [Figure 5.10b} [5.11a] and [5.11b] are based on discrete steps in
frequency as a result of the LT process being bounded to a single frequency resulting in discrete steps
in the frequencies.
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The blind frequency correlates to approximately 1.5 to more than 2 times the penetration depth u
as is discussed in [section 2.3| (see [Equation 2.21). Since the penetration depth is a function of «a,
there is a relation between the blind frequency f;, and the thermal diffusivity «. This relation and the
results from the simulation can be seen in The limited difference in thermal properties
of the defect material and the CFRP material results in the deviation of the theoretical value at low
thermal diffusivity values as this is similar to the diffusivity of the teflon coated glass (= 0.182 - 1076
m?/K) resulting in an undetectable defect. The influence of the defect properties is described later in

lsection 0.9l
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Figure 5.11: The characteristics for 25.4 mm teflon coated glass inserts with varying thermal diffusivity

oy as a result of varying ki, p and ¢, (the values of oy can be found in|Table 5.5).

The opposite trend of the peak phase difference with respect to increasing k; and c, and p in Eig—
suggests that it might be related to the thermal effusivity e which is described by E;guation 5.3
as is discussed in [section 2.2

e =+/kpec, (5.3)

The effusivity of the material and the effusivity of the defect determine the reflection of the thermal
waves. The percentage of thermal waves reflecting while travelling from material 1 to material 2 is

described by as is discussed in [section 2.

e1—es  Nkipicpr — \/kapacy
erter  \kipicp + \/kapacpe
The relation between the peak phase difference and the effusivity e and the reflection R can be seen

in [Figure 5.12al and [5.12b| respectively. The important difference between the effusivity e of the CFRP
material and the reflection coefficient R is the dependence on the defect material properties of the latter.

Ry (5.4)

The combination of all four material parameters leads to the boundaries of the spread in the ther-
mography results for a certain type of defect. Since in NDT scenarios the exact material parameters
are often not known, it must be determined in what range a defect can be characterized with the
characteristics of a series of LT measurements without the exact CFRP material properties. Since two
different trends are observed in the behaviour of the characteristics with varying material properties,
two different sets of boundary CFRP material properties can be determined.

The first set of boundaries is based on the peak phase difference. The peak phase difference is the
main result obtained from lock-in thermography as it determines the detectability of a defect. The
maximum phase difference is obtained with the lowest k; and the highest k¢, p and ¢,. The minimum
phase difference is obtained with the opposite properties. These parameter sets are shown in
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The second set of boundaries is based on the window of frequencies with which the defect can be
detected. This window is determined by the blind frequency. The lowest blind frequency and thus
the smallest detection window is obtained with the lowest thermal conductivities k; and k; and the
highest p and c,. The highest blind frequency is obtained with the opposite of these properties. These

parameter sets can be found in
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Figure 5.12: The peak phase difference for 25.4 mm teflon coated glass inserts varying k¢, cp, and p.

Table 5.4: The parameters resulting in minimum and mazimum detectability of a teflon coated glass
insert.

Parameter ky ki p Cp
Unit [W/mK] | [W/mK] | [J/kgK] | [kg/m?]
Min. detectability 0.3 12 1,150 1,000
Fitted parameters

(NTP-A1 and NTP-A2 panels) 0.7 7 1,528 1,100
Max. detectability 1 2 2,250 1,200

Table 5.5: The parameters resulting in the narrowest and widest detection window of a teflon coated
glass insert.

Parameter ks ki p Cp
Unit [W/mK] | [W/mK] | [J/kgK] | [kg/m?]
Narrow window 0.3 2 2,250 1,200
Fitted parameters

(NTP-A1 and NTP-A2 panels) 0.7 7 1,528 1,100
Wide window 1 12 1,150 1,000

Simulations are performed with the range from resulting in maximum and minimum phase
difference. By evaluating the maximum absolute phase difference for each combination of the 3 differ-
ent defect sizes and 4 depths, the data in is obtained. It can clearly be seen that there is a
correlation between increasing defect depth and the decreasing phase difference. The phase difference
however is also heavily influenced by the material properties, the phase difference for a teflon coated
glass insert located at 0.7 mm depth varies between 0 and 2.46 degree depending on the material prop-
erties. The difference between the phase difference with properties leading to maximum detectability
and the nominal properties (that are fitted to the NTP samples) is approximately a factor 2 to 3
depending on the defect size and depth. This dependence on the material properties can be seen in
in which the maximum phase difference is plotted against the reflection coefficient R from

quation 5.4
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Since all simulations are performed with the same defect, the only variation is in the material properties
of the CFRP. The lower value of R corresponds to the minimum detectability properties in
while the highest value of R corresponds to the maximum detectability properties in the table. It is
clear that no decisive conclusion about the defect can be drawn solely based on the maximum absolute
phase difference without knowledge on the exact CFRP material properties of the object.
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Figure 5.13: Peak phase difference with different teflon coated glass defect sizes, depths and CFRP

properties from|Table 5.4,

By performing simulations with the properties resulting in the narrowest and the widest detection
windows (as is defined in in , the minimum and maximum blind frequency f, for a glass
coated teflon insert of 0.075 mm can be determined. The results of these simulations is shown in
The evaluation of [Equation 2.21] with C' is 1.5, 2, 2.1 and 2.2 in combination with the
minimum and maximum «; respectively is added to[Figure 5.14al The simulation results clearly follow
a similar trend as a function of the defect depth. A depth range can be obtained from this figure for a
certain blind frequency f,. The blind frequency is linearly dependent on the thermal diffusivity of the
CFRP material as can be seen in The highest thermal diffusivity o corresponds to the
wide detection window properties in
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Figure 5.14: The blind frequency with different teflon coated glass defect depths and the CFRP properties

from [Table 5.4
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Both the peak frequency and the phase transition frequency show a similar trend as the blind fre-
quency with respect to the defect depth d and the thermal diffusivity «;. These results are shown in
[Figure 5.15] and [5.16] for the peak frequency and the phase transition frequency respectively. Since
these frequencies are smaller than the blind frequency, accurate determination of these frequencies is
more time consuming since multiple measurements at different frequencies are required. To limit the
computational effort, the simulations are done with a frequency of 0.5, 0.4, 0.3, 0.2, 0.15, 0.1, 0.075,
0.05, 0.025, 0.01 and 0.005 Hz. Additional frequencies are applied in order to determine the outliers.
After these simulations the characteristic frequencies are approximately known. This results in the

discrete character of [Figure 5.15| and [5.16]
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Figure 5.15: The peak frequency with different teflon coated glass defect depths and the CFRP properties

from [Tl 7.3

The phase transition frequency is very time consuming to determine since it is the lowest characteristic
frequency. Measurements at low frequencies by nature require longer measurement durations. Since
accurate determination of the phase transition frequency requires multiple measurements at very low
frequencies, this frequency is harder to use as a characteristic value. The peak frequency and the blind
frequency are easier to determine since these frequencies are significantly higher making it far less time
consuming to perform multiple measurements with frequencies around these characteristics.
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Figure 5.16: The phase transition frequency with different teflon coated glass defect depths and the
CFRP properties from .

Concluding, the material properties have a significant influence on the thermography results. Resulting
in a phase difference between zero (undetectable defect) and a maximum value for a teflon coated glass
insert. To determine the possibility of differentiating different types of defects with the thermography
results, the influence of different types of defects is determined next.
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5.5 Effect of the defect parameters

A defect in a composite panel has four parameters that can influence the thermography results. The
depth with respect to the front surface, the lateral size, the material of the defect and the thickness of
the defect. The simulations are based on the Teflon coated glass insert in the NTP-A1 and NTP-A2
samples. These defects are located at 0.7, 1.4, 2.0, 3.4 and 4.7 mm depth and have a lateral size of
17, 0.5” and 0.25” (25.4 mm, 12.7 mm and 6.35 mm respectively). Firstly, the influence of the depth
and lateral size is shown. After which the influence of the defect material is shown with simulation
results for two different types of defects. The first defect type is a kapton tape insert representing a
tape accidentally left behind between plies in the production. The second type is a thin air gap to
simulate a gas pocket formed in the production process or a delamination originated during in-service
life. Lastly, the thickness of the defect is varied to determine the influence of this parameter.

The depth of a defect has been varied in the simulations used to determine the influence of material
properties. These results can be found in [Figure 5.13al [5.14a) |5.15a] and |5.16a] for the peak phase
difference, the blind frequency, the peak frequency and the phase transition frequency respectively. All
four characteristics of the frequency domain analysis decrease with increasing defect depth, however
the spread in the material properties is so large that no decisive conclusion can be drawn on the defect
depth after a measurement without detailed knowledge on the material properties of the object. Only
a maximum defect depth can be retrieved when the defect is known to be a teflon coated glass insert
of 25.4mm diameter and a thickness of 75 pm.

The lateral size of defects influences the thermography results as becomes clear from the experimental
results in and [£.2used for the simulation validation. More defects of different lateral sizes and
at different depths have been evaluated using numerical simulations. The results of these simulations
are shown in [Figure 5.17] The lateral size of defects influences mainly the maximum phase difference.
An increasing lateral size results in an increase of maximum absolute phase difference and a decrease
in peak frequency, blind frequency and phase transition frequency as can be seen in
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Figure 5.17: The phase difference as a function of the frequency for different defect sizes at different
depths.

The lateral size of defects can be determined to correct for the influence on the results. The lateral
size of defects can be determined by manually selecting the boundaries. The boundaries are however
not always very clear since the lateral heat conductivity k; reduces the contrast at the defect edges.
The effect of this can best be seen in where the phase difference of the middle and the
edge of a defect are shown.
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Figure 5.18: The influence of the lateral size of a teflon coated glass insert on the characteristics.

An alternative method for determining the lateral size of defects from thermography images is shifting
the phase image several pixels and determining the gradient as is suggested by Choi et al. [40]. The
results obtained by shifting the image 5 pixels horizontally and substracting it from the original image
is shown in[Figure 5.19a] The peaks in gradient in [Figure 5.19b] are located at the edges of the defects.

An identical operation is performed vertically for the teflon coated glass inserts.
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Figure 5.19: Horizontal image shift of phase image with a frequency of 0.005 Hz.
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The obtained size in pixels is shown in To determine the actual size of the defects, the
size of the pixels needs to be determined. Since the samples are flat, this can be done by assuming
there is no lens distortion and the IR camera is arranged perpendicular to the object surface. During
the measurement, the IR camera was placed at a distance of approximately 2,250 mm from the test
surface. The field of view of the IR camera is 20.16 degree horizontally. At a distance of 2,250 mm, this
results in a pixel size of approximately 1.341 mm. The resulting estimated size of the defects is shown
in It is clear that the lateral defect size of defects at 0.7 mm depth can be determined with
an error smaller than the pixel size. More accurate measurements can be obtained by decreasing the
effective pixel size by decreasing the distance between the camera and the test object. However, this
narrows the effective field of view, significantly reducing the inspection speed of large surface areas.

Table 5.6: Size of the defects in pizels and millimeters.

Diameter [mm] | Hor. size | Vert. size | Average | Measured size [mm] | Error [mm] | Error [%]
254 19 20 19.5 26.15 0.75 2.95
12.7 9 9 9 12.07 0.63 4.96
6.35 4 ) 4.5 6.04 0.31 4.88

The material of a defect that can be expected in a component depends on the life stage of the compo-
nent. A defect emerged during the production process can consist of spurious material inclusions such
as foils and tapes while this is impossible to happen during the in-service life of a CFRP component.
These tapes can be for example the teflon coated glass inserts as used in the previous simulations and
NTP samples. Another type of foil/tape used in the production environment of CFRP materials is
kapton. Kapton has significantly different properties in comparison with Teflon coated glass as can
be seen in The thermal diffusivity « is 7.75e-8 m? /s and the thermal effusivity e is 430.97
J/m?Ks'/? in comparison with 1.18e-7 m?/s and 756.31 J/m?Ks'/? respectively for teflon coated glass.
A delamination can occur both during production and in-service. This type of defect contains an air
or gas pocket. The thermal properties of air vary significantly from foils or tapes such as kapton and
teflon. The thermal diffusivity a of a thin air gap is 5.81e-5 m?/s and the thermal effusivity e is 9.19
J /mQKsl/ 2. Since the thermal properties of a thin air gap differ the most from the CFRP properties,
this type of defect likely results in the best detectability. In order to detect a delamination, there has
to be a gap between the two layers of the delamination. If the two layers are touching, the thermal
conductivity differs far less from the CFRP and the detectability is drastically reduced.

Unfortunately no calibrated sample with real delaminations is available, therefore simulations are
conducted. Identical parameters for the CFRP are used in simulations while the teflon insert is replaced
by a kapton layer and an air layer respectively with a thickness of 0.075 mm. This thickness is equal
to the thickness of the teflon coated glass used in the NTP samples and the previous simulations. The
results of the simulations with kapton and air can be seen in It is important to note that
the plots have different scales on the vertical axis.

1% 4
i U f
0 i - —x 2
i
l!'
—aH — ol ety e
g g W e
= R = T et o
@ \ @ \ -
2 -2 | i 2 -2k ,/f);'
[ | [ L
(] \ o i -
E Ll \ —+—0.7mm max E L LU i ——0.7mm max
it \ ; ———0.7mm nom o 1) — %—0.7mmnom
8 t < 0.7mm min s Y 0.7mm min
o, / —+—1.4mm max & -s-L"u'- ——1.4mm max
\ / 1.4mm nom | '\ 1.4mm nom
L / 1.4mm min | S 1.4mm min
5 | ——2.0mm max ol | ——2.0mm max
\ / —+—2.0mm nom A X ) ———2.0mm nom
(e ———2.0mm min \ o/ ———2.0mm min
& 0 L ‘ ‘ ‘ L I I |
0 01 02 03 04 05 06 07 08 09 0 01 02 03 04 05 06 07 08 09

Frequency [Hz]

(a) 25.4 mm kapton tape of 0.075 mm thick-
ness.

Frequency [Hz]

(b) 25.4 mm delamination of 0.075 mm thick-
ness filled with air.

Figure 5.20: The phase difference as a function of the frequency for different defect types and depths

and the material properties from|Table 5.4}
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It is clear that the defect material has a significant influence on the peak phase difference. However,
this is not the only significant influence. The influence of the defect material, the CFRP material
and the defect depth on the peak phase difference is shown in The influence of both
materials is processed in the reflection coefficient R. The three different defect materials are marked
with coloured squares. The R for an air layer inside the material is significantly larger than teflon and
kapton since the emissivity value for this type of defect is very low. This figure also includes defects
at different depths with the marked areas bounded by the results with the minimum and maximum
detectability properties from according to the colors in the legend. The data points with an
equal defect depth are connected with linear interpolation to obtain the bounded areas for defects at
0.7, 1.4, 2.0 and 3.4 mm depth.
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Figure 5.21: The influence of the reflection coefficient R (and thus of the defect material and CFRP
material) and the defect depth d on the peak phase difference. The three coloured squares indicate the
results regions for different defect materials and the four highlighted areas indicate the result regions
for different defect depths.

The influence of the defect material on the frequency characteristics is not as large as influence on the
peak phase difference, however it is still large enough to be significant to the thermography results.
Since the peak frequency and the phase transition frequency have similar trend as the blind frequency
and the blind frequency is more easily determined, the peak frequency and the phase transition fre-
quency plots are omitted here. The blind frequency is plotted against the defect depth in
for the three different materials. The theoretical blind frequency (see has also been
added to this plot.

The combined effect of the defect depth, the defect material and the CFRP material properties in
does not result in a decisive conclusion on the defect properties due to the wide spread
of thermography results. This spread is a result of the spread in CFRP material properties. A depth
range can however directly be obtained from the blind frequency using Higher blind
frequencies result in a more confined depth window. For example, a blind frequency of 1 Hz results in
a defect depth between 0.28 mm and 1.24 mm. With this knowledge, only the red and blue marked
sections (for 0.7 and 1.4 mm depth respectively) are of interest in A phase difference value
of for example 4 degrees, limits the reflection coefficient to approximately 0.39 or larger. Combining
this knowledge leads to a defect that is located between 0.28 and 1.24 mm deep and has material
properties similar to either kapton or air.
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Figure 5.22: The blind frequency f, as a function of depth for the 5 scenarios from|Table 5. and
for three different 25.4 mm defect materials (teflon, kapton and air) of 0.075 mm thickness. Combined
with the theoretical (empirically determined) minimum and mazimum.

A more confined conclusion can be drawn by combining the peak phase difference and the blind
frequency results, this combination is shown in [Figure 5.23] The coloured areas in this plot are
obtained by connecting the minimum and maximum detectability and the minimum and maximum
window simulation results for each defect material. The previously used example of a defect with a
phase difference of 4 deg and a blind frequency op 1 Hz is highlighted in this figure. This defect would
be a kapton tape. Combined with the depth location knowledge from the approximate
depth (between 0.28 and 1.24 mm) and the defect material (kapton) can be determined. The higher
the phase difference and the blind frequency, the more decisive a conclusion on the defect properties
can be since the regions of the different defect materials overlap for lower blind frequencies and peak
phase differences.
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Figure 5.23: The peak phase difference as a function of the blind frequency fy for the 5 scenarios from

Table 5.4 and for three different 25.4 mm defect materials (teflon, kapton and air) of 0.075 mm
thickness at different depths (0.7 - 3.4 mm,).
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The data in [Figure 5.21] [5.22] and [5.23] are based on simulations with a defect thickness of 75 pm and
a lateral size of 25.4 mm and a PU coating of 30 pm thick. It is known that the lateral size and the
coating have an influence on the thermography results. However both the lateral size and the coating
thickness can be determined and the influence of these factors can thus be corrected with respect to

the results in

To determine the influence of thicker and thinner defects, simulations have been performed with a
thickness of 37.5 pm and 150 pm. This is half and double the defect thickness used in the previous
simulations. The results of the thinner, normal (75 pm) and thicker defect is shown in for
a teflon coated glass insert and a delamination filled with air. It is important to note that the plots
have different scales on the vertical axis.
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Figure 5.24: Lock-in thermography simulation results with different defect thickness (thin = 37.5 um,
nom = 75 ym and thick = 150 ym).

It can be concluded that the effect of the defect thickness is very important. In a production environ-
ment, only certain types of foils and tapes are used. The thickness of these foils is always known. If
for example teflon foil with a thickness of 50 pm and kapton foil with a thickness of 25 pm are used
in a production environment, calibration panels and measurements can be made. This is however an
expensive process. With prior knowledge of the materials that can potentially be included in a lam-
inate, an alternative method is to perform simulations and create a production environment specific
version of the peak phase difference versus blind frequency plot . In a production envi-
ronment, measurements of the thermal diffusivity might also be possible since the sample is accessible
from both sides which is most often not possible in a MRO environment. Using through transmission
measurement, the thermal diffusivity can be determined . With the combination of knowledge on
the thermal conductance of the CFRP material and the thermography results, the plot in
can be created with much narrower regions for each type of defect resulting in more decisive defect
characterisation.

In MRO one is not interested in finding tapes or foils inside the laminate as these foreign material in-
clusions originate during manufacturing and are detected in the production inspection. The thickness
of an air filled delamination influences the thermography results significantly. The blind frequency is
however only marginally influenced for an air filled delamination. For application in a MRO environ-

ment, the blind frequency versus peak phase difference plot (Figure 5.23) can be made for different
delamination (air gap) thicknesses.
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5.6 Summary

In this chapter four characteristics are identified in the phase difference data obtained with frequency
domain analysis thermography; peak phase difference, peak phase frequency, blind frequency and the
phase transition frequency. The value of these characteristics is based on the difference between the
phase of a defect and a non defect region. The experiments on the NTP samples showed the limited ca-
pability of frequency domain analysis thermography to detect deeper located defects. This is confirmed
in the numerical simulations to be a result of the limited difference in thermal properties of the defect
(teflon coated glass) and the CFRP. The influence of all factors and their parameters from
on the four characteristics is determined by varying the parameters OFAT using numerical simulations.

The factors can be split in two categories, the first consists of the factors that can be influenced by
the operator; the lamps and the camera. Although these factors are found to limit the detectability of
deeper defects and defects with similar thermal properties to the CFRP material such as teflon coated
glass, these factors do no influence the magnitude of the characteristics.

The second category consists of the factors that can not be influenced by the operator; the surface,
the material and the defect. These factors have a significant influence on the four characteristics.
The surface influences the SNR of the experiments as it influences the heat deposition. The coating
thickness does influence the characteristics. The coating thickness can however be determined and
corrected for. The CFRP material thermal properties can vary largely depending on the manufactur-
ing process and the constituents. The largest spread in the results is caused by the spread in CFRP
material properties, therefore more knowledge on the CFRP material properties of the sample results
in an increased ability to perform defect characterisation.

Three defect materials have been simulated; teflon coated glass, kapton tape and an air filled delami-
nation. In combination with the outer values of the CFRP material parameters, a window of possible
thermography results for a selection of defects is obtained. This results in the ability to make a partly
decisive conclusion on the defect type based on the peak phase difference and the blind frequency
without detailed knowledge on the properties of the test object material. The defect thickness however
plays an important role on this ability. In a production environment the thickness of all tapes and
foils are known, making defect characterisation with frequency domain analysis possible. In MRO,
the thickness of a defect (delamination) can vary. However with varying air gap thickness, the blind
frequency only changes marginally. This makes the combination of the blind frequency and the peak
value suitable for determining a range of defect depth and defect thickness in a MRO environment.

5.7 Conclusion

The decisiveness of the frequency domain analysis thermography results on the defect properties is
promising. In a production environment the thickness and thermal properties of all tapes and foils
that can potentially be included in the composite are known. With this knowledge, the material of the
defect can be determined from the blind frequency and the peak phase difference. The approximate
depth can be determined with the blind frequency characteristic, resulting in a depth range. This
range can be narrowed if the CFRP material properties are known. The lateral size of a defect can
be evaluated from the phase image. This results in a decisive characterisation of most defects with
the results from frequency domain analysis thermography measurements in a production environment.
Deeper located defects or defects with material properties similar to the CFRP may result in indecisive
conclusions on the defect properties.

In a MRO environment the thickness of a defect (air filled delamination) can vary. With varying air
gap thickness, the blind frequency only changes marginally. This makes it possible to determine a
defect depth range from this characteristic. The lateral size of air filled defects can be evaluated from
the phase image, similar to a production environment. This makes frequency domain analysis thermog-
raphy suited for defect characterisation in a MRO environment. In both environments (production
and MRO), the main source of the indecisiveness on defect characters is the spread in the CFRP
material properties. Therefore more knowledge on these properties would result in a more decisive
characterisation.
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Chapter 6: Pulse compression analysis

In this chapter the pulse compression analysis thermography results are presented. The theory on
pulse compression analysis thermography can be found in Firstly, an example of
pulse compression using CC with a linear chirp signal is shown to introduce the characteristic results
of a pulse compression analysis. Next to a linear chirp signal, other signals can be used for pulse com-
pression as is discussed in The results of the different signals are discussed secondly
after which an analysis of the sensitivity to the factors and their parameters discussed in and
the discovered correlations between defect characteristics and the thermography results are presented.
Section concludes on the characterisation capabilities of pulse compression analysis thermography.

The CC of a linear chirp signal can be seen in Two main characteristics can be obtained
from the cross correlation signal. The first is the peak correlation value of the main peak and second is
the delay time 7 at which the main peak occurs. The difference in peak value and delay time between
a defect and a non defect region are the characteristic values for a defect. The peak value requires

normalisation as discussed in [section 3.4l An example of this normalisation can be seen in [Figure 6.1b
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Figure 6.1: Cross correlation of the reference signal and the temperature profile of a pizel in an un-
damaged region of the NTP-A2 panel subjected to heat with a chirp signal of 1-0.01Hz (in 250s).

The third characteristic that can be obtained from CC is the CC phase as discussed in In
the remainder of this chapter, the difference in normalised peak value, peak delay time and CC phase
between defect and non defect regions will be referred to as just the peak value, the peak delay time
and the CC phase to improve readability. The three characteristics are listed below:

e Peak value, the peak value of the normalised correlation function (1 in [Figure 6.1b)).

e Peak delay time, the delay time at which the peak correlation value is obtained (2 in

jure 6.1D).
e CC phase, the CC divided by the CC with the quadrature of the reference signal.

Experiments are used to determine the influence of the different signals firstly while numerical simu-
lations are performed to determine the sensitivity of the three cross correlation characteristics to the
influencing factors and their parameters in
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6.1 Effect of the heat signal

The results are dependent on the signal that is used for the heat deposition. Different signals can be
used for pulse compression as is discussed in Experiments have been performed with
a linear chirp signal, quadratic chirp signal and a barker code signal. The experiments are limited by
the sampling frequency of the camera at 100 Hz resulting in a sampling time of 0.01 s. Resampling
has been performed on the experiment data to obtain a sufficiently small time resolution.

In a linear chirp signal, the signal length, the starting- and the end frequency can be changed. Exper-
iments are performed with different signal lengths and frequency ranges. The resulting values can be
found in[Table 6.1] In a quadratic chirp signal, the same parameters can be changed. Experiments are
performed with different signal lengths and frequency ranges. The resulting values can be found in
The SNR obtained with both the linear chirp and the quadratic chirp signal for the CC phase
and peak value are much larger than the SNR obtained for the phase difference with LT (see.

Table 6.1: Results for the Ts1 defect (25.4 mm at 0.7 mm depth) of the NTP-A2 panel with linear
chirp signals.

fo [fi | T |B | CCuorm | CCrorm SNR | 7 7SNR | CC, | CC, SNR
[Hz] | [He] | [s] | ] | [ [ [} ] ] ]
02 | 01 |100[0.I | -0.0004 | 157 0.0025 | 1.31 -0.7373 | 2.66
150 [ 0.1 | -0.0005 | 1.99 0.0028 | .19 -0.8700 | 3.42
150 | 0.45 | -0.0105 | 4.63 0.0060 | 1.02 -0.9725 | 3.32
0.5 | 0.05 [ 200 [ 0.45 | -0.0106 | 5.20 0.0061 | 1.15 -1.0357 | 3.78
250 | 0.45 | -0.0105 | 4.81 0.0060 | 1.95 -1.0652 | 3.38
1 | 0.01 | 250 | 0.99 | -0.0232 | 3.98 0.0015 | 1.02 -0.5802 | 3.17

Table 6.2: Results for the Ts 1 defect (25.4 mm at 0.7 mm depth) of the NTP-A2 panel with quadratic
chirp signals.

fo |fi | T |B | CCuom | CCoorm SNR | 7 7SNR | CC, | CC, SNR
(Hz] | Hz] [ [s] | [] | [ [ [ [ ] [
02 |01 | 10001 [-0.0023 |323 0.0206 | 3.63 -1.5068 | 3.68
150 [ 0.1 | -0.0019 | 3.63 0.0223 | 4.09 -1.6282 | 4.11
150 | 0.45 | -0.0027 | 2.89 0.0051 | 1.52 -0.6246 | 1.59
0.5 | 0.05 [200 | 0.45 | -0.0022 | 2.48 0.0054 | 1.65 -0.7681 | 2.11
250 | 0.45 | -0.0022 | 2.53 0.0052 | 1.64 -0.8989 | 2.31
1 [0.01]250 |0.99-0.0080 |2.74 0.0004 | 0.16 -0.2308 | 0.83

The last two signals applied in thermography in combination with pulse compression analysis are the
digital chirp signal and the barker signal. The halogen lamps in the experimental set-up however proved
to be not very suitable for these type of binary signals. Since the pulses with a barker coded signal are
relatively long, this works better with halogen lamps than the digital chirp signal. Experiments have
been performed with a 7-bit Barker code signal length of 100, 150, 200 s. The resulting values can be

found in [Table 6.3

Table 6.3: Results for the Ts1 defect (25.4 mm at 0.7 mm depth) of the NTP-A2 panel with 7-bit
Barker code signals.

T | CCrorm | CCromm SNR. | 7 7 SNR | CC, | CC, SNR
[s] | [ -] [-] [-] -] [-]
100 | 0.0052 0.94 -0.0772 | 0.18 0.424 | 1.26
150 | 0.0050 1.10 -0.1166 | 0.86 0.524 | 1.93
200 | 0.0019 1.12 -0.2496 | 0.42 0.837 | 1.23
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From and [6.3] it can be concluded that a linear chirp signal results in the highest SNR,
on the NTP samples. From the linear chirp signals tested, the signal with a frequency range from 1
to 0.01 Hz has been selected for the sensitivity analysis of the other parameters from since
this frequency range is wide enough to cover the frequencies required on the samples in the frequency

domain analysis as is discussed in [chapter

The peak value without normalisation and the three CC characteristics images from experimental
results on the NTP-A2 panel with a linear chirp signal of 250 s from 1 to 0.01 Hz are shown in

igure 6.2l The experimental results of the linear chirp signal of 250 s from 0.5 to 0.05 Hz, the
quadratic chirp signal of 250 s from 0.5 to 0.05 Hz, the quadratic chirp signal of 250 s from 1 to 0.01
Hz and the Barker code signal with a length of 150 s can be found in

5000
4500
4000
3500
3000

2500

(a) CC peak value image [-] (b) Normalised CC peak value image [-]

40

34

(¢c) Peak delay time image [s] (d) CC phase image [deg]

Figure 6.2: Ezxperimental results of the linear chirp signal (1 - 0.01 Hz in 250 s) on the NTP-A2
sample.

The experimental results of the linear chirp (from 1 to 0.01 Hz in 250 s) are compared with the
simulation of the 25.4 mm teflon coated glass insert at 0.7 mm depth. The results of the simulation

and the experiment are very similar as can be seen in

Table 6.4: Comparison of experiment and simulation of the 25.4 mm Teflon coated glass insert at 0.7
mm in the NTP-A2 sample.

Peak value [-] | Peak delay time [s] | CC phase [deg]
Experiment | -0.0232 0.0015 -0.5802
Simulation | -0.0228 0.0014 -0.5742
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6.2 Effect of the lamp parameters

In the simulations, the difference in heat flux resulting from different lamp parameters does not in-
fluence the results. The non-normalized peak value increases with increasing heat deposition as the
magnitude of the AC component of the perceived signal increases resulting in a higher correlation
value. The normalized peak value, the peak delay time and the correlation phase differences are not
influenced by the heat flux. The SNR however does increase with increasing lamp power as can be
seen in It can be concluded that a higher heat flux results in a higher SNR but does not
influence the relevant thermography results.

Table 6.5: Results for the Ts1 defect (25.4 mm at 0.7 mm depth) of the NTP-A2 panel with a chirp
signal from 0.5 - 0.05 Hz in 150 s for varying lamp powers.

Lamps power | CC, o | CChorm SNR | 7 7 SNR | CC, CC, SNR
[%] [ [ [ [ [] [

50 -0.0101 3.22 0.0066 | 0.97 -0.9580 | 2.03

75 -0.0105 4.63 0.0060 | 1.02 -0.9725 | 3.32

100 -0.0105 4.76 0.0066 | 1.35 -0.9453 | 3.37

6.3 Effect of the camera parameters

In the experiments, only the teflon coated glass inserts at 0.7 mm depth are detectable. Since the
camera is not calibrated for the temperature range used in thermography, no absolute temperature
measurements can be performed. However the thermal resolution of the camera is < 20 mK. The
temperature difference between defect and non defect regions is determined for the teflon coated glass
inserts using numerical simulations. The results of these simulations can be found in[Table 6.6f With a
maximum temperature difference of 20.6 mK, the temperature signal of the area above a teflon coated
glass insert at 1.4 mm is barely to non distinguishable from the temperature signal of a non defect
region.

Table 6.6: The mean and mazimum temperature difference for a 25.4 mm teflon coated glass insert
with a chirp signal from 0.5 - 0.05 Hz in 150 s.

Diameter [mm] | Depth [mm| | dT mean [mK] | dT max. [mK]
25.4 0.7 26.5 38.3
25.4 14 16.1 20.6
25.4 2.0 9.6 11.7

6.4 Effect of the surface parameters

Two different coating thicknesses are considered. The first coating thickness is 30 pnm PU coating
which is the thickness of the coating on the NTP-A1 and NTP-A2 panels and is representative for
military composite applications. The second coating thickness is 115 pm which is representative for
civil aircrafts |79]. The coating layers have been simulated for a 25.4 mm teflon coated glass insert
at 0.7 and 1.4 mm deep. The results of these simulations can be found in It is clear that
increasing coating thickness results in a decrease of the three characteristics. The coating thickness
can however be measured and corrected for. The surface roughness and colour also influence the heat
absorbed and emitted by the object through radiation, this influences heat flux of which the influence
on the characteristics is covered in [section 6.2

Table 6.7: The CC characteristics with different coating thickness for a 25.4 mm teflon coated glass
insert.

Diameter | Depth | Coating Norm. peak | Time delay | CC phase
[mm] [mm] thickness [pm] | [-] [s] [deg]
25.4 0.7 30 -0.0228 0.0014 -0.5742
25.4 0.7 115 -0.0165 0.0010 -0.5038
25.4 1.4 30 -0.0034 0.0000 -0.1715
25.4 1.4 115 -0.0020 0.0000 -0.1508
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6.5 Effect of the material parameters

The influence of the four material parameters; ki, k¢, ¢, and p is determined using the OFAT approach.
The trends are used to determine the combinations of material parameters resulting in boundaries of
the thermography results. This approach is similar to the approach taken for determining the material
influence on the frequency domain analysis thermography results in The plots that show
the trends in the influence of the material parameters on the pulse compression thermography results

can be found in

The lateral thermal conductivity k; is considered separately from the through thickness conductivity
k¢, the mass density p and the thermal capacity c, of the CFRP material since the influence of &; on the
thermography results is relatively small. The peak delay time 7 is not influenced beyond the sampling
frequency. It can be concluded that the influence of k; on the thermography results is relatively small
(see [Figure E.1|in [appendix EJ).

The out-of-plane thermal conductivity k;, the thermal capacity c, and the mass density p can be
combined in the thermal diffusivity «; and the reflection coefficient R. The plots of the three charac-
teristics against the thermal diffusivity a; and the reflection coefficient R can be found in fappendix E}
From these plots a set of parameters that result in minimum and maximum results can be obtained.
The peak value and the CC phase both increase with increasing reflection coefficient R while the peak
time delay increases with increasing thermal diffusivity a;. The maximum reflection coefficient R is
achieved with a maximum &, p and c,. The maximum thermal diffusivity o is achieved with a maxi-
mum k; and a minimum p and ¢, . Although the influence of the lateral thermal conductivity is small,
it is taken into account in the boundary material parameters. This results in the combinations of
material parameters shown in and[6.9] These parameters are equal to the boundary material
parameters obtained for the frequency domain analysis in with the exception of the k; for
the minimum and maximum delay time. Since the influence of k; is negligible on the delay time, this
parameter is set equal to the fitted parameters at 7 W/mK. These parameters are used in numerical
simulations to obtain the boundaries of the pulse compression analysis thermography results for a
teflon coated glass insert of 25.4 mm.

Table 6.8: The parameters resulting in minimum and mazimum peak value and CC phase for a teflon
coated glass insert.

Parameter ky ki P c

P
Unit [W/mK] | [W/mK] | [J/kgK] | [kg/m?]
Minimum detectability 0.3 12 1,150 1,000
Fitted parameters

(NTP-A1 and NTP-A2 panels) 0.7 7 1,528 1,100
Maximum detectability 1 2 2,250 1,200

Table 6.9: The parameters resulting in the smallest and largest peak delay time for a teflon coated glass
insert.

Parameter ky ki p Cp
Unit [W/mK] | [W/mK] | [J/kgK] | [kg/m?]
Small delay 0.3 7 2,250 1,200
Fitted parameters

(NTP-A1 and NTP-A2 panels) 0.7 7 1,528 1,100
Large delay 1 7 1,150 1,000

The simulations with the material properties in [Table 6.8 and [6.9 result in the minimum and maximum
values of the CC characteristics for a 25.4mm teflon coated glass insert of 75 pm thickness. The three
characteristics are plotted as a function of the defect depth in Although the minimum
material properties result in very small positive values for the peak value and the CC phase, in this
figure these values are set to zero since these results have a very small temperature difference (< 5
mK) between the defect and a non defect region. In reality this would result in undetectable defects.
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The range of the characteristics resulting from the range in CFRP material properties is quite large.
If it is known that there is a teflon coated glass insert of 75 pym and 25.4 mm diameter inside the
material, the data in can only be used to obtain a depth range of the defect. To determine
the possibility of differentiating different types of defects with the thermography results, the influence

of different types of defects is determined in
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Figure 6.3: The CC characteristics as a function of the defect depth for a 25.4 mm teflon coated glass

insert with the CFRP material properties from and
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6.6 Effect of the defect parameters

The previous part of this chapter showed the influence of all the parameters not related to the defect
on the thermography results. A window of thermography results has been determined for a 25.4 mm
teflon coated glass insert at different depths. Besides all the influences treated in this chapter, the
defect in a CFRP panel has four parameters that influence the thermography results. The depth with
respect to the front surface, the lateral size, the material of the defect and the thickness of the defect.
The influence of the depth and the lateral size is shown firstly. After that the influence of the defect
material is shown by simulation of two other types of defects. The first defect is a kapton tape insert
representing a tape accidentally left behind between plies in the production. The second is a thin air
gap to simulate a gas pocket formed during production or a delamination originated during in-service
life. Lastly the thickness of the defect is varied to determine the influence of this parameter on the
thermography results.

The defect depth has a decreasing influence on all three characteristics as can be seen in
and This is due to the highly dissipative behaviour of the heat flow. This makes it possible to
determine a maximum depth of a defect with the thermography values obtained with a measurement.

The lateral size of a defect is of importance since the lateral heat flow reduces the difference between a
defect and a non defect region. Simulations have been performed for 25.4, 12.7 and 6.35 mm diameter
defects. The results of these simulations can be found in[Table 6.10} A laterally larger defect decreases
the impact of the lateral heat flow on the contrast of the defect area with respect to the non defect
areas around it, resulting in larger differences as can be seen in the table. The lateral size of a defect
can be evaluated from the thermography result image. This can be done from either the peak value
image, the peak delay time image or the CC phase image. The experimental results however show
that the peak value image has the highest SNR and thus the best identifiable defects (see

and [Table 6.1 and .

Table 6.10: The influence of the lateral size on the CC characteristics for a glass coated teflon insert
(ki =7 W/mK, ky = 0.7 W/mK, p = 1,528 kg/m* and ¢, = 1,100 J/kgK).

Diameter | Depth | CC, o | T CC,

frum)] m] | [ 5| [deg]

25.4 0.7 -0.0228 0.0014 | -0.5742
12.7 0.7 -0.0216 0.0014 | -0.5140
6.35 0.7 -0.0144 0.0012 | -0.3195
25.4 1.4 -0.0034 0.0000 | -0.1715
12.7 1.4 -0.0026 0.0000 | -0.1145
6.35 1.4 -0.0013 0.0000 | -0.0379

The defect material can have a significant impact on the thermography results since the defect detection
is based on a difference in thermal properties between the defect and the CFRP. For example a teflon
coated glass insert has very similar properties to the CFRP while a thin air gap has significantly
different properties. To determine the influence of different defect materials, three different materials
are simulated; teflon coated glass, kapton and air. The thickness of the defects has been set at 75 pm
and is varied later in this section. By performing the simulations with the boundary CFRP material
parameters from and [6.9] the outer limits of the thermography results for the 3 types of
defects can be determined. The results from these simulations can be found in Each of the
three CC characteristics has been plotted as a function of the defect depth. A clear distinction can be
made in the magnitude of the thermography results for the three different materials. However there
is a significant overlap between the results for the different defect materials, making it hard to get a
decisive conclusion on the defect properties from the thermography results.
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Figure 6.4: The simulation results showing the CC characteristics for the three different defect materials
(with a thickness of 75 uym and a diameter of 25.4 mm) and the CFRP material properties from

and[6.9 as a function of the defect depth.

The overlap and the difference between the results obtained with the different defect materials can
more clearly be seen in In this figure the areas bounded by the minimum and maximum
values are highlighted. For each of the three highlighted regions, the defects with lower values (thus in
the upper right of correspond to deeper located defects. This is the main trend that can

be observed from
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Figure 6.5: The normalised peak correlation value as a function of the CC phase with the regions
for 25.4 mm teflon coated glass, kapton and air inclusions with a thickness of 75 pym and the CFRP

material properties from and .

The information in all previous figures of this chapter is based on a defect thickness of 75 pm. In a
production environment the thickness of all foils and tapes that are used is known, making it possible
to determine areas in specific for each type of foil. In a MRO environment, the thickness
of defects is not known since a delamination can have different thickness. The influence of the defect
thickness is determined by performing simulations with defects of 37.5 and 150 pm thick with a teflon
coated glass insert and a air filled delamination. The results of these simulations can be found in
[Table 6.11] and [Table 6.12] for teflon coated glass and air respectively.
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Table 6.11: The influence of the defect thickness on the CC characteristics for a glass coated teflon
insert (stimulation with CFRP properties: k; = 7 W/mK, ky = 0.7 W/mK, ¢, = 1,100 J/kgK and p
= 1,528 kg/m?).

Table 6.12: The influence of the defect thickness on the CC' characteristics for an air filled defect
(simulation with CFRP properties: ky = 7 W/mK, ky = 0.7 W/mK, ¢, = 1,100 J/kgK and p = 1,528

Diameter | Depth | Defect thickness | CC, . | T CC,

joum)] o] | ) H | [deg]

25.4 0.7 37.5 -0.0108 0.0004 | -0.2214
25.4 0.7 75 -0.0228 0.0014 | -0.5742
25.4 0.7 150 -0.0429 0.0032 | -1.1868
25.4 1.4 37.5 -0.0009 0.0000 | -0.0289
25.4 1.4 75 -0.0034 0.0000 | -0.1715
25.4 1.4 150 -0.0066 0.0000 | -0.3758

kg/m?).
Diameter | Depth | Defect thickness | CC, . | T CC,
o] o] | ) H | [deg]
25.4 0.7 37.5 -0.0865 0.0060 | -2.1867
25.4 0.7 75 -0.1571 0.0122 | -3.9804
25.4 0.7 150 -0.2527 0.0180 | -6.4193
25.4 1.4 37.5 -0.0127 0.0000 | -0.6243
25.4 1.4 75 -0.0227 0.0006 | -1.2237
25.4 1.4 150 -0.0346 0.0000 | -2.0124

It is clear that the defect thickness has a significant influence on the characteristics. As is discussed
in and on the previous page, the thickness of foils and tapes that may be accidentally
included in a CFRP laminate during production is known. Therefore the areas in can be
corrected with the corresponding thickness for each type of foil and tape used in a certain production
environment. In a MRO environment, the defect thickness is not known making the defect thickness a
parameter that creates a range of uncertainty in the characteristics with a similar trend as the defect
depth. This results in similar thermography results for a thinner but shallower located defect and a
thicker but deeper located defect.

6.7 Summary

In this chapter three characteristics are identified in the data obtained from a pulse compression anal-
ysis thermography measurement; the peak value, the peak delay time and the CC phase. The value of
these characteristics is based on the difference in values between a defect and a non defect region. The
influence of all factors and their parameters from on the three characteristics is determined
by varying the parameters OFAT using numerical simulations.

The factors are split in two categories, the first consists of the factors that can be influenced by the
operator; the heat signal, the lamps and the camera. Different heat signals have been tested experi-
mentally. The linear chirp resulted in the highest SNR. A linear chirp signal with a frequency range
from 1 to 0.01 Hz and a duration of 250 s has been used to determine the influence of the other
parameters on the characteristics using numerical simulations. The experiments failed to detect glass
coated teflon inserts at 1.4 mm and deeper due to the limited difference in thermal properties with
respect to the CFRP material. The lamps and the camera limit the detectability of deeper defects and
defects with similar thermal properties to the CFRP material such as teflon coated glass. However the
lamps and the camera do not influence the magnitude of the characteristics.
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The second category consists of the factors that can not be influenced by the operator; the surface, the
material and the defect. These factors have a significant influence on the three characteristics. The
surface influences only the SNR but the coating thickness influences the characteristics. The coating
thickness can however be determined and corrected for.

The CFRP material thermal properties can vary largely depending on the manufacturing process and
the constituents. This spread in properties results in a large spread in the possible values of the
characteristics for a certain defect type. Different types of defect materials have been simulated in
combination with the outer ranges of the CFRP material properties.

The resulting values of the characteristics are overlapping for all three defects due to the spread in
CFRP material properties. The magnitude of the characteristics increases with an increasing differ-
ence in thermal properties between the defect and the CFRP material. The defect depth and defect
thickness however have a similar influence on the magnitude of the characteristics. Therefore making
a decisive conclusion on the defect material, depth and thickness is not possible without knowledge on
the CFRP material properties and the potential defect materials since multiple different defects can
results in the same values of the characteristics.

6.8 Conclusion

The decisiveness of the pulse compression analysis thermography results on the defect properties is
limited. In a production environment the thickness and thermal properties of all tapes and foils are
known. This does however not result in decisive characterisation of a defect in the lower regions of
the characteristics since all defect materials can have small values for the characteristics, although for
defects with properties that differ more from the CFRP material properties have to be located deeper
or be thinner in order to result in small values of the characteristics.

In a MRO environment the thickness of a defect (air filled delamination) can vary. This makes charac-
terisation of the defect using pulse compression analysis thermography in MRO not possible without
knowledge on the CFRP material properties.

In both environments (production and MRO), the main source of the indecisiveness on defect characters
is the spread in the CFRP material properties. Therefore more knowledge on these properties would
result in a more decisive characterisation.

L
UNIVERSITY et . .
OF TWENTE. ?D Dedicated to innovation in aerospace

62



Chapter 7: Conclusion

This research shows that it is possible to determine defect characters with optical thermography. There-
fore allowing optical thermography to be applied as a NDT method without the need of additional
NDT techniques for more detailed inspections.

The spread in potential CFRP material properties on the thermography results is of significant in-
fluence on the defect characterisation capabilities. This spread results in overlapping thermography
results for different types of defects, limiting the decisiveness of the defect characterisation.

The three different types of defects investigated in this research show different thermography results
due to the difference in material properties of the defects. Deeper located defects and defects with
properties similar to the CFRP are harder to detect with optical thermography due to the dissipative
nature of heat transfer. Also the characterisation capabilities of thermography are better for shallower
defects with properties that differ a lot with respect to properties of the CFRP material. The best
detectable and characterizable defects are air filled delaminations since the properties vary largely from
the CFRP properties. Teflon coated glass inclusions in the composite are harder to detect since the
material properties of teflon coated glass are relatively similar to the CFRP properties.

The noise is significant for harder to detect defects such as teflon coated glass inserts. It is found that
the noise is decreased by increasing the lamp power used to deposit heat on the test object surface. The
thermography method also influences the noise. The SNR obtained with pulse compression analysis
thermography is significantly larger than the SNR obtained with frequency domain analysis.

The defect characterisation with frequency domain analysis thermography can be performed based
on the blind frequency and the peak phase difference characteristics. These two characteristics in
combination with knowledge on the potential defect materials and defect thickness can give a defect
depth range and potentially a conclusion on the type of material included depending on the similar-
ity between the potential materials. Without the knowledge on defect thickness and potential defect
materials in a MRO environment, the characterisation is still possible since the blind frequency only
changes marginally with varying air filled delamination thickness.

The defect characterisation with pulse compression analysis thermography, based on the normalized
peak correlation value and the CC phase, results in undistinguishable results for different types of de-
fects at different depths. This makes it difficult to make a decisive conclusion on the defect characters
with pulse compression analysis thermography.

Concluding, it can be stated that the best suited thermography method for defect characterisation is
frequency domain analysis thermography with a low peak power, long duration heat signal. A defect
characterisation with frequency domain analysis consists of five steps. The first step is to perform
measurements on the object with suspected damage at multiple different frequencies. The second step
is localization of the defects by manually analyzing the phase images obtained from the measurement.
From the phase images, the phase difference between a defect and the non defect region surrounding the
defect can be obtained. The third step is finding the trend in the phase difference data as a function
of the frequency to approximately determine the blind- and the peak phase frequency. The fourth
step is performing measurements around the expected blind- and peak phase frequency respectively.
Finally, the blind frequency and the peak phase difference can be obtained and used to determine the
depth range and the type of defect with the results from this report. The lateral defect size can be
determined from the phase image obtained with the peak phase difference.
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Chapter 8: Recommendations

A basis for defect characterisation with optical thermography has been set up in this research. However
there are a number of subjects that could potentially increase the defect characterisation capabilities
of optical thermography:

The greatest obstacle for characterisation of a defect with optical thermography are accurate
composite material properties. The range of these properties is so large that it heavily influences
the characterisation capabilities of thermography. Fast and easy to perform one-sided measure-
ment of the thermal diffusivity a and thermal effusivity e would increase the characterisation
capabilities of thermography. A method that can be applied to determine the thermal diffusivity
«a is the single side flash method [81]. This method does require flash lamps. Alternative methods
might be applicable.

The thickness of air filled delaminations needs to be investigated to determine whether the
simulated values of 37.5, 75 and 150 pm are representative for real defects. Obtain samples
with real delaminations or gas pockets and determine the thickness of these delaminations. This
might require destructive testing. Air filled delaminations with a thickness of more than 6.4
pm are represented accurately with the Fourier’s heat law, thinner defects are influenced by the
temperature jump effect.

The difference in results with different heat signals in pulse compression analysis shows the
influence of this signal. More work could be put into determining the optimum signal parameters
for the cross correlation signals used for pulse compression analysis thermography measurements
on CFRP materials.

The source of noise in experiments can be further investigated as it influences the detectability
of harder to detect defects.

The validation of the simulation model in this research is based on the processed data. By
calibrating the IR camera for the temperature range of 20 to 40 °C, a more direct validation of
the simulation model could be performed.
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Appendix A: Multi domain inspection

No single NDT technique of method can fully assess the structural integrity of a material or structure.
The combined application of multiple NDT methods is widely used. This combination can be done by
looking at multiple separate data sources and comparing data manually. However the active fusion of
the data is a thoroughly researched subject. In 1999, a section exclusively dedicated to data fusion for
NDT was organised at the Progress in Quantitative Nondestructive Evaluation conference (QNDE)
[82]. Research on the subject of NDT data fusion has been primarily focussed on combining two
dimensional NDT data into two dimensional images with more details and three dimensional depth
reconstruction of flaws.

The data fusion of two dimensional NDT data is commonly performed at pixel level. The aim of this
data fusion can be to provide additional information about the structural integrity of the material,
enhance the interpretation, provide extra defect dimensionality, provide reliable information about
defect location and size, reduce noise and increase Probability of Detection (POD) [82].

Several methods are available for the two dimensional data fusion as listed below, no further details
will be provided on these methods. For more details, the reader is referred to [23][82][83].

e Maximum amplitude

Pyramid Transform

Discrete Wavelet Transform

Discrete Wavelet Frame

Pixel level weight averaging
o Artificial neural networks

In the context of this research, multi domain inspection refers to the combination of two dimensional
IR data and three dimensional geometry data. No present research has been conducted on this topic
specifically for NDT. It is known that the visualisation of information about a component is best
understood within the context of the part geometry [82]. Combining the NDT data obtained using
thermography with the three dimensional geometry obtained using an optical three-dimensional data
acquisition method, results in increased understanding of the information. As mentioned earlier, the
capabilities of thermography and optical three dimensional data acquisition methods complement each
other nicely resulting in information about surface deviations and information about damages inside
the object.

A lot of research has been conducted on combining two and three dimensional in the cultural heritage
field, geographical research field, medical visualization and 3D detailing for computer applications
[84][85][86]. These applications have in common that a 3D scan is usually combined by high resolution
photographs. Combining these two data sets effectively to generate useful and practical information
is still one of the most problematic steps in three dimensional data scanning.

One commonly used method for combining this information is to use images as a source of colour
information for the 3D surface. Digital photographs are essentially a dataset containing colour values
for a certain raster. Three difficulties arise when one tries to combine the datasets. The first difficulty
is how to store the colour information. The second difficulty is the photographic alignment while the
last is how to deal with multiple candidates for a colour caused by the overlap of certain photographs
on the 3D surface. These difficulties are treated in the upcoming paragraphs.
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The problem of storing the colour information for a 3D surface effectively is based on the question where
to store the information on the 3D surface. Three main methods can be used, the first is per-vertex, the
second is per-element and the last is texture mapping. Per-vertex storage of colour information gives
each mesh vertex an RGB (or grey scale) value while per-element gives each element an RGB value.
Both per-vertex and per-element are very compact methods of storing the data. However both these
methods are limited by the resolution of the mesh. These methods therefore only work when the mesh
is very fine relative to the resolution of the photograph. A more robust alternative is texture mapping
which is independent of the mesh size. Texture mapping however requires a correspondence between
points on the 2D photograph and the 3D surface. 3D surfaces acquired by 3D scanning commonly
consist of unorganized triangles which makes the parametrization more difficult. Several algorithms
and methods have been developed for the parametrization on triangular mesh 3D surfaces [86][87].

The photographic alignment requires several processing steps for correct projection on a 3D surface.
Distortion of the lenses, focal length, camera position and orientation. Several algorithms have been
derived to align photographs using correspondences between the 3D surface and the photograph and
derive the parameters needed [88][89].

The impact of discontinuities at overlapping images depends on the different applications. For NDT
purposes, a region of blurred or even incorrect colour display may results in a false detection or un-
detected defects. It is therefore important to rectify artefacts in the overlapping regions of projected
photographs. Common methods for treating the colour information when multiple candidates are avail-
able are; using a specific criterion as the orthogonality between the 3D surface and the colour source
(the photograph), blending by weighing the contribution of the available sources, colour correction and
the use of several algorithms as the Maximum A Posteriori (MAP) probability algorithm [83][90][91].

Several commercial software packages are available to complete a number of the tasks described above.
An example of such a software package is the open course MeshLab software which is capable of all the
steps described above and can even apply different layers of photographic data on a 3D surface [84].
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Appendix B: Optical 3D data acquisition

Manual visual inspection of large surface areas is a time consuming task due to the administrative
activities for logging all defects. Using digital data acquisition has the potential to automate these ad-
ministrative activities by documenting the findings automatically. In order to define surface deviations,
a two-dimensional image is not sufficient. To distinguish depth, the human body uses stereo vision.
Similar techniques are available to acquire three-dimensional data digitally. Three-dimensional mea-
surements can be obtained using both contact and non-contact techniques. For application in NDT,
non-contact techniques are well preferred. Therefore techniques requiring contact with the object are
not further evaluated in this report.

Over the past two decades, a lot of technological advances have been made in the field of three-
dimensional geometry acquisition [92]. This development led to a range of applications including,
amongst other, product design, automotive and milling industry, medical science, civil surveying, re-
verse engineering, archaeology and dentistry [92][93].

The methods for optical three-dimensional data acquisition and modelling that are applicable to large
surfaces can be categorised in the three techniques based on the principle the methods use [92]]94][95].
These three categories are discussed in the following three subsections.

B.0.1 Image-based techniques

Using stereo vision, depth information can be retrieved from images, this works similar to the human
eyes. The principle is based on the focal length and a known distance between two camera’s. With
this information, the simplified geometry in and the known information can in theory be
used to determine the position of a certain point that is captured by both cameras using [Equation B.1]
which after rewriting yields equation [96]. In the geometry, P(z,y, z) is the position of
the point on the surface, C; and C5 are the position of camera 1 and 2 respectively, f is the focal length,
B is the distance between the two cameras and x; and x5 are the horizontal positions of the images in
camera 1 and 2 respectively. Expansion of these equations to three-dimensions in straightforward and
omitted here for clarity. By repeating this process for every common point (pixel) in the field of view
of both cameras, a geometry can be obtained. Since real camera lenses create a distortion, calibration
is needed for the camera setup. Real difficulties arise, however, in finding the common points on the
two images. A commonly used method for solving these difficulties is the projection of structured light

as is discussed in [subsection B.0.2l

Z+f xi+wx+B
z B

fB
T+ o

(B.1)

Z = (B.2)
When a small portion of a geometry is scanned, the absolute position of the geometry cannot be de-
termined using just two cameras. To obtain this information, reference points on or around the object
are required. These reference points can be used to combine multiple scans into a single geometry.
This method is referred to as photogrammetry. Photogrammetry works by obtaining the positions of
the reference points using a high resolution camera. At least three reference points have to be within
the field of view of the camera to determine the camera position by triangulation. Several images
need to be obtained from different positions with respect to the object as can be seen in
This yields a three dimensional point cloud containing all the reference marker positions. Using these
reference points, the separate surface scans can be combined. A surface scan consists of a finer point
cloud that can be polygonised to create a surface mesh. This surface can finally be used for evaluation
of the scanned object.
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Figure B.1: Image based technique illustrations.

B.0.2 Structured light scanning techniques

Finding the correspondence between two images used in stereo vision is a fundamental problem. By
projecting a certain spatially varying intensity pattern on the surface, this pattern provides the images
with easily recognizable features that can be used for the correspondence. This method is referred to
as structured light scanning . This pattern theoretically can be used to distract a three-dimensional
geometry using only one camera by detecting distortions in the pattern indicating the surface geometry.
In practice, using two cameras provides far more accurate measurements. By using two cameras, the
distortion of the pattern can be analysed using both cameras separately while also using stereo vision.
This effectively provides three simultaneous measurements which can be used to reduce the effect of
reflection.

B.0.3 Time-of-Flight based techniques

Time-of-Flight (ToF) is a method that is capable of measuring the distance between the sensor and an
object by measuring the time difference between the outgoing signal and the receiving of the reflected
signal. Different kind of signals can be used for the ToF principle, the most common are sound and
light . In 3D scanning applications the latter is used because of the higher travel speed of the
signal. Two types of ToF scanning are possible with a light signal, the first is pulse based scanning
and the second is phase based scanning [99][100].

Pulse based scanning sends out a short pulse signal and measures the time between the transmission
and the detection. The signal travels the distance between the sensor and the object twice, the distance

d can therefore be determined using [Equation B.3|in which ¢ is the speed of light [100]. The limitation
of this technique is the discrete character of the process.

1

Phase based scanning makes use of a modulated signal to determine the phase difference between the
transmitted and the received signal . The phase difference can be converted to a time difference
by dividing it by the frequency of the modulated signal. can then be used to calculate
the distance. The phase difference must however be within one period of the modulated signal, limiting
the distance of the scanner to the surface and the modulation frequency to prevent ambiguity.
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Appendix C:

Table C.1: FLIR SC7600 Infrared Radiation camera specifications.

IR Camera specifications

Property Description
Sensor model FLIR SC7600
Sensor serial number 159286

Waveband

Lens, filter, detector combined: 3.4 - 4.9 pm
Detector: 1.5 - 5.1 pm
Lens: 1.75 - 4.9 pm

Filter bandwidth/spectral bands

BB MWIR filter: 3.42 - 5.15 pm

Detector parameters

Detector material: InSb
Aperture F/3

Pitch 15 pm

Detector S/N PL0712264
Pixel Clock 40 MHz

Detector resolution (pixels)

640x512 elements

Bit depth per pixel

14 bit (16384 digital levels)

Integration time

20-2500 pm (approximately)

Sample rate

Full frame: 100 Hz
48x4 pixels: up to 3400Hz

Lens focal length

25 mm (FLIR L0709)

Field of view (deg)

Figure C.1:

= o B

The FLIR SC7600 on the camera stand.

21.74x17.45 degree
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Appendix D: Experimental results pulse com-
pression analysis
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Figure D.1: Ezperimental results of the NTP-A2 sample with a linear chirp signal (0.5 - 0.05 Hz in
250 s).
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Figure D.2: Experimental results of the NTP-A2 sample with a quadratic chirp signal (0.5 - 0.05 Hz
in 250 s).
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Figure D.3: Experimental results of the NTP-A2 sample with a quadratic chirp signal (1 - 0.01 Hz in
250 s).

J,’{
= R UNIVERSITY
@.9 Dedicated to innevation i seresgace OF TWENTE.

= 81



119

(a) CC peak value image [-] (b) Normalised CC peak value image [-]
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(¢c) Peak delay time image [s] (d) CC phase image [deg]

Figure D.4: Ezperimental results of the NTP-A2 sample with a 7-bit Barker code signal of 150 s.
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Appendix E: The influence of material pa-
rameters on pulse compres-
sion analysis thermography
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(a) The normalised peak CC value (b) The CC phase CC,,

Figure E.1: The influence of the lateral heat conduction k; on FMTWI results for a 25.4 mm teflon
coated glass insert at different depths.
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The influence of the out-of-plane thermal conductivity k;, the thermal capacity ¢, and the mass density
p of the CFRP material are combined in [Figure E.2] and [E.3] as a function of the defect depth, thermal
diffusivity a and reflection coefficient R. From [Figure E.2]it is clear that increasing defect depth results

in decreasing characteristic values.

o1y

-0.01

-0.02

003

Peak value {normalized) [-]

-0.04

Peak delay time [s]

-0.05
0.6

L | L
0.8 1 12

L
14

Depth [mm]

(a) Peak value

CC phase [deq]

021

D4f

06

0.8

121

04r

02

o

ERs

L
16

1.2 1.4 1.6 1.8 2
Depth [mm)]

(b) Peak delay time

0.6

0.8

1.2 1.4
Depth [mm]

(c) CC phase

Figure E.2: The influence of the out-of-plane thermal conductivity k¢, the mass density p and the
thermal capacity c, on the thermography results for a 25.4mm diameter teflon coated glass insert, as

a function of the defect depth.
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Figure E.3: The influence of the through thickness conductivity k;, mass density p and thermal capacity
cp on the thermography results for a 25.4mm teflon coated glass insert, as a function of the thermal
diffusivity oz (a,c and e) and the reflection coefficient R (b,d and f).
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