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Abstract

This thesis studies Input—to—State Stability (ISS) for bilinear systems. The purpose of this thesis
is to compare different notions of ISS, for example ISS itself, integral ISS and small-gain ISS
for linear and bilinear systems. This is started with discussing the different notions of ISS with
regard to finite dimensional linear and bilinear systems. After that, infinite dimensional systems
are considered. For the infinite dimensional systems it makes a big difference regarding stability
whether all operators involved in the system are bounded or not. Therefore, two situations for
the input operators are discussed. The main result of this thesis is a condition under which the
infinite dimensional bilinear systems with an unbounded input operator are integral Input—to—
State Stable. The thesis is concluded with examples of infinite dimensional systems based on
partial differential equations.
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Chapter 1

Introduction

In the study of dynamical systems the notion of stability is omnipresent. There are different
notions of stability that can be used in different situations or for different types of systems. In
this thesis the focus will be on different notions of Input-to-State Stability (ISS).

ISS was introduced by Eduardo Sontag in 1989 in [16] and is a combination of Lyapunov state—
space stability and Zames—like external stability based on H*°, which uses optimisation and
input—output methods. For linear state—space systems the stability properties are already well
known, therefore ISS is mainly used for nonlinear systems or linear systems with nonlinear
(unknown) perturbations or inputs. ISS notions combine internal stability and robustness with
respect to the outputs. Based on the notion of ISS multiple slightly weaker notions are developed.
The most prominent one is integral Input—to—State Stable (iISS) which first appeared in [I7].
This notion of ISS is useful since it does give a property of stability, but is less strict than ISS.
Small gain ISS is a notion that lies in between ISS and iISS and was introduced in 1994 by
Jiang, Teel and Praly in [I2]. The notion of small-gain ISS is older than the notion of iISS; first
the notion of ISS was defined, then it was weakened to small-gain ISS and then relaxed to iISS.
Finally we mention the notion of strong iISS, which combines iISS and small-gain ISS and can
for example be found in [§]. Strong iISS is a weaker notion than ISS, but stronger than iISS
and small-gain ISS. It can also be shown that a system is ISS with a Lyapunov type argument.
This was already mentioned when ISS was first defined in [I6], but the necessity was not proven
until 1995 in [I8]. An overview of ISS theory is given in [I].

ISS was at first used for finite dimensional systems and only around 2008 a corresponding
concept of ISS for infinite dimensional systems was developed. An example of early research
regarding ISS for infinite dimensional systems is given in [II]. The development of ISS for
infinite dimensional systems is motivated by studying stability for Partial Differential Equations
(PDE’s) in the context of control theory, but up until today there is still a lot unknown about
ISS for these systems. In [I4] an overview of the research of infinite dimensional systems up
until 2019 can be found.

The notions of ISS are typically applied to systems in state—space representation. In a state—
space system often z is used for the state and w for the input. An example of a state—space
system is
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with some initial condition xy and an input u. There might be certain requirements on the
function f such that the solution = exists for all times ¢. In the special case that

#(t) = f(z(t),u(t)) = Ax(t) + Bu(t),  t>0,

with some initial condition xg, an input v and with matrices A and B being mappings between
suitable spaces, the system reduces to a linear system. Suitable spaces are for example R™ and
R™.

In this thesis the focus will lie on ISS for bilinear systems. In bilinear systems the function f
that was mentioned above will have a multiplication of the input u and the state x. The form
of multiplication depends on the dimensions of x and w, but it will look like

#(t) = Az(t) + u(t)Bz(t),  t>0,

with some initial condition ¢ and an input u. In practice such a multiplication can occur in
linear systems with a feedback control of the form v = Kz and a multiplicative disturbance or
change in time v, but the applications are broader. Bilinear systems are used in both engineering
and science, for example in chemical engineering and biology. An example of a bilinear system
is a system for chemotherapy (Example 6.2 of [6]). Here the state is in R? with 2; being the
number of tissue cells in phases where they grow and synthesise, phase 1. x5 is the number of
cells preparing for cell division or dividing, phase 2. We have the following system:

55(7:):[‘“1 2a2]x(t)+u(t) {8 ‘%‘ﬂ ().

a1 —as9
In this system a; is the mean transit time of cells from phase 1 to phase 2. Cells in phase
2 either divide and two daughter cells proceed to phase 1 at rate 2as, or they are killed by
a chemotherapeutic agent at rate 2uag in which u € [0,1]. An overview of the theory about
bilinear systems and a short history is given in [6].

If one considers ISS for bilinear system you can see that most bilinear systems are not ISS, but
that they are iISS. This will be shown in Chapter[5] In the paper where iISS is introduced also the
example of bilinear systems is given [17] and the idea of the notion of iISS is related to the bilinear
systems which are not ISS, but do have some stability property. We will consider different types
of ISS to show when linear and bilinear systems have certain stability properties.

In this thesis at first some general definitions and assumptions will be discussed in Chapter [2}
These notions are used in the rest of the thesis. After that the different notions of ISS are given
in Chapter [3] In Chapter [ these ISS notions will be shown for finite dimensional linear systems.
Subsequently the different notions of ISS will be shown for finite dimensional bilinear systems
in Chapter [5| After that the switch will be made to infinite dimensional systems. The different
notions for ISS for infinite dimensional systems are discussed in Chapter [6} In this chapter first
linear systems are discussed, followed by bilinear systems. For infinite dimensional systems it
is relevant whether all operators involved in the system are bounded or not, therefore this will
also be discussed in separate sections. The main result of this paper is Theorem [6.21} which is
adopted from recent results in [9] and [1I0]. The thesis will be concluded with some examples in
Chapter [7] and a conclusion in Chapter



Chapter 2

(General definitions and
assumptions

Before starting with the the main part of the thesis some general definitions that might not be
known to all readers are stated. Next to that some assumptions are stated.

Definition 2.1. A function o : R>o — R, in which R>o := {s € R|s > 0}, which is
continuous, strictly increasing and satisfies a(0) = 0 is called of class KC. A function of class K
which is unbounded is said to be of class K. In addition, a function B : R>g X R>g — Rxg
with B(-,t) € Koo for each t > 0 and S(r,t) goes to zero as t goes to oo is said to be of class KL.

A function V : C" — R, n € N, is positive definite if V(0) = 0 and V(z) > 0 for all  # 0. Such
a function V' is proper if lim|,| 00 V(7) = co. Finally a function V' : C* — R is called smooth
if all the derivatives exist and are continuous.

As said before we will mainly use state—space systems. These systems have a state named x
and an input named u. For any fixed ¢t > 0, (¢) and u(t) are supposed to lie in normed spaces
X and U respectively. For example if X = C™ we will use the Euclidean 2-norm for x € X,
SO

lzll2 = V/]@1l? + a2l + ... + aal?,

however a more general norm ||z||x is also allowed, so that different spaces X are allowed, for
example

b
X = LP(a,b) := {measurable functions f(t)|(/ |f(t)|pdt)% < 00},

equipped with its natural norm. For u € U®20, which is the set of functions u : R>¢g — U. We
have the function norm which is defined as ||u|sojo,g 1= esssup;e(g 4 [[u(t)||v. We also have the
norm of elements of U, u(t), this is again the Euclidean 2-norm, or a general norm ||u(t)||v.
Here the essential supremum is defined as follows: for f : X — R and Lebesgue measure p we
define

esssup f :=inf{a € R: p({z: f(z) < a}) =0}.
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This means that the function is bounded by the essential supremum almost everywhere, so at
some individual points the function might be higher than the essential supremum. For this
norm two functions are identified to be equal if they are equal almost everywhere. Often u
is piecewise continuous, in that case also the supremum can be used instead of the essential
supremum. Finally we have the following notation for u, ulj , = {u(s)[s € [0,]}.

An inequality that is useful in getting estimates that we need is the integral version of Gronwall’s
inequality. The version we will use is Theorem 1.3.1 of [2].

Lemma 2.2. Let u and f be continuous and nonnegative functions defined on I = [a,b], so
u(t) >0 for allt € I and f(t) > 0 for allt € I. Furthermore let « be a continuous, nonnegative
and nondecreasing function defined on I, so a(t) >0 for allt € I. If

u(t) < a(t) + / F(s)uls)ds,  tel, (2.1)

then,
u(t) < af(t) exp(/ f(s)ds), tel. (2.2)

When we are going to discuss infinite dimensional systems we will use semigroups and operators.
An operator is a mapping that maps elements from some normed space X to another normed
space Y and are assumed to be linear. For an operator A : X — Y the operator norm is as
follows:

A.CEY
)= sup IA7IY
rEX,xz#£0 ||5U||X

If || A is finite, the operator is called bounded. For operators A: X — Y and B: Z — X it
holds that || AB|| < ||A||||B||. Typically all normed spaces are assumed to be Banach spaces. All
matrix norms will be induced by the considered vector space norm. Moreover, we define £(X,Y)
as the space of bounded linear operators from X to Y and £(X) as the space of bounded linear
operators from X to X. Now we can define a semigroup:

Definition 2.3. An operator-valued function T from R to L(X) is called a strongly continuous
semigroup if it satisfies the following properties:

1. T(t+s)=T(t)T(s), for allt,s >0,
2. T(0) =1,
3. For all zg € X, we have that | T (t)xo — wo||x converges to zero, when t — 0.

A semigroup T is linked with a special operator, namely the generator, A. We will often use
that an operator generates a semigroup and therefore the definition of a generator is given
here.

Definition 2.4. The infinitesimal generator A of a strongly continuous semigroup on a Hilbert
space X is defined by
Az = Tim S(T() - 1)
= lim — — Iz,
t—0+ 1
whenever the limit exists. The domain of A, D(A), is the set of elements x in X for which the
limit exists.
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We remark that all integrals in this thesis refer to the Lebesgue integral, but most of the time
it suffices to consider the Riemann integrals.

Finally we will also need the Banach Fixed Point Theorem.

Theorem 2.5. Let X be a Banach space, D C X closed and F : D — D a contraction, which
means that T is Lipschitz continuous with Lipschitz constant L < 1:

|F(u) — F(v)||x < L|lu—v|x Yu,v € D.

Then F has a unique fized point @ € D, which means that F(u) = a.



Chapter 3

Definition ISS

The notions of ISS will be defined for state—space systems, which we specify below. These
are defined in a general way, so that both finite and infinite dimensional systems are covered.
Moreover, this definition contains linear and nonlinear systems.

Definition 3.1. Let X and U be Banach spaces with corresponding norms. Let ¢ : R>oxD — X
in which D C X x UR>0. We call (X,U, ¢) a system if it satisfies the following properties for
all t,h € R>g and for all (x,u), (z,u2) € D:

1. ¢(0,z,u) ==z
2. (o(t, z,u),u(t +-)) € D and ¢(t + h,z,u) = ¢(h, ¢(t, z, u), u(t + -))
3. (z,uljp,q) € D and uljg = uz|jos implies that ¢(t, z,u) = ¢(t,z,us)

In this system we name X the state—space and U the input space. The inputs u are functions
of time, so u: R — U.

Systems defined in this way can also be found in [I5]. In this definition 1. represents the initial
condition, 2. represents the fact that if the starting conditions are the same, the starting time
is independent and 3. represents that if two inputs are the same for a certain time and the state
is equal at the beginning of this time, then the system will behave the same, this is also named
the causality of the system. Moreover, a system as in Definition is defined for all ¢ > 0. This
system is defined in general and usually a more specific form is used. The following systems are
a subset of the systems defined in Definition [3.1}

Definition 3.2. Let f : X x U — X be a Lipschitz continuous function, then we can define a
system by the solutions to the equations

©(t) = fz(t), u(t)), (3.1)
z(0) = zo,

for allt >0, (z,u) € D with D = X x UR>0. Here x is the state and u is the input. The input
u can be seen as a piecewise continuous function from Rsg to U, so u(t) € U. Then we have
that ¢(t, zo,u) = x(t).

In this a certain set of inputs is allowed, usually U = C™ and z(t) € X = C”, but they are also
allowed to be infinite dimensional. We call a system finite dimensional if the dimension of X
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is finite and we call a system infinite dimensional if the dimension of X is infinite. For ease of
notation the dependence on t is often not written down.

Remark 3.3. In Definitions and [3.3 the state and the input are allowed to be complex-
valued, but real-valued state and input are also allowed and from the practical perspective perhaps
more useful. However, for this thesis the definition of the system is kept more general and thus
also allow complex-valued state, X, and input, U.

We can now define ISS for systems as in Definition [3.1
Definition 3.4. A system (X,U, ¢) as in Deﬁnition is Input—to—State Stable (ISS) if there
exists f € KL and v € Ko such that

[zl < Bllzoll, ) + v(llwllocio,), (3-2)
for allt >0, with (x,u) € D and z(t) = ¢(t, z,u).

ISS can be seen as if the state of a system has to stay small relative to the initial value of
the state and the maximum input given. So if no input is given the state converges to zero if
time goes to infinity due to 5 being a KL function. However, this also means that if the input
is nonzero and time goes to infinity the state is bounded by a function depending only on the
maximum of the input. Since for some systems this restriction might be too strict we also define
a weaker form of ISS, iISS.

Definition 3.5. A system as in Deﬁm’tion is integral Input—to—State Stable (iISS) if there
exists € KL and 1,72 € K such that

lz@)I < B(llzoll, ) +71(/0 ve(llu(s)llv)ds), (3-3)

for allt > 0, with (x,u) € D and x(t) = (¢, z,u).

In this definition the state is bounded by the integral of the input. This means that the state
is only required to decrease in time if the input is decreasing. If one compares with a constant
input it is clear that now there is more freedom in how the system responds to inputs. For
finite dimensional systems, iISS is weaker than ISS and if a finite dimensional system is ISS it
automatically is iISS. This is the case since for ISS the restriction on w is stricter than with
iISS. This is also mentioned in [4].

The next notion that is going to be discussed is small-gain ISS.

Definition 3.6. A system as in Deﬁm'tion is small-gain Input-to-State Stable (small-gain
ISS) if there exists a R >0, B € KL and v € Ko such that

@)1 < Bllzoll, ) +v(llullccro,), (3.4)
for all t >0, with (z,u) € D, x(t) = ¢(t,z,u) and |ul . < R.

This definition is useful for systems that are unstable for large inputs, but that have bounded
state if the input is small. This can be seen in the following example:

Example 3.7. Take the system

10
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with X =U =R and t > 0. If a constant input u(t) = 2, t > 0, is applied the system takes the
form of &(t) = x(t) and thus is unstable, but if the input is smaller than 1, then the system is
stable. This system is iISS and small-gain ISS which will be proved later on.

There is one more notion of ISS that we will use, namely strong iISS.

Definition 3.8. A system as in Definition |3.1] is called Strong integral Input—to—State Stable
(strong ISS) if it is small-gain ISS and iISS.

The notions of ISS can also be shown with a Lyapunov type argument.

Definition 3.9. A function V : X — Ry is called an ISS-Lyapunov function for a finite
dimensional system as in Definition if V is proper and smooth, there exist ay, as € Ky
such that ap(x) < V(x) < az(xz) and there exist class Koo functions v and « so that

VV(2)f(z,u) < —a(z) +7([ullv) (3-5)

for allt > 0, with (x,u) € D and z(t) = ¢(t, z,u).
Theorem 3.10. A finite dimensional system as in Definition [3.3 is ISS if and only if there
exists an ISS-Lyapunov function for the system.

A proof can be found in [18].

A Lyapunov type argument can also be used for small-gain ISS, but then there has to exist an
R > 0 such that Equation (3.5)) holds for |Ju||y < R. There also is a Lyapunov type definition
for iISS, this is as follows:

Definition 3.11. A function V : X — R>q is called an iISS-Lyapunov function for a finite
dimensional system as in Definition if V' is proper and smooth, there exist a1, s € Koo
such that ay(x) < V(z) < ag(x) and there exist class Koo function v and « : [0,00) — [0, 00)
so that

VV(z)f(z,u) < —a(z) +7(ulv) (3.6)

forallxe X andueU.

Theorem 3.12. A finite dimensional system as in Definition [3.9 is iISS if and only if there
exists an iISS-Lyapunov function for the system.

A proof can be found in [3] (Proof of Theorem 1).

The difference between Definitions and is quite small and therefore might not clear at
first sight, but the difference is that in Definition the o € Ko, and that in Definition [3.1T
a:[0,00) — [0,00), this also shows that Definition is weaker.

For systems as in Definition [3.2] with X = R™ and U = R™, the relation between the different
types of ISS is shown in a clear figure in Figure There are more notions of stability for
state—space systems, but in this figure the ones that are used in this thesis are mentioned.

11
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’
Systems

Small gain 1SS

.,

w

Figure 3.1: Relation between different types of ISS for systems as in Deﬁnitionwith X =R"

and U = R™ [4]

12



Chapter 4

Linear systems

To get a feeling for the notions of ISS we will first have a look at finite dimensional linear
systems. Linear systems are systems that are as in Definition with f(x,u) = Az + Bu,
where A € C"*" and B € C"*™ are matrices fitting with the dimension of X = C" and
U = C™. Thus for a linear system we have

=
—~

~
~

|

Ax(t) + Bu(t), (4.1)
z(0) = xo.

This is a system of the type of Definition [3.2]if u satisfies the conditions mentioned. Again the

dependence on time is often omitted. This is the system that will be used in this chapter. The

differential equation in this system can be solved using an integrating factor to give the exact

solution z(t) = etz + f(f eAt=7) Bu(r)dr. In Section this derivation will be shown for
the infinite dimensional case.

We will show that if A is Hurwitz that then the linear system is ISS. To show that linear
systems are ISS it is needed to find an estimate of |e*||. We will therefore prove the following
lemma:

Lemma 4.1. Let A € C**™ be a matriz. Then for every w > max{Re(X) : A eigenvalue of A},
there exists a constant M > 1 such that

le]] < Met (4.2)

holds for allt > 0. Moreover, if A is not Hurwitz, then |let|| does not converge to 0 fort — oc.

Proof. We know that for every matrix A there exists an invertible matrix 7" € C**™ and a
matrix J € C™*™ in Jordan normal form such that A = TJT~!. Thus, using the definition of
the matrix exponential,

let]] = (|77

= |Ire T
< ITIIT e

13
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where we used the sub-multiplicity of the matrix norm. Here we see that ||T'||||7~!|| > 1 since
L= 1| =T-T~7Y < |TIIT~|- Now we want to further estimate ||e’*||. To do this we will
first look at a certain block J; of the Jordan matrix J,

||6Jit t(Jlf)\II)th)\,,I | — ||6t(Ji7)\iI)et)\7;I eJif)\iI

| S 6t/\i

This holds since t\;I is a diagonal matrix. To make notation a bit easier we will now write
Ji— NI = Jio7 since the diagonal is set to zero. Due to the form of this matrix we know that if
JO € Rhixhi b, < n, then (J?)" = 0. Since a matrix exponential can be written as its Taylor
series we have the following:

= [le

& 04\m & 04\m hi—1 04\m hi—1
Joty (Ji't) (Ji't) _ (Ji1) 0)|m
e = > =l < D el = 2 | < 2 I
m=0 m=0 m=0 m=0

Now we will show that for every € > 0, there exists an M. > 1 such that [|e”!|| < M.e®".

Consider a single term of the summation ZZ;;& lt%,HJZOH”‘ Then we want to get the following
estimate:

" 0m et

e (13)

m 0||m

L

mlest =

Define fy, s(t) == % We know that f,, 7(0) = 0, limy_,o f,s(¢t) = 0 and f,, ;(0) > 0

if t,m > 0. Thus this function reaches a maximum somewhere and if we choose C' to be
this maximum we know that Equation is satisfied. The maximum is attained where the
derivative equals zero, if the derivative is zero more than once there might be a minimum as
well, or it might be that there are local extrema, so then there has to be checked which of the
extreme values is the maximum. The derivative is as follows:

d
%fm,J(t) =0

HJiO|'|mmtm—1e—st _ ||Jio||mtmge—st =0
m.
Jo[m
|| i |'| tm—le—st(m _ t€) =0
m.
m
t=—.
9
I

So C' = fp, (%) = Zri— and indeed Equation (4.3) holds. Therefore, we now know the
following:

h;—1 m

el < e (3 SR

m=0
h;—1 mm
<MY e )

= emmle™
h;—1 m
v m
= 00 3 ()

S et(/\i—‘ra) ME 7

e

14
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Here M, ; is larger or equal then 1.

Finally we need to show the relation between |le/t|| and ||e’i!||. We will do this using the 2-norm
for matrices. Due to the block structure of the matrix J that is in Jordan normal form, we
know that

J1 el

J= . and hence, e’ =

Ji ek

If we now want the 2-norm of e’ we have that this is the same as the largest singular value.

The singular values of e’ are the eigenvalues of e’ - (e/)* = e’ - e’”. Substituting this in the

former equation gives:

elkelk

So the eigenvalues of e/ - /" are in the combination of the eigenvalues of e/t - e’1, /2 . e’z

, e’* . ek, These are the singular values of e’t, e’2, ..., e’*, since the norm of e’ is the
largest singular value we now know that |le’| = max; |le’i|. So we know that for every w >
max{Re(\) : A eigenvalue of A} there exists a constant M > 1 such that

A - - i
le® I < ITMIT= e’ [ = T |17~ | max [|e”*

<|ITIITH mgxet“"“)Ms,i
< Me*t.

Since the matrix 2-norm is a vector induced matrix norm, this is equivalent with other vector
induced matrix norms and can be estimated with a constant. Thus this also holds for other
vector induced matrix norms, which are all the matrix norms considered in this thesis.

Now we still have to show that if A is not Hurwitz, then ||e4| does not converge to 0 if ¢ goes
to infinity. We will do this using the eigenvalues and corresponding eigenvectors of A. We use
the 2-norm, thus
At
e T2
lete = sup Ll
z€Cn,z#£0 |2

so if we have a certain x € C™ for which this does not converge to zero we know the norm does
not converge to zero. Take v the normalised eigenvector corresponding with the eigenvalue A
that has non negative real part, so Re(A) > 0. Then we have the following:

e > fle vl = e vll2 = eX[lvll2 = ™.

15
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Since the real part of A is non-negative we see that this will not converge to zero if ¢ goes to
0. O
Now we can use the previous lemma to prove the following theorem:

Theorem 4.2. For linear systems of the form (4.1)) the following are equivalent:

1. A is Hurwitz,

2. The system is ISS,

3. The system is ilSS,

4. The system is small-gain ISS,
5. The system is strong ilSS.

Proof. Because the linear system is finite dimensional we have that 2 = 4. Also we have by
definition that 3A4 = 5,5 = 4 and 5 = 3. If A is not Hurwitz we see by Lemma [4.1] that then
le4t|| will not converge to zero. Therefore, when the input is zero, z(t) will not converge as t
goes to infinity and the system is not iISS nor ISS. Thus 2 = 1, 3 = 1 and 4 = 1. Now the
only things left to show are 1 = 2 and 1 = 3.

To show this we will use the solution of the differential equation,
t

z(t) = el +/ eA=7) Bu(r)dr.
0

We will look at the norm to estimate this in such a way that we get Equation (3.2)). Since A
is Hurwitz we will use that according to Lemma there exist M > 1 and w < 0 such that
|leAt|| < Me“t. Therefore,

t
Je®)ll = le*ay + [t Bugryd|
0
4 t
< e Wl + [ e 1B )
t
< Mea+ MIBI | e Ju(r)
0

The next step is to use the Holder’s inequality. Note that fg e ||lu(7)|dr is actually

|e“®=)|lu(7)||||1, thus it can be estimated. We will use the infinity-norm for the part with
u and the 1-norm for the part with the exponential,

t
le(®)]| < Me!||zo + M| B| / ) u(r) | dr (4.4)
t
< Me*!|z]| + M|B| / 0 dr[uf| ooy
0

1 1
— wt Bll(—= - wt
Me*|lzol| + MIIB||(=— + ~e*)Jullcfo,q

y 1
< Me“!||zo|| — MBI~ llulloofo,n-

Where the last step holds since w < 0. Thus Equation (3.2) is satisfied with B(||xol|,t) =
Me“!||zg|| and v(s) = —M||B||1s. Therefore, 1 = 2.
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To show 1 = 3, we take a look at Equation (4.4)), the term e“(=7) can be estimated with 1.
Therefore, already Equation (3.3)) is satisfied with B(||xo||,t) = Me“t||xol|, y1(s) = M|/ B||s and
v2 = s. Thus 1 = 3 and the proof is completed. O

17



Chapter 5

Bilinear systems

After having looked at finite dimensional linear systems we will now take a look at ISS for
bilinear systems. The class of finite dimensional bilinear systems is a subset of the systems as
in Definition [3.2] and is defined as

z(t) + Zui(t)Bw(t), (5.1)
z(0) = zo.

withx € X CC*,ueUCC™ AecC"™ and B; € C"*", i € {1,...,m}. Without loss of
generality we will assume that there is only one input and that therefore there also is just one
B matrix and the summation vanishes, this gives the system

x(t) = Ax(t) + u(t) Bx(t), (5.2)
z(0) = .

If you take A = —1 and B = 1 as in Example 3.7 it can already be seen that this system is not
ISS, since if the constant input w = 2 is applied, the system becomes @ = x, which is unstable.
However, we would like to show that the system (5.2) is iISS.

Proposition 5.1. Bilinear systems are iISS if and only if A is Hurwitz. In this case,
B(s,t) = (1 + Me*ts)? —1,7,(s) = €** — 1 and vo(s) = M|s||| B|.
In which M > 1 and w € R such that ||e?t|| < Me** for all t > 0.

Proof. To proof ‘=" we use the idea of Theorem 4.2 of [I3]. To start with we rewrite and
integrate both sides of © = Az + uBz,
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Now we will integrate both sides to get rid of the derivative,

ti e AT x(1))dr = tefATuT z(7T)dT
| e ratmnar = [ et utn)Barya
e AMa(t) — zo = e~ ATu(r)Bx(T)dr
() =20 = [ " u(r)Ba(r)d
z(t) = ez ATy (1) B (7).
(t) = e?tag + / (v) Ba(r)

This almost looks like the solution of a linear system, only now there still is an z(7) on the right
side, therefore the estimation will be done a bit different, but with the help of Lemma it is
possible to get rid of this term. To get an estimate like in Equation (3.3) we take the norm.
This gives,

t
o0l = letao + [ eAulr) Ba(r)r|
0
t
o < ezl + | e~ u(r)Ba(r)ar.

Now we apply Lemma multiply the entire inequality with e~“? and define z(t) = e~“!z(t)
to rearrange this inequality. This gives,

Iz ()] < Me!|lao | +/ Me“ "D u(r)||[ Bl (7)1 dr (5.3)
0
e z(t)]| < Mol +/O Me™“T[u(T)||| Bll[|=(7)l|dr
Iz < Mjzo| +/O Mlu(r)[||B|[=()]|d7.

This inequality now is in the right form to apply Lemma After that again z(t) = e™“‘z(¢)
is used to go back from z to z,

()] < Mo exp (/O Mlu(T)||Bl|dr)
e ()]l < Mol exp (/0 M{u(7)||| Bl|dT)
lz ()] < e M |lao| exp (/ Mlu(T)|||Bl|d7). (5-4)
0

At this point at first it seems to make sense to apply ab < %a2 + %bg, however, Equation (3.3)
requires y1,v2 € K, thus 71 (0) = 0, this is not satisfied if ab < %aQ + %b2 is used. Therefore, we
have a little trick to apply the function a(r) = In (1 + r) to both sides. This function has the
following property:

In(1 + ae®) <In((1+ a)e?)
=1In(l1+a)+0.
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So if we now use a = Me“!||zo|| and b= fot M |u(7)|||B||dT we get the following:
¢
a(llz(®)]l) < a(e” M|z exp (/0 Mu(7)|||Bl|dT))
¢

a(z@®)]) < In(1+ Me“"||zol]) +/O Mlu(7)|[Bl|dT

t
ool <@ (1n(1-+ Mefaol) + [ MlutrllBlar )

0

Now use a~!(a +b) < a~1(2a) + a~1(2b) to estimate ||z(t)|| with a sum of a term with 2o and
a term with u. Also use that a=!(s) = e® — 1,

¢
lz(®)l < o~ (2In(1 + Me*!|lo])) + 071(2/0 Mlu(7)]||Bl|dT)
t
lz ()] < (1 + Me**||zol)* — 1 + exp (2/ Mlu(r)|||Bl|dr) — 1.
0
So now we have Equation (3.3) with (s, t) = (1 + Me“'s)? — 1, y1(s) = €2* — 1 and 7y2(s) =

M]|s|||B||- Thus bilinear systems are iISS.

If A is not Hurwitz, then the system with zero input is not stable, thus you will never be able
to find a suitable 3 function.

O

We have just shown that bilinear systems are iISS. This is done by establishing an estimate for
llz(t)||. Now the question arises how strict this estimate is. To discuss this let us first write
down the estimate we made:

I < B(1aoll )+ (| (lu(s)lo)ds)
0
= (L Moo — 1+ exp (1B [ [lu(s)uds) ~ 1.
0

If we now look at t = 0 we get the following:
lz(0)] < (1 + Mllzol)* — 1 = 2M ||o|| + M?||o|*.

Recalling that M > 1 we see that the estimate is more than twice as big as actually needed.
Also note that if from a certain time ¢ the input is zero, the state will go to zero if time goes to
infinity. However if we look at the ‘y-part’ of the estimate this can only increase and will never
decrease. Therefore this will also give a big estimate for times after this so called ¢y.

It is hard to get a better feeling for these estimates by just looking at the formulas. Therefore
we will look at an example.

Example 5.2. In this example we will consider the system simple

z(t) = —0.1z(t) + u(t)x(t),
x(0) = xo.
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Behaviour of the state with step function as input.

Also the iISS estimates are shown.
(3] T T T T T T T T T

x(t)
iISS estimate

S # part of the estimate
- part of the estimate [

Magnitude

Figure 5.1: Behaviour of the state for the system @(t) = —0.1z(t) + u(t)z(t) with o = 1 and
input u a step-function that is 0.4 until ¢ = 2.5 and 0 after ¢ = 2.5. Also the iISS estimate is
plotted, next to the total estimate also the ‘B-part’ and the ‘y-part’ are shown.

In which we have X = U = R. Using MATLAB the differential equation is solved for a certain
input u and the solution x(t) is plotted. To get an idea of how strict the estimates for iISS are
we plotted x(t), the total estimate, the ‘B-part’ of the estimate and the “y-part’ of the estimate.
This can be seen in Figure[5.1l In this case we used xg =1 and for u a stepfunction that first
18 0.4 and becomes equal to zero at t = 2.5.

In Figure[5.1] it can be seen that the ‘B-part’ of the estimate is quite high at the beginning. Also
it can be seen that when the time continuous the ‘B-part’ of the estimate goes to zero by which
the “y-part’ becomes important. This will always be the case, since the B-function has to decrease
i time. Finally it can be seen that the “y-part’ never decreases, so that even when the input
becomes equal to zero and state is still allowed to have some off set.

Now that it is known that bilinear systems in general are iISS, but not ISS, the question now
arises whether they are small-gain ISS. If we look at Example 3.7 & = — + zu and constant
inputs are considered. Then it can be seen that this system is stable if u < 1. So this could be
a bound for the small-gain ISS. To show that bilinear systems are small-gain ISS we will use a
Lyapunov method. Now first we will show using a Lyapunov function that all bilinear systems
are iISS and then we will extend this proof to show that they are also small-gain ISS.

We have the system & = Az + uBz and for this system a first guess for the Lyapunov function
is the function V(z) = z* Pz with P the positive symmetric solution of A*P + PA = —I. This
matrix P exists if A is Hurwitz and that is also a criterion for the system to be stable. Now we
will show that with this choice of V' Equation is not satisfied and that this standard choice
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is not a Lyapunov function for bilinear systems as in Definition This goes as follows,

VV(z)f(x,u) =22"P - (Axz + uBx)
= 2zx"PAx + 22" PuBx
= —||z||* + 2ua*PBx
< —||z||* + 2|uz* PBx|
< —llz]|* + 2ul - [|1PB| - |||
< —Jal® + el + Aluf? - | PBJ2

However, —||z||?+ ||z||* is positive for larger 2, thus we can never find a positive o function, such
that this is smaller than —a. Therefore this choice of V' is not a Lyapunov function for bilinear
systems as in Definition In [I7] a dissipation Lyapunov iISS theorem is given and with
this theorem it is possible to prove that a bilinear system is iISS using the Lyapunov function
x* Pz.

Theorem 5.3. If we have a finite dimensional system as in Definition [3.2  There exists a
positive-definite proper smooth function V : C* — R, such that there exists a1, an € Koy such
that as(||z|]) < V() < ao(||z]|). If moreover, there exists a constant ¢ > 0 and v1,72 € Koo S0
that

VV(2)f(z,u) < (mlul) =@V (@) +ya(lul) (5:5)

for all x € C™ and u € U, then the system is iISS.

Proof. In this proof we will show that when a Lyapunov function as in Theorem exists, that
then also Equation is satisfied and thus the system is iISS. To do this we will start with
the estimation of V() and we want to get an estimation of ||z||. The steps made in this proof
are quite similar to the steps in the proof of Proposition [5.1] First we have an equation with
a derivative of V and we want to get an equation with V. Also there exists v € K, such that
71(s) < v(s) for all s > 0 and y2(s) < 7(s) for all s > 0. This gives the following estimation,

VV (@) f(x(t), u(t)) < (n(lu®)]) — @V (2(t)) + 2 ([u@®)]])
%V(x(t)) < (V@) = OV (@) + v ([lu@)])-

Now we multiply both sides with e?* and get,

e"VV (x(t)) f(x(t), u(t)) < e (y(lu(®)l]) — @V (=(t)) + e y([lu(®)]])

eqt%v(x(t)) +etqV(2(t) < e y(u®) )V () + ey (u®)l])
%(V(x(t))e‘”) < ey(u®) )V ((t) + ey(|lu®)])

V(z(t))e” — V(x(0)) < /O ey ([lu(m) NV (2()) + 1)dr

V((t)e” < V(ao) +/O ey ((lu(m) NV (2(7)) + 1dr.
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We will substitute z(t) = e?'V (z(t)),

z(t) SV($0)+/O Y(u(r)N(=(7) + e*7)dr

z(t) SV(IoH/O 7(||U(T)||)€quT+/O Y(llull)z(r)dr.

This is now in the correct form to apply Lemma[2.2] so we get the following:

2(t) < V(zo) + / A([lu(r))ermdr + / A([[u(r))2(r)dr
2(t) < (Vo) + / ([fu(r) ) dr) exp( / A(llu))dr)
eV ((t)) < (Vo) + / y(lu(r) e dr) exp( / A([fu(r)])dr)

t

V(fv(t))Se"’tV(asO)exp(/0 V(HU(T)”)dT)JF/O V(IIU(T)II)G"I“’”dTeXlD(/0 Y(lu(m)l)dr).

Here we substituted z(t) = eth( (t)) to get back to x. Now we note that e=9(*=7) < 1 and to
simplify we substitute h(t fo (lu(7)|dr. What we want in the end is an estimate of ||z||
with a 8 function dependlng on o and t and a 7 function depending on u. Right now we still
have the product of xg and a term with u. We apply a little trick to get this to a sum and to
make sure that in the end we get v1(0) = 0. This trick is as follows:

e” 1"V (x0) exp(h(t)) = e "V (xg) + e~V (xq)(exp(h(t)) — 1)

(t
< eV (o) + %e‘thV(:co) + %(exp(h(t)) )

Here we used that ab < %a2 + %bQ. We will now use all of this to rewrite the estimation of
V(z(t)),

t

V(@(t)) < e~V (o) exp( / (lu(r)l)dr) + / y(lu(r) e~ dr exp / A([fu(r) ) dr)

V<x<t>>3e-thxo>exp</o (lu(r)l)dr) + /

V(x(t) < e”"V(wo) exp(h(t)) + h(t )exp( (®))

V(x(t) < e "V(wo) + %6 24V (20)* + 2(exp(h( )) = 1)* + h(t) exp(h(t)).

Y(lu(m)l) dTexp(/O Y(llu(m)])dr)

For the next steps we will use that there exist a(s), az(s) € K& such that
sz (||z]]). Also we define Ko, functions 61 and 6; to be 81 (r) = r+4r? and 6 (r

jz][) < V(z) <

o
) =2(r—1)24re".
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This gives
V() < eV (o) + gV (w0)” + 5(exp(h(t) — 1) + A(t) exp(h(t)
(B < Vo) + 3¢V () + 2 (exp(h(t)) ~ 17 + h{t) exp(h(t)
(B} < b1(e™"V (z0)) + b2(h(1)
(2B} < 61 (e as(lwo])) + 0a(h(e)
l#(6)] < a7 (0 e a(llzol)) + Ga(h(0)
l#(6)] < a7 (261 (= aan (o)) + o (0 (A1)

e ()] < o1 (201 (™ az([lzol))) + afl(91(/0 Y(lu(r))dr))-

So B(llzoll: t) = ay*(261(e” " az(||xol]))), F1(s) = ay ' (f1(s)) and Fa(s) = y(s). Thus Equation
(3.3) is satisfied and the system is ilSS. O

What is interesting to observe is that these different theorems need different Lyapunov functions.
For example where V(r) = z*Pz was not sufficient to show that bilinear systems are iISS
regarding Equation 7 this Lyapunov function will work to show that bilinear systems are
iISS using Theorem [5.3] which will be shown now and which will give a start for showing
small-gain ISS.

Proposition 5.4. If A is Hurwitz, then the Lyapunov function V(x) = x*Px, with P the
solution of AP + PA* = —I, is a Lyapunov function for bilinear systems as in Theorem [5.3,
thus bilinear systems are iISS.

Proof. To show this we will use the Lyapunov function V(x) = z* Pz with P the solution of
PA+ A*P = —1,

VV(x)f(z,u) = 20" PAx + 2uz* PBx
—||z||* 4+ 2ua* PBx
e + 24l 2] P B
(2l |PB] - 1))
(r2|ul[[PB]| = ¢)V (2).

ININ A

Where % is the smallest eigenvalue of P and % is the largest eigenvalue of P. The last step
needs some extra explanation, since P is positive definite and symmetric, P has only positive
eigenvalues. Then it holds that 1|z|? < z*Px < i||z|?, thus ||z|? < rV(z) and —|z|? <
—qV(z). Thus the requirements from Theorem are satisfied and the bilinear system is
iISS. O

We had already proved that bilinear systems are iISS, but above we have shown that it is also

possible to prove this with a Lyapunov function. We can continue from here for small-gain
ISS.

Proposition 5.5. A bilinear system is small-gain ISS if and only if A is Hurwitz. In that

case, R can be chosen to be R = QHBﬁHPH' In which P is the positive solution of the Lyapunov

equation PA+ A*P = —1.
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Proof. Take V(x) = z* Pz, with P the solution of PA+ A*P = —I. Then we assume that there
is an R > 0 such that ||ul|oc < R. This R we can still choose, but we will already assume there
is one. This gives the following estimation:
VV(@)f(2,u) < —[|z]* + 2Ju| - | PB] - [l
< —ll=ll* + 2R[IP| - |1B] - [l=]*
(=1+2R|[P| - [|BI)l=[*. (5.6)

To prove the system is small-gain ISS we need to show that Equation (3.5)) is satisfied. Thus
we need that (1 — 2R||P||||B||)s*> = a(s) € K. This is the case if 1 — 2R||P||||B|| > 0, thus if
R < grgprey- In fact, equality will also work since it already holds that lul| < R. O

This chapter can be summarised with the following theorem for bilinear systems:
Theorem 5.6. For bilinear systems & = Ax + uBz, the following are equivalent:

1. The system is ilSS,

2. The matriz A is Hurwitz,

8. The system is strong iISS,

4. The system is small-gain ISS.

Proof. 1 < 2 follows from Proposition 5.1} 2 < 4 follows from Proposition [5.5] Because of the

definition of strong iISS we have that 3 = 1 A 4 and because 2 implies both 1 and 4 we have
that 2 = 3. Thus the proof is completed. O
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Infinite dimensional systems

After having reviewed the ISS properties of finite dimensional linear and bilinear systems we
will have a look at infinite dimensional systems. At first linear systems will be considered and
after that bilinear systems will be considered.

Infinite dimensional systems are formulated using more general operators instead of matrices.
For these operators we distinguish bounded and unbounded operators which are defined be-
low.

Definition 6.1. An operator B : D(B) — X with D(B) C X, is called bounded if

Bz
1Bl = sup 12l
z€D(B),z#0 Hl‘”

An operator that is not bounded is called unbounded.

If we make the step from finite dimensional systems to infinite dimensional systems often the
requirement that A is Hurwitz is replaced by the requirement that A should generate an exponen-
tially stable semigroup. For finite dimensional matrix operators this requirement is equivalent
and in that case we have that T'(t) = e*. Using Lemma it is easy to show that this indeed
is a semigroup. However, if we make the switch to infinite dimensional systems it is not suffi-
cient that all eigenvalues of A are negative in order for A to generate an exponentially stable
semigroup. This can for example be seen in [7].

6.1 Linear systems

There are two categories of infinite dimensional linear systems. The difference is whether B
is bounded or not. The ‘easy’ case is when B is bounded, therefore this will be treated first.
After that the case where B is unbounded will be treated, what is done for the systems with
unbounded B will also hold for the case B is bounded.

6.1.1 Bounded B

At first we define general linear systems with bounded B. This can be seen as an example of
the system class defined in Definition
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Definition 6.2. Let A : D(A) — X with D(A) C X and B € L(U,X), let A generate a
semigroup T, we call

¢GJ@u)=x@):T@mo+Z;T@—@Bu@ﬂs (6.1)

a mild solution related to the formal equation

z(t) = Az(t) + Bu(t) (6.2)
with (xg,u) € D = X x UR20 and u piecewise continuous. We call (X,U, $) a (infinite dimen-
sional) linear system.

Remark 6.3. Let us show that the system from Definition [6.3 indeed satisfies the condition
from Definition . Therefore, we will show that (X, U, ¢) satisfies the three properties of a
system. To show this, we need that ¢ is well defined. This is the case since the integral in
Equation exists in X as X -valued Lebesgue integral as can be seen in [5].

1. We have to show that ¢(0,2,u) = x, this is the case since

0
#(0,xz0,u) = T(0)zo + /0 T(—s)Bu(s)ds = xy.

2. We have to show that (¢(t, z,u),u(t +-)) € D and ¢(t + h,z,u) =
o(h, d(t, z,u),u(t + -)), this is the case since at first x(t) = ¢(t, o, u) € X, which holds
because the integral exists in X, thus (¢(t, zo,u),u(t +-)) € D and secondly

t+h
¢@+hwﬂﬂzTu+hmo+/) T(t+ h — 5)Bu(s)ds
0

t t+h
=T(h)(T(t)zo + /0 T(t — s)Bu(s)ds) + / T(t + h — s)Bu(s)ds
= (b(ha d)(t? Zo, ’U/>7 u(t + ))

3. We have to show that (x,uljo,q) € D and ulj 4 = uzl|jo, implies that (t,x,u) = ¢(t, v, uz),
this is the case since to determine x(t) only u(s)|j,¢ is used, so if the input on this interval
is the same, then x(t) will be the same.

Therefore, the system in Definition 1s indeed a system as defined in Definition|3.1]

In practice ystems are often written in Ordinary Differential Equation (ODE) form, this is also
possible for systems as in Definition [6.2] and can be seen in the next remark.

Remark 6.4. The ODE stated below will be understood in the sense of Definition [6.4, which
ges its mild solution. The ODE is as follows:

&(t) = Ax(t) + Bul(t),
z(0) = xo.

Where x € X, u € U and u : [0,00) — U is piecewise continuous. Next to that B : U — X and
A: D(A) = X has to generate a semigroup. (6.1)).
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We will now show how to solve the ODE in Remark to get the mild solution stated in
Equation (6.1) using an integrating factor. This goes as follows,

i%(t) — Aw(t) + Bu(t)
% — Az(t) = Bu(t)
—At% — e M A (t) = e~ A Bu(f)
4 (e Ma(t) = e Bu(t)

e AT Bu(r)dr
e AT Bu(r)dr
t
z(t) = e +/ e Bu(r)dr
0

So indeed the solution of the ODE in Remark is Equation . For the finite dimensional
linear systems and the infinite dimensional linear system with bounded B this gives the exact
solution. However, if B is unbounded the solution given here cannot be seen as an exact solution,
but is a mild solution.

For the situation with the linear system with bounded B the proof to show that the system is
ISS is similar to what is done in Theorem It does still hold that ISS implies small-gain ISS
by definition.

Theorem 6.5. For infinite dimensional linear systems as in Definition[6.3 the following state-
ments are equivalent:

1. A generates an exponentially stable semigroup,
2. The system is ISS,

8. The system is iISS,

4. The system is small-gain ISS,

5. The system is strong iISS.

Proof. First we will show 2 = 1. We already know that A generates a semigroup 7', we only
have to show that this semigroup is exponentially stable. If we set u equal to zero we know
from the ISS or iISS property that for all ¢ > 0,

(@)l = 1T @)zoll < B(llzoll, 2)-

If we use a slightly different, but equivalent definition of the operator norm that we used before,
we get the following for every ¢t > 0:

IT@)]l = sup [ T@)zol < sup B(|[zoll,t) < H(1,¢).
llzoll<1 llzoll<1

Where the last inequality holds since f§ is increasing in ||zg||. Because f is decaying in t we
know that there is a ¢y > 0 such that 8(1,t) < 1 for all ¢ > t3. Therefore we know that there
exists a tg > 0 such that ||T'(¢)|| < 1 for all t > 5. Now we also know that there exists an w < 0
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such that ||T'(tg)||] = e**c. Moreover we know by the uniform boundedness principle that for
every compact interval in [0, 00) we have that ||T'(-)|| is bounded by a constant. This will also
hold for the interval [0, tg]. Thus there exists a C' > 0 such that for any r € [0,¢y] we have that
IT(r)]] < C. Now we will combine this together with the properties of a semigroup to show
that T' is exponentially stable. To do we use that for every ¢ > 0 there exists an r € [0, t5] and
an n € N such that ¢t = ntg + r. This gives,

< T )|MIT(r)|| < Ce™to = Rt

_ wt —wr __ wt
= Ce“%e = Me"**,

in which M = Ce™“". Therefore the semigroup is exponentially stable and thus, 2 =1,3 =1
and 4 = 1. By the definition of small-gain ISS we have that 2 = 4 and by the definition of
strong iISS we have that 5 = 3 and that 3 A 4 = 5. Thus we now only have have 1 = 2 and
1 = 3 left to show.

First we will show 1 = 2. We will do this by estimating the norm of z(¢) to get Equation .
To do this we will use the mild solution defined in Definition [6.21 Next to that we will use that
for an exponentially stable semigroup T there exist M > 1 and w < 0 such that ||T'(¢)|| < Me“!
for all ¢ > 0. This gives,

o0l = 700 + [ 706 5)Bu(s)is|
< ysol +1] [ 7 )Bu(s)is
<T@l + [ 17 = 1Bl s
< Mol + [ MBI o)

Next we will apply Holder’s inequality on the integral part with the infinity-norm on u and the
1-norm on the other terms,

t
le(8)]| < Me< ]| + / M| Bl|e= [ju(s) |ds
t
< Mc|zo]| + M|B| / €=5) ds] | oo
0

" 11
< Me*[laol| + MIIB|(== + —e")[tllocfo

< M — MBI~ [l i
Where the last step holds since w < 0. Therefore, Equation is satisfied with
Bllzoll, t) = M“"||zo|| and ~(s) = —MIIBI%&
thus 1 = 2.
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Finally we will show that 1 = 3. This goes similar as before, only Hoélder’s inequality will not
be applied. So we already know the following:

t
=@ < Me"[|zoll +M||BH/0 e u(s) || ds.

Now we use that e*(*=%) < 1 and then we get that the system is iISS with 8(||zol|, ) = M|z ||,
v1(s) = M||B||s and v2(s) = s. Thus 1 = 3, which completes the proof. O

Remark 6.6. For iISS different choices of v1 and ~o are allowed if further estimations are
made. Therefore, we will apply Hélder’s inequality with a general g-norm for w and a p-norm
for the other terms satisfying % + % = 1. This gives,

t e 1
lo(®)]| < Me!aol| + M|BJ( / P9 d5) 5 / lu(s)|ds)
< e ool 4 MIBI5 + Ly [ futeyras’
~ e X _— —e€ P uls S)a
0 pw pw 0
w 1.1, [t 1
< Me*|ao| + M|BJl(———)5( / Ju(s)]|ods).
bw 0

Where the last step holds since w < 0. Thus Equation (3.3) is also satisfied with B(||zo|,t) =

1 1
M= lzoll, 11(s) = M| B[(=55)7 s and ya(s) = s7.

_ 1
pw
6.1.2 Unbounded B

To discuss all the results regarding infinite dimensional systems with unbounded operator B
we need another notion that is not yet discussed. This is an extension of X, named X_;. To
define this we use the resolvent operator based on A. We take a A € C in the resolvent set
of A, then we say that all z in the completion of X with |[(A] — A)7lz||x < oo are in X_4,
this set is independent of \. Now we can define the operator A_; as an operator that has the
same operation as A, but with D(A_1) = X, s0 A_;: X — X_;. If A generates a semigroup,
then the corresponding semigroup 7_; generated by A_; has the same action as 7' and has
T_1 : X_1 — X_l.

Now this is made clear we can define infinite dimensional linear systems with unbounded

B.

Definition 6.7. Let A: D(A) — X_; with D(A) C X and B € L(U,X_1), let A generate a
semigroup T on X. We call

t
o(t, zo,u) = x(t) = T(t)zo + / T(t — s)Bu(s)ds (6.3)
0
a mild solution, with values in X_1, related to the formal equation
z(t) = Ax(t) + Bul(t) (6.4)

with u piecewise continuous and (zg,u) € D C X x U0 such that x € X for allt > 0. We
call (X, U, d) a (infinite dimensional) unbounded linear system.
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Remark 6.8. Let us show that the system from Definition indeed satisfies the conditions
from Definition . Therefore, we will show that (X, U, ¢) satisfies the three properties of a
system. To show this, we need that ¢ is well defined. This is the case since the integral in
Equation exists in X_1 as X_q-valued Lebesgue integral is bounded as can be seen in [5].

1. We have to show that ¢(0,x,u) = x, this is the case since

0
(0, x0,u) = T(0)xo + /0 T(—s)Bu(s)ds = xg.

2. We have to show that (¢(t, z,u),u(t+-)) € D and ¢(t + h,z,u) = ¢(h, d(t, z,u),u(t+-)),
this is the case since at first (p(t, xo,u),u(t +-)) € D by the definition of D and secondly

t+h
ot + h,z,u) =T(t+ h)xo + / T(t+ h — s)Bu(s)ds
0

t t+h
=T(h)(T({t)xo + /0 T(t — s)Bu(s)ds) + / i T(t+ h — s)Bu(s)ds
= ¢(ha ¢(t’ L0, 'LL)7 u(t + ))

3. We have to show that (x,uljo,q) € D andulj 4 = uz|j,q tmplies that ¢(t,x,u) = ¢(t,x,uz),
this is the case since to determine x(t) only u(s)|j,q is used, so if the input on this interval
is the same, then x(t) will be the same.

Therefore, the system in Definition is indeed a system as defined in Definition |3.1}

In practice systems are often written in ODE form, this is also possible for systems as in
Definition and can be seen in the next remark.

Remark 6.9. The ODE stated below will be understood in the sense of Definition [6.7, which
gives its mild solution. The ODE is as follows:

&(t) = Ax(t) + Bu(t),
x(0) = xp.

Where x € X_1, u € U and u : [0,00) = U is piecewise continuous. Next to that B : U — X_
and A : D(A) — X_1 has to generate a semigroup.

Under a certain condition these systems are iISS, however, the condition that we will show only
holds for ‘diagonal’ systems, therefore we will now define what ‘diagonal’ systems are.

Definition 6.10. We call an operator A : D(A) — X with D(A) C X diagonal, if A possesses
an orthonormal basis of X consisting of eigenvectors (ey,), cn with eigenvalues (an)nen lying in
a sector in the open left half-plane C_, where the vertex of the sector is at zero and the opening
angle is less than .

For a diagonal operator A : D(A) — X with D(A) C X, we therefore have that for any v € X
there exists a unique sequence of coefficients (z,,) € ¢? such that x = > Tnen. Moreover, it
follows that

D(A)={z= anen : Zanxnen converges |} = {x = anen (anzy,) € 2},

neN

For infinite dimensional linear systems with unbounded B the following result is proved in
[10].
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Theorem 6.11. Let U = C, and assume that the operator A is diagonal as defined in Definition
. Let X_1 be defined as mentioned in the beginning of Section and B € L(U, X_1).
Then the system as in Definition [6.7 is iISS.

For the proof see [10]. Since we will encounter a similar proof for bilinear systems, see Section
we refrain from including it here.

6.2 Bilinear systems

6.2.1 Bounded B

At first we define general linear systems with bounded B. This can be seen as yet another
example of Definition

Definition 6.12. Let A : D(A) — X with D(A) C X and B € L(U,X), let A generate a
semigroup T. We call a function x : [0,00) = X solving

xz(t) =T (t)xo + /0 T(t — s)u(s)Bx(s)ds (6.5)

for allt > 0 a mild solution related to the formal equation
&(t) = Ax(t) + u(t) Bx(t) (6.6)

with (zo,u) € D = X xURZ0 and u piecewise continuous. We call this solution z(t) = ¢(t, o, u).
We call (X,U, ¢) an (infinite dimensional) bilinear system. With Theorem it can be shown
that a unique solution x(t) of Equation (6.5)) exists.

Remark 6.13. Let us show that the system from Definition[6.13 indeed satisfies the conditions
from Definition . Therefore, we will show that (X,U, ) satisfies the three properties of a
system. To show this, we need that ¢ is well defined. This is the case since the integral in
Equatz’on exists in X as X -valued Lebesgue integral as can be seen in [5)].

1. We have to show that ¢(0,z,u) = x, this is the case since

0
(0, x0,u) = T(0)xo + /0 T(—s)u(s)Bxz(s)ds = xo.

2. We have to show that (¢(t,z,u),u(t+-)) € D and ¢(t+ h,z,u) = ¢(h, p(t, z,u), u(t + ),
this is the case since at first ¢(t, xo,u) € X, which holds because the integral exists in X,
thus (¢(t, o, u),u(t +-)) € D and secondly

t+h
ot +h,z,u) =T+ h)xg+ / T(t+ h — s)u(s)Bz(s)ds
0

t t+h
— PR (Tt + /0 T(t — syu(s)Ba(s)ds) + /t T(t+ h — s)u(s)Ba(s)ds
= ¢(hv ¢(tv Xo, U), u(t + ))

In which we used that Equation has a unique solution x.

3. We have to show that (x,uljo,q) € D anduljg s = uzljo, implies that ¢(t,x,u) = ¢(t, v, uz),
this is the case since to determine x(t) only u(s)l|jo,q is used, so if the input on this interval
is the same, then x(t) will be the same.
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Therefore, the system in Definition is indeed a system as defined in Definition [3.1]

In Equation (6.5 x(t) is mentioned both at the left and right hand side. When using Definition
Theore should be used to show that there exists a z(t) satisfying Equation (6.5).
Now we will sketch the idea of how to show this. We will take a certain interval I = [0, J] and
have t € I and take z,y : I — X. To apply Theorem we will fix g and u. Moreover, we
will take F(z) to be the right hand side of Equation (6.5), in which z : [0,6] — X. We want to
find a unique solution z : [0,0] — X that satisfies Equation (6.5). To do this we have to make &
small enough such that F' becomes a contraction on the set of continuous functions from [0, ¢]
to X.

IF(@)(t) — F(o)(t)]) = | T(®)zo + / T(t - s)u(s)Bi(s)ds — T(t)o — / T(t - s)u(s)By(s)ds|
<| / T(t - s)u(s)B(x(s) — y(s))ds|
< / IT(t — s)u(s) Ba(s) — y(s))]ds
< / 1T — 5)llu() I Bllz(s) - y(s)llds.

Now take M > 1,w € R such that ||T(¢)|] < Me“!. This gives,
t
< /0 Me = ()| Bllla(s) — y(s)lds

< |BIMet sup (Jluls)[2(s) — y(s)]x) / e ds

s€0,t]

1 —w
< [BIMe* sup |u(s)|l sup [a(s) = y(s)llx (1 ™).

s€[0,5) s€[0,9]

The constant, || B||Me~? SUPeo,9] u(s)||L (1 — e=?), goes to zero if § goes to zero. Therefore,
the interval can be made such that the constant is smaller than 1. Then according to Theorem
there exists a solution z(t) for ¢ in the interval. Moreover, the interval can be moved and
therefore it can be shown that a solution exists for all ¢ > 0.

In practice systems are often written in ODE form, this is also possible for systems as in
Definition [6.12] and can be seen in the next remark.

Remark 6.14. The ODE stated below will be understood in the sense of Definition[6.13, which
gves its mild solution. The ODE is as follows:

&(t) = Ax(t) + u(t)Bx(t),

z(0) = xo.
Where x € X, u € U and u : [0,00) — U is piecewise continuous. Next to that B : U — X and
A : D(A) = X has to generate a semigroup.

We will show that infinite dimensional bilinear systems with bounded B are iISS. To show this,
the proof of [5.1] should be extended.

Theorem 6.15. An infinite dimensional bilinear system as in Definition is 4ISS if and
only if A generates an exponentially stable semigroup T'.
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Proof. The proof is similar to the proof of Proposition Only the beginning is a bit different,
so we will show how to get to Equation (5.3 and from there the same steps can be applied, so
they will not be repeated.

To get to Equation (5.3) we will start with the mild solution from Definition We will take
the norm and again use that for an exponentially stable semigroup 7' there exist M > 1 and
w < 0 such that [|T(t)|| < Me“" for all ¢ > 0. This gives,

lz@)| = 1T(t)zo +/O T'(t — s)u(s)Bz(s)ds||
< |T @)zl + || /0 T(t — s)u(s)Bz(s)ds||
< T (s)[|oll +/0 1Tt — s)[[lu(s)I[| Bl |z(s)]lds

t
< Me“!||zo]| + / Met=9)u(s) | B |(s) | ds.

This is equal to Equation (5.3) and the proof can be continued like the proof in Proposition
Therefore, the system is i[SS with (s, t) = (1 + Me“!s)? — 1, v1(s) = €?* — 1 and
Y2(s) = Ms|||BJ|.

Finally, if the system is iISS then A generates an exponentially stable semigroup. This follows
from the proof of Theorem [6.5] since if u is equal to zero the linear and bilinear system are
identical. O

Next we will show that these infinite dimensional bilinear systems with bounded B are also
small-gain ISS.

Theorem 6.16. An infinite dimensional bilinear system as in Definition[6.19 with bounded B
is small-gain 1SS if and only if A is exponentially stable. In that case, R can be chosen to be

R = zigy- In which w <0 and M > 1 are such that IT(#)| < Me*t for all t > 0.

Proof. We will only show ‘<=’, the other way is clear from what is mentioned before. For the
finite dimensional case we used a Lyapunov argument to show small-gain ISS. However this
cannot be extended to the infinite dimensional case. Therefore we will show small-gain ISS
using Definition [3.6] This also is the reason why there is a different bound as in the finite
dimensional case.

In the proof of Theorem [6.15| we already showed for the infinite dimensional case how to reach
Equation In the proof of Proposition we showed how to go from Equation
to Equation (5.4). Therefore we will now continue from Equation to show that infinite
dimensional bilinear systems are small-gain ISS. In this we used that there exist w < 0 and
M > 1 such that || T(t)|] < Me*t for all t > 0. Furthermore we will use that there exists a
R > 0 for which we will take |u(t)| < R for all ¢ > 0. This gives the following:
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t
()] < e“’tMllzollexp(/O Mu(7)|||Bl|dT)

< eUJtM||$0||€MRHBHt

_ MB(MJFMRHBH)tHxOH.

Which gives an estimate as in Definition if w4+ MR||B| < 0. This means that the system

is indeed small-gain ISS with R = W%H' However, it might be that there is a bigger R that is

also allowed. 0

The results given above can again be combined into one theorem.

Theorem 6.17. For infinite dimensional bilinear systems with bounded B, systems as in Def-
inition [6.13, the following are equivalent:

1. A generates a semigroup that is exponentially stable,
2. The system is ilSS,

3. The system is strong ilSS,

4. The system is small-gain ISS.

Proof. 1 < 2 follows from Theorem 1 & 4 follows from Theorem [6.16] Because of the
definition of strong iISS we have that 3 = 2 A 4 and because 2 implies both 1 and 4 we have
that 2 = 3. O

6.2.2 Unbounded B

What starts to get more complicated is the same idea for the infinite dimensional bilinear
system, but now with unbounded B. This does change the definition of the system slightly, so
the system will be defined again.

Definition 6.18. Let A : D(A) — X with D(A) C X and B € L(U,X_1), let A generate a
semigroup T. We call

t
z(t) =T (t)xo + / T(t — s)u(s)Bx(s)ds (6.7)
0
a mild solution related to the formal equation

i(t) = Ax(t) + u(t)Ba(t) (6.8)

with u piecewise continuous and (zg,u) € D C X X UR20 sych that x € X for allt > 0. We
call (X,U, @) a (infinite dimensional) unbounded linear system. Due to Theorem a unique
solution x(t) of Equation (6.7)) exists. We call this solution ¢(t, o, u).

Remark 6.19. Let us show that the system from Definition[6.18 indeed satisfies the conditions
from Definition . Therefore, we will show that (X, U, ¢) satisfies the three properties of a
system. To show this, we need that ¢ is well defined. This is the case since the integral in
FEquation exists in X_1 as X_q-valued Lebesgue integral as can be seen in [J].

1. We have to show that ¢(0,x,u) = x, this is the case since

0
d(0,20,u) = T(0)xo +/0 T(—s)u(s)Bxz(s)ds = xo.
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2. We have to show that (¢p(t,z,u),u(t+-)) € D and ¢(t + h,x,u) = ¢(h, p(t, z,u),u(t+-)),
this is the case since at first (p(t, xo,u),u(t +-)) € D by the definition of D and secondly

t+h
Gt + hyz,u) = T(E+ h)zo + / T(t+ h — s)u(s)Ba(s)ds
0

t t+h
— T()(T(H)z0 + /0 T(t — s)u(s) Ba(s)ds) + /t Tt + h — s)u(s) Ba(s)ds

= ¢(h, ¢(t, xo, w), ult + -)).

In which we used that Equation has a unique solution x.

3. We have to show that (x,uljo,q) € D andu|jg s = uzlp,q implies that ¢(t,x,u) = ¢(t,r,uz),
this is the case since to determine x(t) only u(s)|j,4 is used, so if the input on this interval
is the same, then x(t) will be the same.

Therefore, the system in Definition [6.18 is indeed a system as defined in Definition [5.1]

In Equation x(t) is mentioned both at the left and right hand side. When using Definition
[6.18] Theorem [2.5] should be used to show that there exists a function x satisfying Equation
(6.7). This can be done similarly to the bounded case if the extended semigroup T_1(t) :
X_ 1 — X_p is considered and if it is allowed that z € X_;. This results in a generalised
solution z : [0,00) — X_1. When it is needed that z € X this needs to be shown separately, an
example of how this is done can be seen in the proof of Theorem

In practice systems are often written in ODE form, this is also possible for systems as in
Definition [6.18] and can be seen in the next remark.

Remark 6.20. The ODE stated below will be understood in the sense of Definition[6.18, which
gives its mild solution. The ODFE is as follows:

&(t) = Ax(t) + u(t)Bz(t),

x(0) = xo.

Where x € X_1, u € U and u : [0,00) = U is piecewise continuous. Next to that B : U — X_1
and A : D(A) — X_1 has to generate a semigroup.

We will now show that under certain circumstances this system is also iISS. Because B is
unbounded the norm of B does not exist and cannot be used in the estimate for iISS. The proof
is based on the proof of Proposition but the norm of B is avoided and instead there is a
requirement on a combination of A and B just like is done in [I0] for the linear systems.

Theorem 6.21. An infinite dimensional bilinear system as in Definition [6.18 with diagonal A
and B is 1ISS if A generates an exponentially stable semigroup T and
_ ‘b"P (an—w)s
f(s) = el

neN |an|
gives f € LP[0,00) with some p such that 1 < p < co. Here, a,, n € N are the eigenvalues A,
bn, n € N are the eigenvalues of B and w is such that w — a, < 0 for all n € N. If the system
1s iISS we have that

49K1

B(s,t) = (1+ 2Mse%“t)2 —1,71(s) = €** — 1 and v2(s) = | 5|22
with q such that % + % =1, M > 1 such that | T(t)|| < Me** and K = ||f|z,-
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Proof. As mentioned before this proof is based on the proof of Proposition but does not use
the norm of B. Therefore, also ideas from the proof of Theorem |6.11|are used, these can be found
in [T0]. We will again us that there exists an M > 1 and an w < 0 such that ||T'(¢)|] < Me“! for
all £ > 0. Moreover, we assume that w is chosen such that a,, — w < —¢ holds for all n and an
€ > 0. We will also use that e,, n € N is an orthonormal basis for X.

Since B is unbounded the first step is to show that the mild solution as in Definition [6.18]exists.
The mild solution is

z(t) =T (t)xo + /0 T(t — s)u(s)Bx(s)ds

and we will show that the integral exists as element of X, because f € LP. This is done as
follows:

||/ (t — s)u(s)Bx(s)ds||* = ||/ Ze“"(t Dbpentn(s))u(s)ds||?

neN
<3 fbuf?- |/ ) (s)u(s)ds|?
neN
t
<3 (bl / =9z, (5)] - [u(s)|ds)?
neN
5 I

2l

| an

This holds since the inequality occurs if the sum and the integral are interchanged. Another
inequality occurs When the norm is taken mto the sum and integral. Now we will apply Cauchy-

Schwarz with f(s) = /|a,|e(t=9) |z, (s) )| and g(s) = \/|an|e®(*=) and then one of the

integrals is always smaller than 1, so an upper bound is 1. Also the sum and the integral will
be interchanged:

T(t — s)u(s)Bxz(s)ds|* < an|e® )2, ( |u(s)|?ds) - anle®(t=%) ds)?
Ia |2
/ z"’"'

neN ‘ n‘

=N ()1 us)Pds.

Now we will multiply with e=«¢. Also we will add the term e“*e~“*®, which equals 1. This will
be rewritten to get f in the estimation:

t t 2
H / T(t - syu(s) Ba(s)ds|® < o' / (3 Bl =)=t o) 2 us) P
0 0 n
t 2
< [ ool antiry sy ) 2 us) s
—Jo |an|
neN

/ Z |an| (a,wa S))efws”x(s)||2|u(s)|2d8

- / £t = 8)e 12(5) 1% u(s) [2ds.
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Now we will apply Hélder’s inequality and apply a substitution in the integral over f, which
will result in the norm of f that we named K. This gives,

H / (t — s)u(s) Ba(s)ds|? < /fth)pdS)%(/oeq“SIIx( )2 u(s) 22ds)

< (] soran’ 2 (e fu() ) [ eeas

1 —w
< K sup ([lz(s)|?u(s) ) = (1 — e™").
s€[0,t] w

This shows that the integral is bounded and is properly defined. Later on we will show that this
system is iISS, which implies that the state is bounded. Therefore, the integral exists. Note that
this estimate will also work if the boundaries of the integral are changed. The only difference
will be that the bound gets smaller. With the same estimate we can show with Theorem
that there actually exists a unique solution x(t). The constant goes to zero if the interval gets
smaller. Therefore, the interval can be constructed such that the constant is smaller than 1.
Then according to Theorem there exists a solution z(t) for ¢ in the interval. Moreover, the
interval can be moved and therefore it can be shown that a solution exist for all ¢ > 0.

Next we will show the system is i[SS. Many of the estimations made on the integral are similar
to what has been done above:

le@)? = IT(t)xo + / T(t - s)u(s)Ba(s)ds|
< (T lloll + | [ Tt~ s)u(s) Ba(s)as)?
0
< 2| T(0)]? o] ® + 2] / T(t - s)u(s) B (s)ds|?
< oM 2wt||a:0||2+2||/ (3 e =0t (5) u(s)ds

neN

< 20220 |2 +2 3 [baf? | / an(t=9) ., (s)u(s)ds[?

neN

i
< 2M2e*! |zo > + 2 [bal? - ( /0 e (5)] - Ju(s)|ds)?

neN

_2M2 2u.n€||:1j ||2+2Z
neN

Now we will apply Cauchy-Schwarz with f = /|a,|e®(t=5)|z,,(s)|-|u(s)] and g = \/|an|ewn(t=5).

This gives the following:

|'b' / a9 ()] - u(s) ds)?.

b 2
@ < 232 o]+ 23 2 / anle™ = [, () 2lu(s) ds) - / fanle =) ds)
neN
by,
ggMzewtnxonuz/ (3 ek ety o) Pt P
neN n
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The next step is to multiply the entire inequality with e=“* and substitute z(t) = e~“!||z(t)||?,

[
|an|
b |?

n

lz(£)]1* < 2M2e |l ||* + 2/ > et N (s) P uls)ds

neN

a0l < 2282wl + 27 [ (X e s

t
br — sy
e la(t)|* < 2M2|xo|? +2/ eIy |'||€“"(t e a(s) % uls)Pds

neN n

2(t) < 2M2||zg |\2+2/ O = Ibn]* elan =50y 2(5)[u((s)[*ds.

neN | n|

Next we will use a substitution of the variables, namely v = t — s and later on s =t — v to

go back. Moreover, we will define f(s) = > g |‘b;|‘ (an=w)s and assume that f € LP. This
implies that there exists a K > 0 such that || f]|z» < K. This is useful after Holder’s inequality
is applied. Since we choose w such that a,, —w < 0 it seems to be reasonable, to assume that

f € LP. The estimation is as follows:

Onl (o= t=0)2 5)u() s

|an]

A(t) §2M2Hx0||2+2/ (3 el

neN

2
2(t) < 2M3||zo|)* + 2/ ||l;n|| elan =)V 2t — v)|u(t — v)dv.
0 n

Now we will apply Holder’s inequality and use f like defined above. This gives,

2(t) < 2M2|lao])? + 2( / Flo)Pdv)s ( / (2(t —v)[u(t — v)[*)%dv)s
2(t) < 2M2|lao||? + 2K ( / ((s)|u(s)|?)ds)s

2(1)7 < (2M2|zo* + 2K(/O (2(s)|u(s)|?)9ds) 7).

Now the inequality (a+b)? < (2a)?+ (2b)? is applied for a,b > 0 and ¢ > 1. These requirements
are satisfied due to the norms and the fact that when applying Holder’s inequality you have
that p,¢ > 1. Also Lemma [2.2] will be applied here:

2(8)T < (AM?||wol )7 + (4K(/0 (2(s)|u(s)[?)ds) 7)1
S(1)7 < 49 M9 |27 + / 49K (5)9 u(s)[2ds
0

t
(0)7 < 4N [P exp [ 4K (o) 1)
0
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Now we will substitute z(t) = e=“!||2(t)|? to again get x in there. This gives,
t
(e a(®)*)T < 47M> o> eXP(/ AT u(s)[*ds)
0
t
e (1) ]|*? < 47M>|o |29 eXP(/ ATKu(s)|*ds)
0
t
2 ()]*7 < 47029 |o|[*Te " eXP(/ 41K u(s)[*ds)
0
1, 49K [
lz(@®)| < 2M||xolle> texp(w/ lu(s)|*1ds).
0

From now on we continue like in the proof of Proposition So we again will apply a(r) =
In(1 + r) with the same properties and inverse as mentioned in the proof of Proposition

a(la(0)) < a@Mlale¥" exp(T5 = [ u(s)1as)

alll#(®)ll) < In(1 +2M|Jao|le2") + 7/ |u(s)[**ds
(@)l < @™ (In(1 + 2M |zo|le3) + 7/ [u(s)[*9ds)
o0l < o=t @i + 200 et + 0= @ 5 [ uts)Poas
Lwt\2 K 2
@)l < (1 +2M][zo[e2*")” — 1 + exp(2 5 |u(s)[*ds) =1
0
Now we have Equation (3.3]) with
49K1
B(s,t) = (1+2Mse?")2 —1,~v1(s) = €2 — 1 and ~5(s) = W| 5?2

Thus the infinite dimensional bilinear system is iISS if f € L? and A generates an exponentially
stable semigroup 7. O

Remark 6.22. The condition of f € L?[0,00) is not a necessary condition. There are systems
that do not satisfy this condition, but that are i1ISS. An example can be found in [9].
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Chapter 7

Examples

7.1 Linear system

At first we will start with an example of a linear infinite dimensional system. This is based on the
PDE of the heat equation with Neumann boundary control on one side, and is as follows:

0 02

al'(gat) = aiggw(gvt) - 7T2£L'(£7t),
0 0
8—€x(0,t) =0, 8—£x(1,t) = u(t),

z(£,0) = x0(§) with £ € (0,1),¢> 0,

where u is piecewise continuous.

From this PDE a state—space system can be generated. The state is still allowed to change in
time, so we will have that X = L?(0,1), by which the ‘location’ is included in the state. At
first we will assume u = 0 and determine A. After that B will be determined. If u is set to be
identical to zero we can derive the form of A as follows:

32
Af = ngf -l

2
P rex. Ly =02ra) =0

D(A) = {f € H?[0,1] : o o

o

where H? refers to the Sobolev space. As you can see now on both boundaries there is the
requirement that the derivative is zero, this would be the case if u is equal to zero. This A has
a convenient property, namely that the eigenfunctions form an orthonormal basis for X. These
eigenfunctions are as follows: eg(¢) = 1, e,(£) = v2cos(nw€), n € N. We will first show that
these are indeed eigenfunctions of A and after that we will show that this is an orthonormal
basis for X. To show that they are eigenfunctions we will determine Aey and Ae,. We will
note that this becomes equal to the corresponding eigenfunction multiplied by a constant, the
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eigenvalue. This can be seen here,

Aey = 8—1—7T2

€2

= —71'2

= _77-260?
82

Ae,, = o€ 2 cos(nmé) — m2V/2 cos(nmé)
= —V2n27? cos(nm€) — w2V/2 cos(nmf)
= (—n?7? — 71%)e,.
So these are indeed eigenfunctions of A with the eigenvalues a,, = —72(n? + 1). The next step

is to show that these eigenfunctions form an orthonormal basis. To do this we will show that
the inverse of A + (1 + 72)I is

(Sh)(x) = /01 (cot(1) cos(z) cos(s) + sin(z) cos(s))h(s)ds
+ / (cot(1) cos(z) cos(s) + sin(s) cos(z))h(s)ds.

From A.4.21 in [5] we know that this operator S is compact and self-adjoint. So if we show that
S is indeed the inverse of A+ (14 m2)I, then the eigenfunctions of A form a basis. Now we will
show that (((A + (1 + 72)I)S)h)(x) = h(x) and that (S(A + (1 + 72)I)h)(x) = h(x).

Lemma 7.1. The inverse of the operator A+ (1 +7%)I with A being the operator 6‘% — 72l is

(Sh)(z) = /aj(cot(l) cos(x) cos(s) + sin(z) cos(s))h(s)ds
0
+ / (cot(1) cos(x) cos(s) + sin(s) cos(z))h(s)ds.
Proof. Now we will show that (((A+ (1+72)I)S)h)(x) = h and that (S(A+ (1+72)I)h)(z) =
h(x):

d2
da?

(/Oz(cot(l) cos(z) cos(s) + sin(z) cos(s))h(s)ds+

(A+ (1 +7*)D)S)h) (@) = ((
©da?

1
/ (cot(1) cos(z) cos(s) + sin(s) cos(z))h(s)ds) + (Sh)(z)

d2 T ) T
= @(cot(l)cos(x)/o cos(s)h(s)ds—i—sm(x)/o cos(s)h(s)ds+

S)h)(x) + (Sh)(x)

1 1

cot(1) cos(:r)/ cos(s)h(s)ds + cos(x)/ sin(s)h(s)ds) + (Sh)(z).

x x
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Now we will differentiate this once using the product rule and rewrite the terms that cancel out,

= i(cot(l) cos(x) cos(x)h(z) — cot(1) sin(x) /z cos(s)h(s)ds
dz 0

+ cos(z) sin(x)h(x) + cos(x) /Of cos(s)h(s)ds

— cot(1) cos(z) cos(z)h(x) — cot(1) sin(x) / cos(s)h(s)ds

x

1
— sin(x) cos(x)h(x) — sin(x)/ sin(s)h(s)ds) + (Sh)(z)

d ) @ @
= d—( — cot(1) sin(x) /0 cos(s)h(s)ds + cos(x) /o cos(s)h(s)ds

X
1

1
— cot(1) sin(x)/ cos(s)h(s)ds — sin(m)/ sin(s)h(s)ds) + (Sh)(z).
We will differentiate again and use that cos(x)? + sin(z)? = 1. This gives,

= —cot(1) sin(x) cos(x)h(z) — cot(1) cos(z) /x cos(s)h(s)ds

0

cos(x) cos(z)h(zx) — sin(z) /003 cos(s)h(s)ds
cot(1) sin(z) cos(z)h(x) — cot(1) cos(x) / cos(s)h(s)dsds

+ sin(z) sin(x)h(z) — cos(x) / sin(s)h(s)ds + (Sh)(z)
= —=(Sh)(z) + h(x) + (Sh)(=)
= h(zx).

Thus this operation indeed is equal to the identity operation. Now we will show it the other
way around. This will be done with integrating by parts twice:

2
(S(A+ (1 +7*)D)h)(x) = (S%h)(fﬂ) + (Sh)(z)
x 2 T 2
= cot(1) cos(ar:)/O cos(s)%h(s)ds —|—sin(ac)/0 cos(s)%h(s)ds

1 2 1 2
+ cot(1) cos(x)/ cos(s)%h(s)ds + cos(x)/ sin(s)%ds + (Sh)(z)

= cot(1) cos(z) ( cos(s)%h(s)

s=0+/0 31n(s)£h(s)ds)

+ sin(z) (cos(s) %h(s)

» + /O-T Sin(s)%h(s)ds)

1

—|—cot(1)cos(x)(cos(s)ih(s) B —|—/Oxsin(s);ih(s)ds)

ds
1

d

1
- y 7/‘% cos(s)%h(S)dS) + (Sh)(x).

s=

+ cos(z) ( sin(s)

h(s)
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Now we will use that h € D(A) and that thus <h(s) = 0. This will make

some terms cancel out. This goes as follows,

= cot(1) cos(x) cos(x)di;h(s) + cot(1) cos(x) /OI sin(s)dish(s)ds

s=x

L) +sin(a) /0 ’ sin(s)%h(s)ds

+ sin(z) cos(z )ds

S=T

d
gh(s)

— cot(1) cos(z) cos(z) sin(s)dish(s)ds

+ cot(1) cos(z) /

- cos(x)/ cos(s)%h(s)ds + (Sh)(x)
= cot(1) cos(x) /0z sin(s)%h(s)ds + sin(z) /01’ sin(s)%h(s)ds

— cos(z) sin(x)%h(s)

1 1

+ cot(1) cos(z) / sin(s)%h(s)ds - cos(x)/ cos(s)%h(s)ds + (Sh)(z).

X x

cos(1)
sin(1)?

We will integrate by parts again and use that cot(1) =

= cot(1) cos(x)(sin(s)h(s)

- /w cos(s)h(s)ds)
s=0 0

—/ cos(s)h(s)ds)
=0 Jo

s=

x

+ sin(x) (sin(s)h(s)

1

1
+ cot(1) cos(z) (sin(s)h(s)| - / cos(s)h(s)ds)

s=x
1

1
— cos(z)(cos(s)h(s) +/ sin(s)h(s)ds) + (Sh)(z)

—(Sh)(x) + cot(1) cos(x )sin(m)h( ) — 0+ sin(x) sin(x)h(z) — 0
+ cot(1) cos(z) sin(1)h(1) — cot(1) cos(x) sin(z)h(x)
— cos(z) cos(1)h(1) + cos(x) cos(z)h(z) + (Sh)(x)

= h(z).
Now we have shown that S indeed is the inverse of A + (1 + 72)I, with A being the operator
0% ey O
d%¢ :

Therefore as stated above we know that the eigenvectors of A from a basis for X. Next we will
show that this A generates an exponentially stable semigroup. To do this we will assume that
for every o € X there exists x,, € R, n € N such that = ) _y 2ne,. The semigroup that is
generated by A is as follows: T(t)z =, ye*'zpe,. First we will show that this indeed is a
semigroup, after that we will show that this is the semigroup that is generated by A.

To show that this is a semigroup we need to show the three properties from definition
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1. T(t+s) =T(t)T(s), for all t,s > 0 is satisfied since

T#)T(s)x =T(¢) Z e rpe,
neN

= Z ez, T(t)e,

neN

= E ey, etnte,

neN

= E et (t+s) g e,

neN
=T(t+ s)x.
2. T(0) = I is satisfied since
T(0)x = Z e e, = Z Tnen = I2
neN neN

3. For all z € X, we have that | T'(t)x — x|/ x converges to zero, when ¢ — 07. This takes a
bit longer to show. We will assume that ¢ < 1 which is a fair assumption, since we will
take t — 07. This gives,

1Tz — all = | S (e anen — zne)?
neN

= || (™" = Dzaen)|?

neN

_ Z ‘eant _ 1|2|5L'n|2

neN

N oo
:Z|eant_1‘2‘xn‘2+ Z |€a”’t—1|2|xn|2

n=1 n=N-+1

Now we define K := supgc;<14n>1 [€*"" — 1|*. Moreover, for any € > 0 there exists an
N € N such that

o0

€
Z |$n|2 < 9K

n=N+1

After this we choose § < 1 such that sup; <, <y leant —1]2 < ﬁ for all 0 < ¢ < 4. This
0 depends both on € and N. Now we can continue with the estimate:

N 00
IT (o — 2ol® =D le" = 1Plaal>+ D [ = 1P| |?
n=1 n=N+1
N o]
< sup et — 1|2 Z |xn|2 + sup et — 1|2 Z |xn|2
1<n<N n—1 0<t<1&n>1 n=N+1
g €
< — + K—
S o Tk
<e.

Thus we have that ||T(t)z — z||x converges to zero, when t — 0.
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Now it is known that T is a semigroup we still have to show that A is its generator. In Definition

it is defined what the generator of the semigroup is. We have to show that
1
Az = lim —(T(t)z — ists < x € D(A).
x hi%l+h( (t)x — x) exi x (A)

We will start with showing ‘=’. As before we have that for every € X there exists x,, € R,
n € N such that @ = Y .\ #nen. Moreover, we have that € D(A) & Y, o lanzn|* < oo.
Now we will work out the limit, but not use the fact that we have the solution Az already,

1 1

h£18+ E(T(t)m —x) exists < Jy € X s.t. h£18+(E(T(t)x —z)—y)=0
1

lim ||=(T(t)z —z) —y|* =0

Jim | (T (t)z — ) =yl

1
o IyeXst i Z(e™" — Dy —yn? =0
yeXs hgg*,%"l(e )T — Yl

& Jy € X s.t.

in which y = > _y¥nen. Since all terms in the sum are positive we know that if the sum goes
to zero all individual terms need to go to zero. Therefore, we can continue,

(e®h — 1)z, —y > =0 VneN

1 1
lim —(T(t)x — ists & Jye X st. lim |—
im —(T(t)x — ) exists y st lim |h

1
s dye X st | lim (e -z, —y,|? =0 VneN.
y € X s.t. | lim (e )Tn = Ynl n

Next we will use the definition of the derivative of e?»! at t = 0 to get that lim,_, o+ %(e“"h -1) =

an. This gives,
1
lim —(T(t)z —z) exists = Jy € X s.t. |anty —Yu|* =0 YneN
h—0t h
=Jye X st apry, =y, VneN
= Jy € X s.t. Z |antn|? = Z [Yn|? < oo.
neN neN

The sum over y,, is finite since y € X. Therefore, we now have shown ‘=’ with the limit equals
Az. The next step is to show ‘«<=’. We know that 2 € D(A) and that therefore Y, |anzn|* <

0o. Now we will show that limy, o+ +(T'(t)z — 2) = Az. We have shown above that

1 1
lim —(T(t)z — ists < Jy € X s.t. i (™" — ), —yn|* =0
im —(T(t)x — ) exists yeXs hir(r)h%%(e VTn — Ynl

1
& lim Y | (e* " =, — 2 =0.
h:lg)lﬁ- P ‘ h (e )Ty — anTn|

In which we will already use that y = Az =3\ apzne,. Without loss of generality we will
now assume that h € [0, 1], since we take the limit of & to 0%, we can assume that h is not
big. Now we would like to switch around the limit and the sum, therefore we will show that
the sum converges absolutely and uniformly for & € [0,1]. This will be done by estimating the
sum,

1 1
3 |E(eanh — Dy — anznl? < 2(2\5(6%’1 — Dan|? + 2anza|?)
neN neN

1
< %(2\5(6“” = DP|zal* + 2lanf*lza]?).
n
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Now we will use the mean value theorem for f(¢) = e®»*. By the mean value theorem we know
there exists an ¢ € [0, h] such that (h)if = f’(c). Therefore, we know that

anh _ 1
" 21 e < sup Jane

h T selo,h]

an S
" = lanl.

Using this to further estimate the sum gives,

1
Do lp (et =Dy — aneal® <Y dlanf?|aal < oo,

neN neN

where this sum is finite since x € D(A). Since we estimated the sum independent of h, we
know by the Weierstrass M-test that the sum converges absolutely and uniformly for h € [0, 1].
Therefore, the sum and the limit can be switched around. If we then also apply the definition
of the derivative like done before, this gives:

. 1
hlg& Z \E(eanh —1Dzp — apnznl® = Z h1:1>%1+ ‘h — 1)z — anxy|?
neN

= lim — -1 — 2
= 21 Jim (€ = 1~ o
neN

< Z lim |apz, — anxn\z =0

h=0+*

neN

This implies that limy,_,q+ %(T(t):c — x) exists and is equal to Az, thus we have now shown ‘<’
and indeed A is the generator of the semigroup T

The next step is to determine B. To determine B we will use a general system that has the same
Neumann boundary condition as mentioned before and we will use that it is known what the
solution of a bilinear system looks like. We will start with a general system in the form

z(t) = Ax(t),
Ba(t) = ult),
z(0) = zo.

Here we have 2l defined like A was defined before, but with a slightly different domain, so

) 92 )
D) = {f € H*[0,1] : afggf € X7a—§f(0) =0},

where H? refers to the Sobolev space. So now the boundary condition where v was mentioned
is not in D(A). Furthermore, B is the operator that takes the spatial derivative and then
substitutes £ = 1, so Bf = %‘ﬂﬁ:l' In this way you can see that the domain of 2 extended

with the requirement that f should be in the kernel of B gives exactly the domain of A. Thus
Q[|kelr(‘B) = A

Now we define z = x — Bou, with Byf(§) = {f(£) and we will have a look at J z = %. This
might seem a bit unusual, but this substitution will give us the opportunity to get v and x
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together and to get a linear state—space system:

z =2 — Bou
ZZQL’E—B()Q
Z:Q[Z+Q(BQU7B0U

Using the combination of the generalised solution for the linear system in Definition [6.7] we can
get rid of the derivative to z. After that it will be further rewritten to get something similar to
the generalised solution of a linear system in z, from which B can be determined. Moreover,
we use that ABy = 0, since By = £ is not in the domain of 2. This gives,

2(t) = T(t)2(0) + /0 T(t — s)(ABou — Bou)ds
S(t) = T(£)2(0) — /0 T(t — 5)Boids
x(t) — Bou(t) = T'(t)(x(0) — Bou(0)) — /0 T(t — s)Bouds

2(8) = T(1)2(0) — T(#) Bou(0) + Bou(t) — /0 Tt 5)Boids.

Next we want to get rid of the @ and get a w instead. The most intuitive way to do this is by
integration by parts. However, that would mean we need to differentiate T', from the theory of
semigroups we know that the derivative of T'(t)x is T'(t) Az, see also Theorem 2.1.13 of [5]. Since
we have an unbounded B we will use the extension of T' defined at the beginning of Chapter [6]
So, we can integrate by parts using the extended space X_1. This goes as follows:

2(t) = T(#)2(0) — T(t) Byu(0) + Bou(t) — /O Tt — 5) Byi(s)ds
z(t) = T(t)x(0) — T(t)Bou(0) + Bou(t) — T(t — s)Bou(s)|'_og — /Ot T_1(t — s)A_1Bou(s)ds
x(t) = T(¢)x(0) — T(¢t) Bou(0) + Bou(t) — Bou(t) + T(t) Bou(0) — /Ot T_1(t — s)A_1Byu(s)ds

(1) = T(H)2(0) — / T \(t— $)A_1 Bou(s)ds.

0

If we look at the general solution of a linear system as in Definition [6.7] we can now conclude that
Bf =—A_1Byf. We want to write this again in terms of the eigenfunctions, such that we can
say Bx = cnbnZneyn, where x = 3 z,e,. To do this we will determine the coefficients c,,
such that £ = > _ycne,. This will be done by calculating the inner product (€, e,()), since
cn = (£,e,(8)). First we will determine ¢ and then ¢, for n > 0. This goes as follows:

1
£=0

o = (Een() = (6.1) = [ eae = 3¢
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Now we will determine ¢,, for n > 0,
Cn = <£7en(f)>

1
= & cos(nmw)dE
0
1

1 1
= sin(nm&)d¢

= £— sin(nw¢)
nm £=0 o nm

1

1 . 1
= sin(nm) + ()2 cos(nmf) -
= 7(””)2 cos(nm) — 7(mr)2
40 n is even,
o 7# n iS Odd
Now we have that b, = a,c,, thus
7%71’2 n=>0
b, =¢0 n is even,n # 0,
2";‘51 n is odd.
Now we can conclude that
2 2
ShEL oy
27 9 402 2
neN |an| 2 neN,n odd m (n + 1)
1

4
= 5 + Z I < 00.
neN,n odd

Thus B € X_; and according to Theorem the system is iISS.

7.2 Bilinear system

For the bilinear system we want to show a system that has an unbounded B and will be iISS
due to Theorem [6.21} This example will not be based as literally on a PDE as the example in
Section but we will use the same operator A : D(A) — X, with X = L?*(0,1). B will be

picked such that we have a bilinear system that will be iISS.

So we will have a system of the form

(t) = Ax(t) + u(t)Bx(t),

with u(t) € C, u piecewise continuous and A the operator defined as follows:

32
Af= g f = 1S
2
D(A) = {f € H2[0,1] a%f € X, %f@) —o, a%f(l)

49
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where H? refers to the Sobolev space. We have shown before that regarding the eigenfunctions
eo(§) = 1, e, (€) = V2cos(nmé), n € N, this operator can be seen as a ‘diagonal’ operator
with a,, = —7?(n? + 1). Now we will take the operator B also ‘diagonal’ with b, = \/|a,| =
mvn? + 1. If we now look at Theoremwe see that the requirement is that f € L”(0,1) with
F(8) =2 hen ‘lba”‘ el@n=w)s In this case the fraction with b, and a,, will be equal to 1. Thus we
will show that f(s) = > .y e(=m*(*+1)=w)s ig in LP(0,1). Where we choose w = —47? such
that we have —m% < w < 0 and we will take p = 2. Now we will show that || f||2, is finite:

(o9}
—7T2 TL2 1 S
e = [ (e ot beyas

neN

= [TX S ety
0

neNmeN

Here we used that (3, o ¢n)? = 2 en Domen CnCm- Further estimation gives,

HMzZZ/'“@

neNmeN
o0
_ Z Z 7r2(n2+m2+1)s
—72(n? 2
neNmeN g n +m+ ) s=0
=2 SpErari D
nENmGN’/T n® +m +1)
Note that ZneN -5 is finite. Thus for each n this means that the sum over m is converging,

since it is always be smaller than ZneN . Then the same can be done with the sum over n and
thus the complete sum is finite. Therefore f € L?(0,1) and thus the system is iISS according
to Theorem [6.21]
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Chapter 8

Conclusion

The goal of this thesis was to research ISS for bilinear systems. This resulted in a clear overview
of the ISS stability properties of finite dimensional linear and bilinear systems. It is also shown
that these stability properties can be extended to infinite dimensional linear and bilinear systems
with bounded operators.

For bilinear infinite dimensional systems with unbounded operators we presented a sufficient
requirement under which these systems are iISS. Not all bilinear infinite dimensional systems
with unbounded operators that are ilSS are contained by this requirement. However, this
requirement is useful, since it does give a class of systems that are iISS. Further research could
be done to check how strict the requirements for the infinite dimensional bilinear system with
unbounded operators are. It might be possible to find other requirements that are practically
better to check. Further research might also be done regarding a small-gain property for infinite
dimensional bilinear systems with unbounded B.
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